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Abstract

This paper describes a method for obtaining rigorous numerical bounds on time

averages for a class of one-dimensional expanding maps. The idea is to directly esti-

mate the absolutely continuous invariant measure for these maps, without computing

trajectories. The main theoretical result is a bound on the convergence rate of the

Frobenius-Perron operator for such maps. The method is applied to estimate the Lya-

punov exponents for a planar map of recent interest.

1 Introduction

When one studies an attractor of a chaotic dynamical system quantitatively, one is often

interested in estimating a “time average”: the average of a given function of the state of

the system over a typical trajectory on, or approaching, the attractor. Of particular interest

are Lyapunov exponents, which reflect average rates of linear expansion or contraction near

the attractor. In some very special cases, Lyapunov exponents can be determined exactly,

but typically they are measured with the aid of a computer. In this paper, we show how a

careful numerical study can yield a close rigorous estimate of a Lyapunov exponent or other

time average for certain dynamical systems.

1The author was supported by the National Science Foundation (Divisions of Mathematical and Physical

Sciences) and by the U.S. Department of Energy (Offices of Scientific Computing and Energy Research).
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One approach to estimating a time average is of course to compute one or several com-

puter trajectories near the attractor and find the average over the computed points. See [6]

for a general discussion of the computation of Lyapunov exponents in this manner. This

approach is subject to statistical sampling error as well as the error due to numerical com-

putation of trajectories. Here we describe an approach based on directly estimating the

invariant measure supported by the attractor. This allows us to obtain rigorous bounds on

the the error in the computation.

Our results concern one-dimensional maps τ : [0, 1] → [0, 1] which are piecewise C2. In

the case we study, there will be a unique probability measure µ̃ which is invariant under

τ and is absolutely continuous with respect to Lebesgue measure. The Birkhoff ergodic

theorem then implies that for almost every initial condition x0, the forward trajectory of x0

is asymptotically distributed according to µ. That is, if ϕ : [0, 1] → R is continuous, then

for almost every x0 the time average of ϕ over the trajectory of x0 is given by

lim
n→∞

1

n

n−1
∑

k=0

ϕ(τk(x0)) =
∫

M
ϕ(x)dµ̃(x). (1)

Our goal is to approximate
∫

ϕdµ̃ for a given τ and ϕ. Since µ̃ is absolutely continuous,

by the Radon-Nikodym theorem we can write dµ̃(x) = f̃(x)dx, where f̃ is a nonnegative L1

function with integral one. We call f̃ the invariant density of τ . Since µ̃ is invariant under

τ , it follows that f̃ is a fixed point of the Frobenius-Perron operator Pτ : L1[0, 1] → L1[0, 1],

defined by

Pτf(x) =
∑

{y:τ(y)=x}

f(y)γ(y)

where

γ(x) =







1/τ ′(x) if τ is C1 at x

0 otherwise
.

Since the invariant density f̃ is unique, one can hope to approximate f̃ by iterating Pτ

a number of times using a uniform initial density f0 ≡ 1. If one does the iteration on a

computer, one may find a density f which is invariant, or very nearly invariant, under the

computer implementation of Pτ . If so, we would like to be able to show that f is close to f̃ .

By examining carefully the computer implementation of Pτ , we should be able to show

that f is close to Pτf . Assume that we can also show that Pτ is a contraction for some norm

‖ · ‖, that is

‖Pτg − Pτh‖ ≤ ρ‖g − h‖

for some ρ < 1 and all g, h in some function space containing f and f̃ . It then will follow

that

‖f − f̃‖ ≤ ‖f − Pτf‖ + ‖Pτf − f̃‖ = ‖f − Pτf‖ + ‖Pτf − Pτ f̃‖ ≤ ‖f − Pτf‖ + ρ‖f − f̃‖,
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whence

‖f − f̃‖ ≤ 1

1 − ρ
‖f − Pτf‖.

Thus our procedure for estimating the average

∫ 1

0
ϕ(x)f̃(x)dx

will be to find an approximate invariant density f , to integrate ϕf , and to bound the error

using the above bound on the difference between f and f̃ . To obtain a bound on the error,

it is essential that we know what norm Pτ contracts and that we are able to bound the

contraction rate ρ away from 1.

Prior work on the convergence of Pτ has tended to use a spectral approach to show that

Pτ
nf0 − f̃ decays exponentially as n → ∞; see e.g. [4, 7, 9, 16, 21]. More recently Rychlik

and Sorets [17, 18] proved for certain expanding maps τ that Pτ is a contraction for a specific

norm and showed how to put an upper bound on the contraction rate. The goal in those

papers was to prove that the contraction rate is uniform for certain families of maps. In this

paper the goal will be to make an explicit bound on the contraction rate for a more specific

class of expanding maps. For the sake of our application, the bound on the contraction rate

must not be extremely close to one.

Another approach to approximating invariant measures involves partitioning the interval,

making a Markov approximation to Pτ , and finding the fixed point of the approximation; see

e.g. [5, 11]. This approach can be useful in cases where the map is not uniformly expanding

[13] and in cases where data for the system is available but a formula for the map is not

known [8]. Of course by using a computer approximation to Pτ in this paper we are also

discretizing the interval, but our approach differs in that we are not concerned with the fixed

point of the discretized Frobenius-Perron operator and work as much as possible in terms of

the exact operator.

The following assumptions will be made throughout this paper.

1. The map τ : [0, 1] → [0, 1] is piecewise C2.

2. If τ is not C2 at x, then τ(x) is either 0 or 1 (that is, all branches of τ are onto).

3. There are real constants q, r, s such that 1 < q ≤ |τ ′| ≤ r and |τ ′′|/τ ′2 ≤ s.

This class of functions includes nonlinear perturbations of familiar maps like the tent map

and the map x 7→ kx(mod 1) for integers k > 1. For our computer estimates, we will have

to assume further that τ is C3 on each of its branches.

In Section 2 we will describe how to find, in terms of q, r, and s, a norm and a contraction

rate for Pτ which will be valid on the space of functions of bounded variation. Then in Section

3



3 we describe how to use this result to obtain rigorous bounds on the error for a computer

estimate of the invariant density. Finally, in Section 4 we apply this procedure to a specific

example: the quadratic map with a particular parameter value studied previously by Ruelle

[15]. In particular, we estimate a time average for this map which can be shown to be a

Lyapunov exponent for a two-dimensional map studied in [2, 1]. In the latter paper it is

vital to know rigorously that the Lyapunov exponent is negative.

2 Contraction rate of the Frobenius-Perron operator

Let τ : [0, 1] → [0, 1] be piecewise C2 with 1 < q ≤ |τ ′| ≤ r and |τ ′′|/τ ′2 < s for some

constants q, r, s. Assume that all branches of τ are onto; in other words, if τ is not C2 at x

then τ(x) = 0 or τ(x) = 1. The Frobenius-Perron operator Pτ is defined on L1[0, 1] by

Pτf(x) =
∑

τ(y)=x

f(y)

|τ ′(y)| .

(Notice that the condition that all branches of τ are onto implies that if f is continuous,

so is Pτf .) If f represents an initial probability density of points in [0, 1], then Pτf is the

density that results after iterating τ once.

Let S ⊂ L1[0, 1] be the space of functions of bounded variation on [0, 1]; every f ∈ S

is differentiable almost everywhere with f ′ ∈ L1[0, 1], and the total variation var(f) of f is

equal to the L1 norm of f ′. It can be shown (see the proof of Lemma 1 below) that

var(Pτf) ≤ 1

q
var(f) + s‖f‖1. (2)

where ‖f‖1 denotes the L1 norm of f . In particular, if f ∈ S then Pτf ∈ S. Furthermore,

it is not hard to show that the integral of Pτf equals the integral of f , so if S1 denotes the

set of probability densities (nonnegative functions with integral one) in S then Pτ maps S1

into itself.

An estimate similar to (2) is used in [10] to prove (for a more general class of maps) the

existence of a unique invariant density f̃ ∈ S1 (that is, a unique f̃ ∈ S1 for which Pτ f̃ = f̃).

Here we will show, for the class of maps described above, that repeated iteration of Pτ on

an initial function in S1 converges to f̃ , and explicitly estimate the rate of convergence with

respect to a particular norm. Given f ∈ S1, let g = f − f̃ ; then Pτ
ng = Pτ

nf − f̃ for all

n ≥ 0. Let S0 be the set of functions in S with integral zero; then g ∈ S0. The following

lemma will be used to show that Pτ
ng → 0 as n→ ∞.

Lemma 1 (Vector Inequality Lemma) For all g ∈ S0,

var(Pτg) ≤ 1

q
var(g) + s‖g‖1 (3)
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‖Pτg‖1 ≤ 1

2r
var(g) +

r − q

r
‖g‖1. (4)

We prove Lemma 1 at the end of this section. Our present objective is to determine when

(3) and (4) can be used to show that Pτg is always smaller than g in some norm. Let M be

the matrix

M =













1

q
s

1

2r

r − q

r













.

Then coordinate-wise,




var(Pg)

‖Pg‖1



 ≤M





var(g)

‖g‖1





Since M has positive entries (we ignore the trivial case s = 0), the eigenvalues of M are

real. Further, by a result of Perron & Frobenius (see [20]), the greatest eigenvalue ρ of M

has a left eigenvector (α, β) with positive coordinates. Multiplying the above inequality on

the left by (α, β) we find that

α var(Pg) + β‖Pg‖1 ≤ (α, β)M





var(g)

‖g‖1



 = ρ(α, β)





var(g)

‖g‖1



 = ρ(α var(g) + β‖g‖1).

This motivates the definition of the “(α, β)-norm”

‖g‖α,β = α var(g) + β‖g‖1.

We then know that P is a contraction in this norm as long as ρ < 1.

Theorem 2 If 1 + s/2 < q, then the greatest eigenvalue ρ of the matrix M above is less

than one, and for all g ∈ S0,

‖Pg‖α,β ≤ ρ‖g‖α,β (5)

where (α, β) is the left eigenvector of M corresponding to ρ.

Proof We have already proved (5), so we need only show that ρ < 1. Since the trace

of M is less than 2, the characteristic polynomial of M takes on its minimum at a value less

than 1, and thus both eigenvalues will be less than 1 provided the characteristic polynomial

of M is positive at 1. Thus ρ < 1 if (and only if)

0 <

(

1 − 1

q

)

(

1 − r − q

r

)

− s

2r
=
q − 1

r
− s

2r
=
q − 1 − s/2

r
,

or equivalently 1 + s/2 < q, as claimed.
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Remark If the hypothesis 1 + s/2 < q does not hold for τ , it will hold for τn for some

n > 1.

A trivial consequence of Theorem 2 is that for all f ∈ S1 and n ≥ 0,

‖Pτ
nf − f̃‖α,β ≤ ρn‖f − f̃‖α,β.

Our main goal, though, is to use Theorem 2 to estimate how close an approximate invariant

density f is to f̃ in terms of how close f is to Pτf (which can be computed without knowing

f̃).

Corollary 3 If 1 + s/2 < q, then for f, f̃ ∈ S1 with Pτ f̃ = f̃ ,

‖f − f̃‖α,β ≤ 1

(1 − ρ)
‖f − Pτf‖α,β. (6)

Proof By the triangle inequality and the above theorem,

‖f − f̃‖α,β ≤ ‖f − Pτf‖α,β + ‖Pτf − f̃‖α,β ≤ ‖f − Pτf‖α,β + ρ‖f − f̃‖α,β),

from which (6) follows.

Let ‖g‖∞ denote the L∞ norm of g.

Lemma 4 For all g ∈ S0,

‖g‖1 ≤
1

2
var(g) (7)

and

‖g‖∞ ≤ var(g) (8)

Proof We ignore the trivial case when g = 0 almost everywhere. Since g has integral zero,

it must take on both positive and negative values, whence (8) follows immediately. Let A

and B be the sets on which g is respectively positive and negative; then
∫

A
g(x)dx =

∫

B
(−g(x))dx =

1

2
‖g‖1.

Then since |A| + |B| ≤ 1,

var(g) ≥ max
A

(g) + max
B

(−g) ≥
∫

A g

|A| +

∫

B(−g)
|B| =

‖g‖1

2|A| +
‖g‖1

2|B| ≥ 2‖g‖1,

which is equivalent to (7).

Corollary 5 If 1 + s/2 < q, then for f, f̃ ∈ S1 with Pτ f̃ = f̃ ,

‖f − f̃‖1 ≤
1

2(1 − ρ)
var(f − Pτf), (9)

and

‖f − f̃‖∞ ≤ 2α+ β

2α(1 − ρ)
var(f − Pτf). (10)
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Proof Since both f − f̃ and f − Pτf lie in S0, by the previous lemma,

(2α+ β)‖f − f̃‖1 ≤ ‖f − f̃‖α,β ≤ 1

1 − ρ
‖f − Pτf‖α,β,≤

1

1 − ρ
(α + β/2)var(f − Pτf),

from which (9) follows. Likewise

α‖f − f̃‖∞ ≤ ‖f − f̃‖α,β ≤ 1

1 − ρ
(α + β/2)var(f − Pτf),

which is equivalent to (10).

Proof of Lemma 1 Notice that (3) is equivalent to (2), which we will prove for all

f ∈ S. Now

d

dx
Pτf(x) =

∑

τ(y)=x

dy

dx

d

dy

f(y)

|τ ′(y)| =
∑

τ(y)=x

1

τ ′(y)

τ ′(y)f ′(y) − τ ′′(y)f(y)

τ ′(y)2
.

Hence

var(Pτf) =
∫

T

∣

∣

∣

∣

∣

d

dx
Pτf(x)

∣

∣

∣

∣

∣

dx

=
∫

T

∣

∣

∣

∣

∣

∣

∑

τ(y)=x

1

τ ′(y)

τ ′(y)f ′(y) − τ ′′(y)f(y)

τ ′(y)2

∣

∣

∣

∣

∣

∣

dx

≤
∫

T

∑

τ(y)=x

1

τ ′(y)

∣

∣

∣

∣

∣

τ ′(y)f ′(y) − τ ′′(y)f(y)

τ ′(y)2

∣

∣

∣

∣

∣

dx

=
∫

T

∣

∣

∣

∣

∣

τ ′(y)f ′(y) − τ ′′(y)f(y)

τ ′(y)2

∣

∣

∣

∣

∣

dy

≤
∫

T

∣

∣

∣

∣

∣

1

τ ′(y)
f ′(y)

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

τ ′′(y)

τ ′(y)2
f(y)

∣

∣

∣

∣

∣

dy

≤ 1

q
var(f) + s‖f‖1

as claimed.

Next we prove (4), which is only valid for g ∈ S0. We ignore the trivial case when

‖Pτg‖1 = 0. Let A be the set on which Pτg > 0 and B be the set on which Pτg < 0.

Write [0, 1] = ∪jIj where the intervals Ij are disjoint (except for their endpoints), and τ

is a C2 diffeomorphism from the interior of each Ij onto (0, 1). Let Aj = τ−1(A) ∩ Ij and

aj =
∫

Aj
g(x)dx; define Bj and bj similarly. Then

∑

j

aj =
∫

τ−1(A)
g(x)dx =

∫

A
Pτg(x)dx =

1

2
‖Pτg‖1

and likewise
∑

j

(−bj) =
1

2
‖Pτg‖1.
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Also,
∑

j

|aj| +
∑

j

|bj| ≤ ‖g‖1.

Notice that the variation of g on Ij must be at least the difference in the average values

of g on Aj and Bj . Thus

var(g) ≥
∑

j

(

aj

|Aj|
− bj

|Bj|

)

.

Let α = |A| and β = |B|. Then α + β ≤ 1, and since q ≤ |τ ′| ≤ r, it follows that

α/r ≤ |Aj| ≤ α/q and β/r ≤ |Bj| ≤ β/q. Thus

var(g) ≥
∑

j

(

min(qaj, raj)

α
+

min(−qbj ,−rbj)
β

)

=
∑

j

(

(r + q)aj − (r − q)|aj|
2α

+
(r + q)(−bj) − (r − q)|bj|

2β

)

=
(r + q)

∑

j aj − (r − q)
∑

j |aj|
2α

+
(r + q)

∑

j(−bj) − (r − q)
∑

j |bj |
2β

. (11)

Case 1: One of the numerators in (11), say the first one, is negative. Then

‖g‖1 ≥
∑

j

|aj | +
∑

j

|bj | ≥
r + q

r − q

∑

j

aj +
∑

j

(−bj) =

(

r + q

r − q
+ 1

)

1

2
‖Pτg‖1 =

r

r − q
‖Pτg‖1,

whence (3) is proved.

Case 2: Both numerators in (11) are nonnegative. Let y be the first numerator and z

the second numerator. Given that α + β ≤ 1, one finds that y/(2α) + z/(2β) is minimized

when α =
√
y/(

√
y +

√
z) and β =

√
z/(

√
y +

√
z), and hence

y

2α
+

z

2β
≥ 1

2
(
√
y +

√
z)2 =

y + z

2
+
√
yz ≥ 2 min(y, z) = 2(y + z − max(y, z)).

Now

y ≤ (r + q)
∑

j

aj − (r − q)
∑

j

aj = 2q
∑

j

aj = q‖Pτg‖1,

and likewise z ≤ q‖Pτg‖1. Thus

var(g) ≥ 2(y + z − max(y, z))

≥ 2(y + z − q‖Pτg‖1)

= 2



(r + q)





∑

j

aj +
∑

j

(−bj)


− (r − q)





∑

j

|aj| +
∑

j

|bj |


− q‖Pτg‖1





≥ 2((r + q)‖Pτg‖1 − (r − q)‖g‖1 − q‖Pτg‖1)

= 2r‖Pτg‖1 − 2(r − q)‖g‖1,

from which (3) easily follows.
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3 Rigorous estimates with a computer

We next explore what we can show in general about bounding the error in a computer

estimate of the time average without knowing the specific form of the map τ or the function

ϕ to be averaged. Our goal is to be able to compute rigorous bounds on the integral

∫ 1

0
ϕ(x)f̃(x)dx

where f̃ is the invariant density for τ . To approximate this integral we can compute an

approximate invariant density f and numerically integrate ϕf . The total error E is bounded

by the sum of the error Enum in the numerical integration procedure and the error

Eapp =
∣

∣

∣

∣

∫ 1

0
ϕ(x)(f(x) − f̃(x))dx

∣

∣

∣

∣

due to the approximation of f̃ . By Corollary 5, it follows that

Eapp ≤ ‖ϕ‖L1‖f − f̃‖L∞ ≤ 2α+ β

2α(1 − ρ)
‖ϕ‖L1var(f − Pτf).

We shall describe in general how to estimate var(f − Pτf).

Remark In our eventual application, ϕ is unbounded but integrable, so we assume only

that ϕ ∈ L1[0, 1]. If ϕ were bounded it would probably be preferable to work in terms of the

L∞ norm of ϕ and the L1 norm of f − f̃ .

Assume that τ is in fact C3 on all its branches, with |τ ′′′| ≤ K. Assume that in doing

computations we divide [0, 1] into N equal intervals and keep track of f at the endpoints of

these intervals (henceforth these N + 1 points will be know as the “grid points”). We think

of f as a piecewise linear function which is linear on each of the N intervals and continuous

at the grid points; such an f is uniquely determined by its values at the grid points. Assume

we can rigorously show that |f − Pτf | ≤ δ at each grid point, and assume the following

bounds on f :

|f | ≤ C0, |f ′| ≤ C1, |f ′(x) − f ′(x+ 1/N)| ≤ C2

N
.

Finally, recall that 1 < q ≤ |τ ′| ≤ r and |τ ′′|/τ ′2 ≤ s.

Proposition 6 Given the hypotheses in the above paragraph,

var(f − Pτf) ≤ max

(

2Nδ,
m

Nq

(

C2

q
+

3sC1

q
+ 3s2C0 +

K

q3
C0

))

. (12)
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Proof Since f is continuous, so is Pτf , and var(f −Pτf) is at most N times the maximum

variation of f − Pτf between any two consecutive grid points. Thus

var(f − Pτf) ≤ N max

(

2δ,
1

N
sup

|x−x̃|≤1/N
|(Pτf)′(x) − (Pτf)′(x̃)|

)

.

Let m be the number of branches τ has. Then

sup
|x−x̃|≤ 1

N

|(Pτf)′(x) − (Pτf)′(x̃)|

≤ m sup
|y−ỹ|≤ 1

Nq

∣

∣

∣

∣

∣

τ ′(y)f ′(y) − τ ′′(y)f(y)

τ ′(y)3
− τ ′(ỹ)f ′(ỹ) − τ ′′(ỹ)f(ỹ)

τ ′(ỹ)3

∣

∣

∣

∣

∣

≤ m



 sup
|y−ỹ|≤ 1

Nq

∣

∣

∣

∣

∣

f ′(y)

τ ′(y)2
− f ′(ỹ)

τ ′(ỹ)2

∣

∣

∣

∣

∣

+ sup
|y−ỹ|≤ 1

Nq

∣

∣

∣

∣

∣

τ ′′(y)

τ ′(y)3
f(y) − τ ′′(ỹ)

τ ′(ỹ)3 f(ỹ)

∣

∣

∣

∣

∣





≤ m





1

q2
sup

|y−ỹ|≤ 1

Nq

|f ′(y) − f ′(ỹ)| + C1 sup
|y−ỹ|≤ 1

Nq

∣

∣

∣

∣

∣

1

τ ′(y)2
− 1

τ ′(ỹ)2

∣

∣

∣

∣

∣

+
s

q
sup

|y−ỹ|≤ 1

Nq

|f(y) − f(ỹ)| + C0 sup
|y−ỹ|≤ 1

Nq

∣

∣

∣

∣

∣

τ ′′(y)

τ ′(y)3
− τ ′′(ỹ)

τ ′(ỹ)3

∣

∣

∣

∣

∣





≤ m

(

1

q2

C2

N
+ C1

1

Nq

2s

q
+
s

q

1

Nq
C1 + C0

1

Nq

(

K

q3
+ 3s2

))

=
m

Nq

(

C2

q
+

3sC1

q
+ 3s2C0 +

K

q3
C0

)

.

The previous two inequalities imply (12).

It then follows that

Eapp ≤ 2α+ β

2α(1 − ρ)
‖ϕ‖L1 max

(

2Nδ,
m

Nq

(

C2

q
+

3sC1

q
+ 3s2C0 +

K

q3
C0

))

.

In the following section we consider an example for which we can explicitly determine the

constants on the right side of the above equation, and bound the remaining error term Enum

as well.

4 The Ruelle quadratic map

We consider now the quadratic map at the parameter value for which the critical point

maps to a fixed point after three iterates. Ruelle [15] proved that this map has an absolutely

continuous invariant measure. The argument involves a change of coordinates after which the

second iterate of the map is uniformly expanding. Here we obtain a rigorous approximation

to the invariant density in the new coordinate system, and in turn rigorously approximate

10



some time averages for the map. For brevity, many details of the computation are omitted;

some steps are explained more in depth in an earlier version of this paper, available from

the author.

4.1 Convergence of the Frobenius-Perron operator

Let σ(t) = t2 − c, and let t0 = 0 and tn+1 = σ(tn) for n ≥ 0. We assume c is such that

t3 (the third iterate of the critical point) is a fixed point of σ but t2 6= t3. The absolutely

continuous invariant measure [15] for σ is supported on the intervals [t1, t3] and [t3, t2], which

are exchanged by σ. In order to estimate this measure, we look at the second iterate of σ

on the interval [t3, t2], and make a change of variables on this interval.

Before making the change of variables, let us determine the parameter value at which

the above situation occurs. Given that t3 is a fixed point but t2 is not, it follows (since

σ(t3) = σ(t2) but t3 6= t2) that t3 = −t2. Now t2 = c2 − c and t3 = c4 − 2c3 + c2 − c, so

setting t3 + t2 = 0 and throwing out the spurious solution c = 0 we get

c3 − 2c2 + 2c− 2 = 0. (13)

This equation has one real solution c ≈ 1.5437.

Next let

t = ψ(θ) = (c− c2) cos(πθ), θ ∈ [0, 1],

and let

τ(θ) = ψ−1(σ(σ(ψ(θ)))).

Now

σ(σ(t)) = (t2 − c)2 − c = t4 − 2ct2 + c2 − c,

and since t3 = c− c2 is a fixed point of σ, it follows that

(c− c2)4 = 2c(c− c2)2 + 2(c− c2).

Thus

τ(θ) =
1

π
arccos

(

(c− c2)4 cos4(πθ) − 2c(c− c2)2 cos2(πθ) + c2 − c

c− c2

)

=
1

π
arccos

((

2c(c− c2) + 2
)

cos4(πθ) − 2c(c− c2) cos2(πθ) − 1
)

=
1

π
arccos

(

1

2

(

c(c− c2) + 1
)

(cos(2πθ) + 1)2 − c(c− c2)(cos(2πθ) + 1) − 1
)

=
1

π
arccos

(

1

2

(

c(c− c2) + 1
)

cos2(2πθ) + cos(2πθ) − 1

2

(

c(c− c2) + 1
)

)

;

11



that is,

τ(θ) =
1

π
arccos

(

cos(2πθ) + κ sin2(2πθ)
)

, (14)

where

κ =
c(c2 − c) − 1

2
≈ 0.1478.

It then follows that

τ ′(θ) = − 1

π

√

1 −
(

cos(2πθ) + κ sin2(2πθ)
)2

(−2π sin(2πθ) + 4πκ sin(2πθ) cos(2πθ))

=
2 sin(2πθ)(1 − 2κ cos(2πθ))

√

sin2(2πθ)
(

1 − 2κ cos(2πθ) − κ2 sin2(2πθ)
)

;

that is,

τ ′(θ) = ± 2(1 − 2κ cos(2πθ))
√

(1 − κ cos(2πθ))2 − κ2
, (15)

where the plus sign is valid for θ < 1/2 and the minus sign for θ > 1/2. One then finds that

τ ′′(θ) = 4πκ| sin(2πθ)| 1 − 2κ2 − κ cos(2πθ)

((1 − κ cos(2πθ))2 − κ2)
3

2

. (16)

In particular, τ ′′ is positive, so τ ′(0) ≤ |τ ′| ≤ |τ ′(1/2)|, and we find that q < |τ ′| < r with

q = 1.678, r = 2.277.

Next we compute τ ′′′(θ), and it is not hard to show that |τ ′′′(θ)| < 20. This allows us to

rigorously bound |τ ′′|/τ ′2 by computing the latter function at a large number (specifically,

108) evenly spaced points in [0, 1]. We find |τ ′′|/τ ′2 < s with

s = 0.535.

Recall that the matrix M from which the constants α, β, ρ in Corollary 5 are computed

is

M =













1

q
s

1

2r

r − q

r













.

The largest eigenvalue ρ of M is found to satisfy ρ < 0.811, while the coordinates (α, β) of

the left eigenvector corresponding to ρ satisfy β/α < 0.978. Thus

2α + β

2α(1 − ρ)
=

1 + β
2α

1 − ρ
<

1.489

0.189
< 7.88.

12



4.2 The invariant density

To find an approximate invariant density for τ , the idea is to iterate the Frobenius-Perron

operator Pτ starting with a uniform invariant density. Notice that τ maps [0, 1/2] onto [0, 1]

and that τ(1−θ) = τ(θ). Let τ−1(θ) be the branch of the inverse of τ with values in [0, 1/2].

Then

Pτf(θ) =
f(τ−1(θ))

|τ ′(τ−1(θ))| +
f(1 − τ−1(θ))

|τ ′(1 − τ−1(θ))| .

From (14) we find that

τ−1(θ) =
1

2π
arccos





1 −
√

1 + 4λ2 − 4λ cos(πθ)

2λ



 .

Using this and (15) we can program a computer with the precise formula for Pτ .

Recall that on the computer we keep track of densities at the N + 1 “grid points”

0, 1/N, 2/N, . . . , 1 and regard the densities to be linear between the grid points. Thus we

interpolate to find the values of f(τ−1(θ)) and f(1 − τ−1(θ)) in evaluating Pτf at a given

grid point θ. One finds that the computer approximation to Pτf does not have integral one,

thus we normalize the density after each computer iterate of Pτ . We use N = 105 and iterate

(starting with a uniform density) until the unnormalized computer approximation to Pτf is

within 10−13 of f .

Henceforth f will represent the computer approximation (found as described above) to

the invariant density f̃ of Pτ . In order to estimate the error ‖f− f̃‖L∞ we must first estimate

how close Pτf (not its computer approximation) is to f at the grid points. The error in the

computer approximation to Pτf is due mainly to errors in computing the inverse cosine; a

careful analysis of the error yields the bound |f −Pτf | < 10−9 for every grid point. We thus

let δ = 10−9.

Since the values of f at the grid points are known and f is linear in between, it is trivial

to find values of C0, C1, and C2 which satisfy the hypotheses of Proposition 6. We find that

C0 = 1.245, C1 = 0.737, C2 = 5.961

suffice. Recall that we found values for q, s, and K = 20 in the previous section. Then by

Proposition 6,

var(f − Pτf) ≤ max(2 · 10−4, 1.27 · 10−4) = 2 · 10−4.

Thus for any L1 function ϕ,

Eapp =
∣

∣

∣

∣

∫ 1

0
ϕ(θ)f(θ)dθ −

∫ 1

0
ϕ(θ)f̃(θ)dθ

∣

∣

∣

∣

≤ 7.88 · 2 · 10−4‖ϕ‖L1 < 1.58 · 10−3‖ϕ‖L1 .

Then for a given ϕ we can rigorously approximate its time average
∫ 1
0 ϕ(θ)f̃(θ)dθ by

numerically integrating ϕf , bounding the error Enum in that procedure, and bounding ‖ϕ‖L1

in order to bound the total error.
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4.3 Lyapunov exponents

We are now in a position to estimate the Lyapunov exponents of the complex map z 7→
z2 − (1 + λi)z, or equivalently the planar map

x 7→ x2 − y2 − x− λy,

y 7→ 2xy − λx+ y,

where λ is a positive constant to be specified. The line y = λ/2 is invariant under this map,

and on this line the map acts according to

x 7→ x2 − x− 3λ2

4
.

For a value of λ to be determined shortly, this one-dimensional map has a chaotic attractor A.

It follows that A is an invariant set for the two-dimensional map, and our goal is to estimate

the Lyapunov exponents of this map on A. One exponent will simply be the Lyapunov

exponent of the one-dimensional map, and the other will reflect the rate of contraction or

expansion transverse to A for the two-dimensional map.

This planar map, originally studied in [12], has been of great interest recently as a

fundamental example of the phenomenon of “riddled” and “intermingled” basins of attraction

[2, 1]. In order to verify mathematically the properties of this map which were discovered

with a computer, it is necessary to verify that the “transverse” Lyapunov exponent for A is

negative, which in particular implies that A attracts a set of positive Lebesgue dimensional

measure.

Let t = x− 1/2 and c = 3(λ2 + 1)/4; then the map on A can be written

t 7→ t2 − c,

which is of course the map studied in Section 4.1. The equation for λ corresponding to (13)

is

27λ6 + 9λ4 + 33λ2 − 77 = 0,

which has one positive solution λ ≈ 1.0287. Thus for this value of λ, the invariant set A

has an absolutely continuous invariant measure µ which we approximated in Section 4.2.

(More precisely, we approximated the invariant density for the second iterate of the map in

a different coordinate system.)

By the multiplicative ergodic theorem [14], almost every point on A has the same Lya-

punov exponents, and since the Jacobian matrix of the two-dimensional map on the invariant

line y = λ/2 is




2x− 1 −2λ

0 2x+ 1



 ,
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it can be shown that the Lyapunov exponents of this map on A are the averages of the

functions log |2x−1| and log |2x+1| with respect to µ. Since x = t+1/2 = (c−c2) cos(πθ)+

1/2 and the invariant density f̃ we estimated in Section 4.2 is for the second iterate of our

map, the Lyapunov exponents are the integrals of the following functions multiplied by f̃ :

ϕ1(θ) =
1

2

(

log
∣

∣

∣2(c− c2) cos(πθ)
∣

∣

∣+ log
∣

∣

∣2
(

(c− c2)2 cos2(πθ) − c
)∣

∣

∣

)

=
1

2
log

∣

∣

∣4c2(c− 1) cos(πθ)
(

1 − c(c− 1)2 cos2(πθ)
)∣

∣

∣ .

ϕ2(θ) =
1

2

(

log
∣

∣

∣2(c− c2) cos(πθ) + 2
∣

∣

∣+ log
∣

∣

∣2
(

(c− c2)2 cos2(πθ) − c
)

+ 2
∣

∣

∣

)

=
1

2
log

∣

∣

∣4(c− 1) (1 − c(c− 1) cos(πθ))
(

1 − c2(c− 1) cos2(πθ)
)∣

∣

∣ .

To estimate the Lyapunov exponents, we numerically integrate ϕ1f and ϕ2f , where f

is the approximate invariant density described in Section 4.2. Because ϕ1 and ϕ2 have

singularities, we must do the numerical integration carefully in order to be able to bound

the error in each case. Specifically, we write ϕ1 as (1/2) log |θ − 1/2| plus a remainder term

which is nonsingular; the integral of the logarithm times the piecewise linear function f can

be computed exactly in terms of the values of f at the grid points, while the nonsingular

term is integrated numerically with a standard error estimate. We treat ϕ2 similarly, and

bound the total error by 3 · 10−8 in each case.

Carrying out the computations described in the above paragraph and rounding to 4 places

yields
∫ 1

0
ϕ1(θ)f(θ)dθ = 0.3422 + Enum

1

where

Enum
1 < 10−4.

Similarly, we find that
∫ 1

0
ϕ2(θ)f(θ)dθ = −0.3704 + Enum

2

where

Enum
2 < 10−4.

In order to bound the remaining error terms Eapp
1 and Eapp

2 (due to the difference between

f and f̃), we need only bound ‖ϕ1‖L1 and ‖ϕ2‖L1 . Again, this involves integrating functions

with logarithmic singularities, but doing the numerical integration carefully as described

above we find that

‖ϕ1‖L1 < 0.460

and

‖ϕ2‖L1 < 0.564

15



. It follows from Section 4.2 that

Eapp
1 < 1.58 · 10−3‖ϕ1‖L1 < 7.27 · 10−4

and

Eapp
2 < 1.58 · 10−3‖ϕ2‖L1 < 8.92 · 10−4.

Therefore the total error in our approximations to each Lyapunov exponent can be

bounded by 10−3, and we conclude that

0.341 <
∫ 1

0
ϕ1(θ)f(θ)dθ < 0.344

and

−0.372 <
∫ 1

0
ϕ2(θ)f(θ)dθ < −0.369.

In particular, the Lyapunov exponent for the one-dimensional map is positive, and the

transverse Lyapunov exponent for the corresponding planar map is negative.

We remark that the computations and error estimates in this example were obtained with

standard “double precision” (64-bit) floating point arithmetic; increased precision would of

course lead to much sharper error bounds. In light of recent developments concerning the

accuracy of floating point arithmetic on certain processors, we should also point out the

computations reported here have been double-checked using several different computers,

operating systems, and compilers.

4.4 Perturbations of the Parameter

The application of the method described in the paper to the example in this section depends

on the particular value c of the parameter in the quadratic map. Indeed since there is

a stable periodic orbit for a dense set of parameters [19], we cannot even hope that our

results extend to an entire neighborhood of c. However, by the work of Rychlik and Sorets

[18], there is a positive measure set S of parameter values near c for which the quadratic

map has an absolutely continuous invariant measure with density function Lp close to the

invariant density for c, for any p ∈ [1, 2). In particular, for parameter values in S the time

average of any function in Lq for q > 2 converges to the time average for c as the parameter

approaches c (staying within S). Thus for example our conclusion that the planar map

has a negative transverse Lyapunov exponent is valid for a set of parameters with positive

Lebesgue measure.
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