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Abstract. We deal with a class of reaction-diffusion equations, in space dimension $d > 1$, perturbed by a Gaussian noise $\partial w / \partial t$ which is white in time and colored in space. We assume that the noise has a small correlation radius $\delta$, so that it converges to the white noise $\partial w / \partial t$, as $\delta \downarrow 0$. By using arguments of $\Gamma$-convergence, we prove that, under suitable assumptions, the quasi-potential $V_\delta$ converges to the quasi-potential $V$, corresponding to space-time white noise, in spite of the fact that the equation perturbed by space-time white noise has no solution.

We apply these results to the asymptotic estimate of the mean of the exit time of the solution of the stochastic problem from a basin of attraction of an asymptotically stable point for the unperturbed problem.

1. Introduction

Consider a dynamical system in $\mathbb{R}^d$, perturbed by noise

\[ X^\varepsilon(t) = f(X^\varepsilon(t)) + \sqrt{\varepsilon} \dot{w}(t), \quad X^\varepsilon(0) = x \in \mathbb{R}^d. \]

Here $f(x)$ is a Lipschitz continuous vector field, $w(t)$ is the Wiener process on $\mathbb{R}^d$ and $\varepsilon > 0$ is a small parameter. Now, let $O \in \mathbb{R}^d$ be an asymptotically stable equilibrium for $X^\varepsilon_0(t)$ and let $D$ be a bounded domain in $\mathbb{R}^d$ such that $D \cup \partial D$ is attracted to $O$.

It is clear that, under these assumptions, for any $x \in D$ the exit of $X^\varepsilon(t)$ from $D$ occurs due to the large deviations of $X^\varepsilon(t)$ from $X^\varepsilon_0(t)$. As is known, the large deviation action functional for the family $\{X^\varepsilon\}_{\varepsilon > 0}$, in the space $C([0,T];\mathbb{R}^d)$, is given by $\varepsilon^{-1}S_{0,T}$, where

\[ S_{0,T}(\varphi) = \begin{cases} \frac{1}{2} \int_0^T |\dot{\varphi}(s) - f(\varphi(s))|^2 \, ds, & \text{if } \varphi \text{ is absolutely continuous}, \\ +\infty, & \text{otherwise} \end{cases} \]

(see [10] for all details).

Moreover, the quasi-potential for the field $f$, with respect to the equilibrium $O$ and the perturbation $\sqrt{\varepsilon} \dot{w}$, is defined as

\[ V(x) := \inf \{ S_{0,T}(\varphi) : \varphi(0) = O, \varphi(T) = x, T \geq 0 \}. \]

If the field $f$ is potential; that is $f(x) = -\nabla U(x)$, with $U(O) = 0$, $U(x) > 0$ and $\nabla U(x) \neq 0$, for any $x \neq O$, then the quasi-potential coincides, up to a constant
factor, with the potential; that is
\[ V(x) = 2U(x), \quad x \in \left\{ y \in D \cap \partial D : U(y) \leq \inf_{z \in \partial D} U(z) \right\}. \]
Moreover, if we define
\[ \tau^x_\epsilon := \inf \{ t \geq 0 : X^x_\epsilon(t) \notin D \}, \]
then, as it is shown in [10],
\[ \lim_{\epsilon \to 0} \epsilon \log \mathbb{E} \tau^x_\epsilon = \inf_{z \in \partial D} V(z), \]
and, when the infimum above is achieved at only one point \( x_0 \in \partial D \), it holds that
\[ \lim_{\epsilon \to 0} X^x_\epsilon(\tau^x_\epsilon) = x_0. \]
In view of these facts, the quasi-potential allows us to answer many questions related to the exit problem. The quasi-potential also allows us to describe transactions between stable attractors if the system has many of them. Furthermore, the fact that
\[ \inf \{ S_{0,T}(\varphi) : \varphi(0) = x, \varphi(T) = y \} \leq c|x - y|, \quad T = |x - y|, \]
implies that \( V(x) \) is Lipschitz continuous, and this allows us, in particular, to carry out important bounds.

Now consider perturbations of a reaction-diffusion equation by the space-time white noise
\[ \partial u_\epsilon/\partial t(t,\xi) = \partial^2 u_\epsilon/\partial \xi^2(t,\xi) - \lambda u_\epsilon(t,\xi) + b(\xi, u_\epsilon(t,\xi)) + \sqrt{\epsilon} \partial w/\partial t(t,\xi), \quad t > 0, \quad \xi \in [0,L], \]
\[ u_\epsilon(t,0) = u_\epsilon(t,0) = 0, \quad u_\epsilon(0,\xi) = x(\xi). \]
Here \( \partial w/\partial t \) is a space-time white noise, \( \lambda > 0 \) and the function \( b \) is assumed to be Lipschitz continuous in \( \xi \), with \( f(\xi,0) = 0 \) and \( \|b(\xi,\cdot)\|_{Lip} < \lambda \) for any \( \xi \in [0,L] \).

It is clear that \( \bar{x}(\xi) \equiv 0 \) is an asymptotical stable equilibrium of the non-perturbed semiflow \( u_0(t,\xi) \). If \( D \) is a domain in the functional space, attracted with its boundary to \( \bar{x}(\xi) \equiv 0 \), one can consider the exit problem from \( D \) for \( u_\epsilon^x(t,\xi) \), with \( 0 < \epsilon \ll 1 \). In this case, the normalized action functional \( S_{0,T}(u) \) for the family \( u_\epsilon^x(t,\xi) \), as \( \epsilon \downarrow 0 \), has the form
\[ S_{0,T}(u) = \frac{1}{2} \int_0^T \int_0^L \left[ \frac{\partial u}{\partial t}(s,\xi) - \frac{\partial^2 u}{\partial \xi^2}(s,\xi) + \lambda u(s,\xi) - b(\xi, u(s,\xi)) \right]^2 d\xi ds \]
for \( u \) in the appropriate Sobolev space and
\[ S_{0,T}(u) = +\infty \]
for \( u \) in the rest of the space of square integrable functions.

The quasi-potential in this case is given by the formula
\[ V(x) = \frac{1}{2} \int_0^1 \left[ \left( \frac{dx}{d\xi} \right)^2 + \lambda x^2 - B(\xi, x) \right] d\xi, \quad x \in W^{1,2}(0,L), \]
where
\[ B(\xi, \sigma) = 2 \int_0^\sigma b(\xi, r) dr. \]
Moreover,
\[
\frac{\delta V}{\delta x}(x) = -\frac{d^2 x}{d\xi^2} + \lambda x - b(\cdot, x),
\]
so that the non-perturbed flow \(u_0(t, \xi)\), defined by equation (1.2) with \(\epsilon = 0\), is of gradient type. This in particular allows us to study the behaviour of the invariant measure for \(u^\epsilon\) as \(\epsilon \downarrow 0\).

As is known, in the case of a multidimensional space variable \(\xi\), the equation (1.3)
\[
\begin{cases}
\frac{\partial u_\epsilon}{\partial t}(t, \xi) = (\Delta - \lambda) u_\epsilon(t, \xi) + b(\xi, u_\epsilon(t, \xi)) + \sqrt{\epsilon} \frac{\partial w}{\partial t}(t, \xi), & t > 0, \quad x \in \mathcal{O} \subset \mathbb{R}^d, \\
N u_\epsilon(t, \xi) = 0, & \xi \in \partial \mathcal{O}, \\
u_\epsilon(0, \xi) = x(\xi),
\end{cases}
\]
with appropriate boundary or periodicity conditions, is not solvable in general for space-time white noise \(\partial w/\partial t\). To consider equation (1.3), with \(d > 1\), one can assume that \(\partial w/\partial t\) is white in time and has some smoothness in the space variable \(\xi\). Then, one can prove existence and uniqueness for equation (1.3), with corresponding boundary conditions, and then calculate the action functional.

The action functional in this case is non-local in \(\xi\) and is not as explicit as in white noise case. The quasi-potential, defined as the solution of the corresponding variational problem, is also more complicated. Moreover, the quasi-potential is finite only on a smaller Sobolev space. These difficulties are, mostly, due to the difficulties with the controllability of the non-perturbed flow. But even if we overcome these problems, the complicated form of the quasi-potential leads to non-standard variational problems.

On the other hand, one can assume that the noise \(\partial w/\partial t\) has a small correlation radius \(\delta\), that is \(\partial w/\partial t = \partial w^\delta/\partial t\), so that \(\partial w^\delta/\partial t\) converges to the space-time white noise, as \(\delta \downarrow 0\). Thus, one can expect that, under suitable assumptions, the quasi-potential \(V_\delta(x)\) for the equation with regularized noise converges to the quasi-potential \(V(x)\) corresponding to the space-time white noise in (1.3), in spite of the fact that (1.3) cannot be solved for space-time white noise. In such a way, the classical functional of calculus of variation \(V(x)\) characterizes the asymptotics of the exit time \(\tau^\epsilon_{\delta, \delta}\) from a bounded domain \(D\) of the space \(L^2(\mathcal{O})\), for \(0 < \epsilon \ll \delta < 1\).

In the present paper we are dealing with the following family of stochastic reaction-diffusion equations:
\[
\begin{cases}
\frac{\partial u}{\partial t}(t, \xi) = A u(t, \xi) + b(\xi, u(t, \xi)) + \sqrt{\epsilon} g(\xi, u(t, \xi)) \frac{\partial w_{Q_{\delta}}}{\partial t}(t, \xi), \\
u(0, \xi) = x(\xi), & N u(t, \xi) = 0, \quad \xi \in \partial \mathcal{O},
\end{cases}
\]
in a bounded domain \(\mathcal{O} \subset \mathbb{R}^d\), with \(d \geq 1\), having a regular boundary, depending on a small parameter \(\epsilon > 0\). Here, \(A\) is the second order differential operator
\[
A(\xi) = \sum_{i,j=1}^d \frac{\partial}{\partial \xi_i} \left( a_{ij}(\xi) \frac{\partial}{\partial \xi_j} \right) - \lambda, \quad \xi \in \mathcal{O}.
\]
The constant $\lambda$ is strictly positive, the coefficients $a_{ij}$ are of class $C^1(\mathcal{O})$ and a uniform ellipticity condition holds for the matrix $a(\xi) := [a_{ij}(\xi)]_{i,j=1}^d$; that is,

$$\inf_{\xi \in \mathcal{O}} \langle a(\xi) h, h \rangle \geq \alpha_0 |h|^2, \quad h \in \mathbb{R}^d,$$

for some strictly positive constant $\alpha_0$. Finally, the operator $\mathcal{N}$ acts on $\partial \mathcal{O}$ and is assumed to be either of Dirichlet or of co-normal type; that is,

$$\mathcal{N} f(\xi) = f(\xi), \quad \text{or} \quad \mathcal{N} f(\xi) = \langle a(\xi) \nu(\xi), \nabla f(\xi) \rangle, \quad \xi \in \partial \mathcal{O},$$

where $\nu(\xi)$ is the unit normal vector at the point $\xi \in \partial \mathcal{O}$.

The stochastic perturbation is given by a Gaussian noise $\partial u^{Q_\delta} / \partial t(t, \xi)$, for $t \geq 0$ and $\xi \in \mathcal{O}$, which is assumed to be white in time and colored in space, in the case of space dimension $d > 1$. Formally, the cylindrical Wiener process $u^{Q_\delta}(t, \xi)$ is defined as the infinite sum

$$u^{Q_\delta}(t, \xi) = \sum_{k=1}^{\infty} Q_\delta e_k(\xi) \beta_k(t),$$

where $\{e_k\}_{k \in \mathbb{N}}$ is a complete orthonormal basis in $L^2(\mathcal{O})$, $\{\beta_k(t)\}_{k \in \mathbb{N}}$ is a sequence of mutually independent standard Brownian motions defined on the same complete stochastic basis $(\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})$ and $Q_\delta$ is a linear operator on $L^2(\mathcal{O})$. In what follows we shall assume that in the case of space dimension $d \geq 2$

$$Q_\delta \sim (-A)^{-\beta}, \quad \text{with} \quad \beta > \frac{d-2}{4},$$

where $A$ is the realization of the operator $A$ in $L^2(\mathcal{O})$, endowed with the boundary conditions $\mathcal{N}$. Moreover, we shall assume that the operator $Q_\delta$ converges strongly to the identity operator, as $\delta \downarrow 0$ (for all details see Hypothesis 1 and Remark 2.1).

Finally, for the coefficients $f$ and $g$ we assume smoothness and boundedness of derivatives and some compatibility conditions with the boundary conditions (1.6). Moreover, we assume that the diffusion coefficient $g$ is non-degenerate and $b(\xi, 0) = 0$, for all $\xi \in \mathcal{O}$ (for all details see Hypothesis 2 and Remark 2.2).

Under our assumptions, for any $\delta, \epsilon > 0$ and $x \in L^2(\mathcal{O})$ problem (1.4) admits a unique mild solution $u^{\epsilon, \delta}_{x, b} \in L^p(\Omega; C((0, T]; L^2(\mathcal{O})))$, with $T > 0$ and $p \geq 1$. For any $\delta > 0$, the good large deviation action functional for the family $\{L(u^{\epsilon, \delta}_{x, b})\}_{\epsilon > 0}$ in $C((0, T]; L^2(\mathcal{O}))$ is given by $e^{-1}S_{0,T}^\delta$, where

$$S_{T_1, T_2}^\delta(u) = \frac{1}{2} \int_{T_1}^{T_2} \left| Q_\delta^{-1} \left( \frac{\partial u(t) - Au(t) - b(\cdot, u(t))}{g(\cdot, u(t))} \right) \right|^2_{L^2(\mathcal{O})} dt,$$

for $-\infty < T_1 < T_2 \leq +\infty$ and $u$ in the appropriate Sobolev space, and $S_{T_1, T_2}^\delta(u) = +\infty$, for $u$ in what remains of $C([T_1, T_2]; L^2(\mathcal{O}))$. The corresponding quasi-potential is defined by

$$V_\delta(x) = \inf \{ S_{0,T}^\delta(u) : u \in C([0, T]; L^2(\mathcal{O})), \ u(0) = 0, \ u(T) = x, \ T > 0 \},$$

for any $x \in L^2(\mathcal{O})$.

When $d = 1$ and $g \equiv 1$, (1.4) is a gradient system and the quasi-potential can be explicitly computed as

$$V(x) = \frac{1}{2} \int_{\mathcal{O}} |(-A)^{\frac{1}{2}}x(\xi)|^2 d\xi - \int_{\mathcal{O}} \int_{0}^{x(\xi)} b(\xi, \sigma) d\sigma d\xi.$$
The expression in (1.8) coincides with the quasi-potential in dimension \(d = 1\) only, but it is perfectly meaningful in any space dimension. Moreover, it is possible to prove that

\[
V(x) = \inf \{ S_{0,T}(u) : u \in C([0,T]; L^2(O)), \ u(0) = 0, \ u(T) = x, \ T > 0 \},
\]

where \(S_{0,T}(u)\) is the functional obtained from \(S_{0,T}^\delta\), with \(Q_\delta\) replaced by the identity operator (for a proof see e.g. [6, Theorem 12.23]). In this paper our aim is to prove that \(V\) approximates \(V_\delta\), as the small parameter \(\delta > 0\) approaches zero, in any space dimension \(d\). More precisely, we want to show that

\[
\lim_{\delta \to 0} V_\delta(x) = V(x), \quad x \in D((−A)^{\beta+\frac{1}{2}}).
\]

In [5], \(V_\delta\) has been characterized as

\[
V_\delta(x) = \inf \{ S_{−∞,0}^\delta(u) : u \in \mathcal{X}_x \},
\]

where

\[
\mathcal{X}_x := \left\{ u \in C((−\infty,0]; L^2(O)), \lim_{t \to -\infty} |u(t)|_{L^2(O)} = 0, \ u(0) = x \right\}.
\]

Then, \(V\) can also be characterized as

\[
V(x) = \min \{ S_{−∞,0}(u) : u \in \mathcal{X}_x \},
\]

where \(S_{−∞,0}\) is the same as \(S_{−∞,0}^\delta\), when \(Q_\delta = I\). It is natural to study limit (1.9) by using a \(\Gamma\)-convergence argument (for all definitions and results on \(\Gamma\)-convergence see Section 3, where we have collected some results from [8]). To this purpose, in Section 5 we show that

\[
\Gamma - \lim_{\delta \to 0} S_{−∞,0}^\delta = S_{−∞,0}, \quad \text{in} \ \mathcal{X}_x,
\]

for any \(x \in D((−A)^{\beta+\frac{1}{2}})\) and, since the family \(\{ S_{−∞,0}^\delta \}_{\delta > 0}\) is equi-coercive, this implies that the minima of \(S_{−∞,0}^\delta\) on \(\mathcal{X}_x\) converge to the minimum of \(S_{−∞,0}\) on \(\mathcal{X}_x\), as \(\delta \downarrow 0\). The proof of the \(\Gamma\)-convergence of \(S_{−∞,0}^\delta\) to \(S_{−∞,0}\) is not trivial and requires a detailed analysis of the skeleton equation associated with problem (1.4), based on optimal regularity and controllability of degenerate systems.

As an example of the possible applications of limit (1.9), in Section 7 we introduce the problem of the exit from a basin of attraction \(D\) for the solution of (1.4) and we prove that, as in the finite dimensional case, the mean of the exit time \(\tau_{x,\epsilon,\delta}\) from \(D\) is asymptotically equivalent to

\[
\exp \left( \frac{1}{\epsilon} \inf_{y \in \partial D} V_\delta(y) \right).
\]

Moreover, in view of (1.9), by again using \(\Gamma\)-convergence, we prove that under suitable conditions on \(\partial D\)

\[
\lim_{\delta \to 0} \inf_{x \in \partial D} V_\delta(x) = \inf_{x \in \partial D} V(x).
\]

In particular, this implies that

\[
\mathbb{E} \tau_{x,\epsilon,\delta} \approx \exp \left( \frac{1}{\epsilon} \inf_{x \in \partial D} V(x) \right),
\]

as \(0 < \epsilon \ll \delta \ll 1\), and what is relevant is that in many situations the expression on the right hand side can be explicitly computed, depending on the domain \(D\). We would like to stress that the proof of the asymptotic characterization of the
mean of the exit time from the domain $D$ in terms of \( \inf_{y \in \partial D} V_\delta(y) \) is delicate, also because in this infinite dimensional and degenerate framework the quasi-potential is not Lipschitz continuous and the proof of the key lemma, Lemma 1,[2] requires some substantial new work.

2. SET-UP

Let $O$ be a bounded open subset of $\mathbb{R}^d$, with $d \geq 1$, having a regular boundary. We denote by $H$ the Hilbert space $L^2(O)$, endowed with the usual scalar product $\langle \cdot , \cdot \rangle_H$ and the corresponding norm $| \cdot |_H$. For any $p \geq 1$, we denote by $| \cdot |_p$ the usual norm in $L^p(O)$.

For any $1 \leq p \leq \infty$ and $m \in \mathbb{N}$, we denote by $W^{m,p}(O)$ the space of functions $f \in L^p(O)$ such that the weak derivatives $D^\alpha f$ exist in $L^p(O)$, for each $0 \leq |\alpha| \leq m$. $W^{m,p}(O)$ is a Banach space, endowed with the norm

$$|f|_{W^{m,p}(O)} := \sum_{|\alpha| \leq m} |D^\alpha f|_{L^p(O)}.$$  

Moreover, if $s > 0$ is not an integer, we define $W^{s,p}(O)$ as the space of functions $f \in W^{[s],p}(O)$ such that

$$|f|_{W^{s,p}(O)} := |f|_{W^{[s],p}(O)} + \sum_{|\alpha| = [s]} \int_O \frac{|D^\alpha f(\xi) - D^\alpha f(\eta)|^p}{|\xi - \eta|^{d+(s-[s])p}} \, d\xi d\eta < \infty.$$  

Next, we recall that for any $s \in \mathbb{R}$ and $p \in (1, \infty)$ the Bessel potential space $H^{s,p}(\mathbb{R}^d)$ is defined by

$$H^{s,p}(\mathbb{R}^d) := \left\{ f \in S'(\mathbb{R}^d) : |f|_{H^{s,p}(\mathbb{R}^d)} := |F^{-1} (1 + |\xi|^2)^{s/2} \, Ff|_{L^p(\mathbb{R}^d)} < \infty \right\},$$

where $S'(\mathbb{R}^d)$ is the space of tempered distributions on $\mathbb{R}^d$ and $F$ is the Fourier transform. The Bessel potential spaces on $O$ are defined by restriction, as

$$H^{s,p}(O) := \left\{ f = g_{|O} : g \in H^{s,p}(\mathbb{R}^d) \right\},$$

with

$$|f|_{H^{s,p}(O)} := \inf_{f = g_{|O}} |g|_{H^{s,p}(\mathbb{R}^d)}.$$  

Note that for $k \in \mathbb{N}$ the Bessel space $H^{k,p}(O)$ coincides with the Sobolev space $W^{k,p}(O)$ (for all definitions and detailed proofs we refer to [14]).

Concerning the multiplications of functions in Bessel spaces, we recall that as proved e.g. in [12] Theorem 4.6.1.1, if $s_1 \leq s_2$ and $s_1 + s_2 > 0$,

$$s_2 > \frac{d}{2} \implies H^{s_1,2}(O) \cdot H^{s_2,2}(O) \hookrightarrow H^{s_1+s_2,2}(O).$$

Finally, for any $-\infty \leq T_1 < T_2 \leq +\infty$ we shall denote by $W_2^{1,2}((T_1, T_2) \times O)$ the space of functions $u \in L^2((T_1, T_2) \times O)$ such that $D_t u$ and $D_x^2 u$ exist in $L^2((T_1, T_2) \times O)$, for any $1 \leq |\alpha| \leq 2$. $W_2^{1,2}((T_1, T_2) \times O)$ is a Banach space, endowed with the norm

$$|u|_{W_2^{1,2}((T_1, T_2) \times O)} := |u|_{L^2((T_1, T_2) \times O)} + |D_t u|_{L^2((T_1, T_2) \times O)} + \sum_{|\alpha| \leq 2} |D_x^\alpha u|_{L^2((T_1, T_2) \times O)}.$$  

In what follows, we shall denote by $A$ the realization in $H$ of the operator $A$ introduced in [15], endowed with the boundary condition $\mathcal{N}$ described in [16]. It
is well known that $A$ is a self-adjoint operator generating an analytic semigroup on $H$, which we shall denote by $e^{tA}$. As proved e.g. in [13, Chapter 5], we have

$$D(A) = \{f \in H^{2,2}(\Omega) : \mathcal{N}f = 0\} = H^{2,2}_{\mathcal{N}}(\Omega)$$

and, for any $l \in \mathbb{N}^+$, the following optimal regularity result holds:

$$f \in D(A), \quad Af \in H^{l,2}(\Omega) \Rightarrow f \in H^{l+2,2}(\Omega).$$

For any $\gamma > 0$, we introduce the following boundary operator:

$$\mathcal{N}_\gamma := \begin{cases} \emptyset & \text{if } \gamma \in [0, m], \\
\{N, N\mathcal{A}, \ldots, N\mathcal{A}^k\} & \text{if } \gamma \in (k + m, k + 1 + m], \quad k = 0, 1, \ldots,
\end{cases}$$

where

$$m := \frac{1 + 2 \mathrm{ord} N}{4} = \begin{cases} 1/4, & \text{if } N = I, \\
3/4, & \text{if } N = \langle au, \nabla \rangle.
\end{cases}$$

In [5, Proposition 2.1] we have seen that for any $\gamma > 0$

$$D((-A)^\gamma) = H^{2\gamma,2}_{\mathcal{N}_\gamma}(\Omega).$$

As is known, the semigroup $e^{tA}$ has a smoothing effect. Namely, for any $t > 0$, $1 \leq q \leq p \leq \infty$ and $\epsilon \geq 0$, $e^{tA}$ maps $L^q(\Omega)$ into $W^{\epsilon, p}(\Omega)$ and

$$|e^{tA}x|_{W^{\epsilon, p}(\Omega)} \leq c e^{-\lambda t} (t \wedge 1)^{-\frac{\epsilon(2+p-q)}{2p}}|x|_q, \quad x \in L^q(\Omega).$$

Moreover, as $A$ is self-adjoint and the domain $\mathcal{O}$ satisfies nice properties, there exists a complete orthonormal system $\{e_k\}_{k \in \mathbb{N}}$ in $H$ and a sequence of positive real numbers $\{\alpha_k\}_{k \in \mathbb{N}}$ such that

$$Ae_k = -\alpha_k e_k, \quad k \in \mathbb{N},$$

and

$$\alpha_k \approx k^{\frac{2}{\alpha}}.$$  \hfill (2.7)

Finally, due to the fact that $A$ is dissipative, it is immediate to check that for any $h \in L^2((T_1, T_2); D((-A)^\alpha))$, with $\alpha \geq 0$ and $T_1 < T_2$, it holds that

$$\left| \int_{T_1}^{T_2} e^{(T_2-s)A}h(s) \, ds \right|_{D((-A)^{\alpha} + \frac{1}{2})} \leq c_\alpha |h|_{L^2((T_1, T_2); D((-A)^\alpha))},$$

for some constant $c_\alpha$ independent of $T_1$ and $T_2$.

In what follows we shall assume that, for any $\delta > 0$, the covariance operator $Q_\delta$ of the Gaussian noise $w^{Q_\delta}$ (see (1.7)) satisfies the following conditions.

**Hypothesis 1.**

1. The operator $Q_\delta$ is diagonal with respect to the basis $\{e_k\}_{k \in \mathbb{N}}$ which diagonalizes $A$, with strictly positive eigenvalues $\{\lambda_{\delta k}\}_{k \in \mathbb{N}}$. Moreover, if $d > 1$, we have

$$\frac{1}{c_\delta} \alpha_k^{-\beta} \leq \lambda_{\delta k} \leq c_\delta \alpha_k^{-\beta}, \quad k \in \mathbb{N},$$

for some constant $c_\delta > 0$, independent of $k \in \mathbb{N}$, and some

$$\beta > \frac{d - 2}{4}.$$
2. For any $0 < \delta_1 < \delta_2$ we have

\[
\lambda_{\delta_1,k} \geq \lambda_{\delta_2,k}, \quad k \in \mathbb{N}.
\]

Moreover,

\[
\lim_{\delta \to 0} \lambda_{\delta,k} = 1, \quad k \in \mathbb{N}.
\]

**Remark 2.1.**

1. Since we have $\alpha_k \approx k^{2/d}$ and $\beta > (d - 2)/4$, as a consequence of (2.9) it is possible to prove that for any $d > 1$

\[
\gamma < \infty \quad \text{if} \quad d = 2
\]

there exists

\[
\gamma < \frac{2d}{d - 2} \quad \text{if} \quad d > 2
\]

such that \(\|Q_\delta\|_\gamma := \left(\sum_{k=1}^{\infty} \lambda_{\delta,k}^\gamma\right)^{1/\gamma} < \infty.\)

In particular, notice that, as \(2d/(d - 2) > 2\), we are not assuming \(Q_\delta\) to be a Hilbert-Schmidt operator.

2. If we set

\[
\lambda_{\delta,k} = \left(1 + \delta \alpha_k^\beta\right)^{-1},
\]

then conditions (2.9), (2.11) and (2.12) are all trivially satisfied.

3. Due to (2.9), we have that \(\text{Ker} \ Q_\delta = \{0\}\), \(\delta > 0\),

and for any $\delta_1, \delta_2 > 0$

\[
\text{Im} \ Q_{\delta_1} = \text{Im} \ Q_{\delta_2} = D((-A)^\beta),
\]

with

\[
|(-A)^\beta Q_\delta x|_H \leq c_\delta |x|_H, \quad x \in H,
\]

and

\[
|Q_{\delta_1}^{-1} x|_H \leq c_{\delta_1} |x|_{D((-A)^\beta)}, \quad x \in D((-A)^\beta).
\]

This implies that \(Q_{\delta_1}^{-1} y\) is well defined, for any $\delta > 0$ and $y \in \text{Im} \ Q_\delta$, and thanks to (2.9) and (2.11), for any $0 < \delta < \delta_2$

\[
|Q_{\delta_1}^{-1} y|_H \leq |Q_{\delta_2}^{-1} y|_H \leq c_{\delta_1}^{-1} c_{\delta_2} |Q_{\delta_1}^{-1} y|_H.
\]

4. According to (2.12) we have that

\[
\lim_{\delta \to 0} Q_\delta x = x, \quad x \in H,
\]

Moreover, we have

\[
|Q_{\delta}^{-1} x|_H \geq |x|_H, \quad \delta > 0, \quad x \in \text{Im} \ Q_1.
\]

For the coefficients $b$ and $g$, we assume the following conditions.

---
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Hypothesis 2.

1. The mappings \( b : \bar{O} \times \mathbb{R} \rightarrow \mathbb{R} \) and \( g : \bar{O} \times \mathbb{R} \rightarrow \mathbb{R} \) are of class \( C^\infty \) and have uniformly bounded derivatives.

   For any \( \xi \in O \), \( b(\xi, 0) = 0 \) and

   \[
   \sup_{\xi \in O, \sigma \in \mathbb{R}} |g(\xi, \sigma)| =: g_1 < \infty. \tag{2.21}
   \]

   Moreover, \( D_\sigma b(\xi, 0) \) and \( g(\xi, 0) \) do not depend on \( \xi \in O \).

2. It holds that

   \[
   \sup_{\xi \in O} \sup_{\sigma_1, \sigma_2 \in \mathbb{R}} \frac{|b(\xi, \sigma_1) - b(\xi, \sigma_2)|}{|\sigma_1 - \sigma_2|} =: L_b < \lambda. \tag{2.22}
   \]

3. We have

   \[
   \inf_{\xi \in O} \inf_{\sigma \in \mathbb{R}} |g(\xi, \sigma)| =: g_0 > 0. \tag{2.23}
   \]

4. If \( \beta \) is the constant introduced in (2.9), then for any \( \gamma \leq \beta + \frac{1}{2} \)

   \[
   x \in H^{2\gamma, 2}_{\mathcal{N}_\gamma}(O) \Rightarrow \mathcal{N}_\gamma b(\cdot, x) |_{\partial O} = 0 \tag{2.24}
   \]

   and

   \[
   x, y \in H^{2\gamma, 2}_{\mathcal{N}_\gamma}(O) \Rightarrow \mathcal{N}_\gamma (g(\cdot, x)y) |_{\partial O} = 0,
   \]

   \[
   x, y, z \in H^{2\gamma, 2}_{\mathcal{N}_\gamma}(O) \Rightarrow \mathcal{N}_\gamma (D_\sigma b(\cdot, x)yz) |_{\partial O} = 0. \tag{2.25}
   \]

Remark 2.2.

1. In Hypothesis 2 we are assuming \( b \) and \( g \) to be of class \( C^\infty \) for the sake of simplicity. In fact, it would be sufficient to assume that \( b \) and \( g \) are in \( C^k(\bar{O} \times \mathbb{R}) \), for some \( k \) large enough, depending on the constant \( \beta \) introduced in (2.9) and on the order of the boundary operator \( \mathcal{N} \).

2. The condition that both \( D_\sigma b(\xi, 0) \) and \( g(\xi, 0) \) do not depend on \( \xi \in O \) is assumed as in [5] in order to get local exact controllability for system (1.4) and hence a good description of the quasi-potential associated with (1.4).

3. Due to (2.23), we also have that the mapping

   \[
   (\xi, \sigma) \in \bar{O} \times \mathbb{R} \rightarrow \frac{1}{g(\xi, \sigma)} \in \mathbb{R}
   \]

   is of class \( C^\infty \), with uniformly bounded derivatives.

4. Condition 4 in Hypothesis 2 is satisfied once we impose suitable conditions on \( b \), \( g \) and their derivatives. For example, in the case \( \mathcal{N} = I \), we have that (2.21) is satisfied if

   \[
   D^j_\sigma b(\xi, 0) = D^j_\sigma g(\xi, 0) = 0, \quad \xi \in \partial O,
   \]

   for any \( j = 1, \ldots, 2k \), where \( k \in [\beta - 5/4, \beta - 1/4] \). Analogously, condition (2.25) is satisfied if the same condition for the derivatives of \( b \) and \( g \) are satisfied up to the order \( 2k + 1 \).
In what follows, for any \( x, y \in H \) we shall denote
\[
B(x)(\xi) := b(\xi, x(\xi)), \quad \xi \in \mathcal{O},
\]
and
\[
[G(x)y](\xi) := g(\xi, x(\xi)) y(\xi), \quad \xi \in \mathcal{O}.
\]
Due to our assumptions, the mapping \( B : H \to H \) is well defined and Gâteaux differentiable, with
\[
[B'(x)y](\xi) = D_x b(\xi, x(\xi)) y(\xi), \quad \xi \in \mathcal{O}.
\]
In particular, \( B' \) is bounded, so that \( B : H \to H \) is Lipschitz continuous.

If we take \( x \in H^{2\gamma,2}(\mathcal{O}) \cap L^\infty(\mathcal{O}) \), then, as proved in [12, Theorem 5.5.4.1], we have that \( B(x) \in H^{2\gamma,2}(\mathcal{O}) \) and
\[
|B(x)|_{H^{2\gamma,2}(\mathcal{O})} \leq c |x|_{H^{2\gamma,2}(\mathcal{O})} \left( 1 + |x|_L^\infty(\mathcal{O}) \right),
\]
for some \( r \geq 1 \). Moreover, according to (2.24), we have that if \( x \in H^{2\gamma,2}_{N,\gamma}(\mathcal{O}) \), then \( B(x) \in H^{2\gamma,2}_{N,\gamma}(\mathcal{O}) \). Thanks to (2.4), this implies
\[
x \in D((-A)\gamma) \cap L^\infty(\mathcal{O}) \implies B(x) \in D((-A)\gamma)
\]
and
\[
|B(x)|_{D((-A)\gamma)} \leq c |x|_{D((-A)\gamma)} \left( 1 + |x|_L^\infty(\mathcal{O}) \right).
\]

Concerning the mapping \( G \), due to (2.21) we have that \( G : H \to L(H) \) is well defined and bounded, but, in spite of the fact that \( D_x g \) is uniformly bounded, \( G : H \to L(H) \) is not Lipschitz continuous. We only have that \( G : H \to L(H, L^1(\mathcal{O})) \) and \( G : H \to L(L^\infty(\mathcal{O}), H) \) are Lipschitz continuous.

Moreover, as (2.23) holds, \( G(x) \) is invertible as an operator in \( H \), for any \( x \in H \), and for any \( x, y \in H \),
\[
[G^{-1}(x)y](\xi) = \frac{y(\xi)}{g(\xi, x(\xi))}, \quad \xi \in \mathcal{O}.
\]
Notice that \( G^{-1} : H \to L(H) \) is well defined and bounded. Moreover, from (2.23) and (2.24) together, we have that for any \( \gamma \leq \beta + \frac{1}{2} \)
\[
|G^{-1}(x)y|_{\mathcal{O}} = 0.
\]

According to Hypotheses 1 and 2, for any \( x \in H \) and \( \epsilon, \delta > 0 \) the problem
\[
\frac{\partial u}{\partial t}(t, \xi) = A(u(t, \xi) + b(\xi, u(t, \xi))) \quad t \geq 0, \\
u(0, \xi) = x(\xi),
\]
admits a unique mild solution \( u_{\epsilon,\delta}^x \in L^p(\Omega; C([0, T]; H)) \), for any \( T > 0 \) and \( p \geq 1 \). Moreover, as proved in [3], there exists some \( \epsilon_0 > 0 \) and \( \gamma_1 > 0 \) such that for any \( \epsilon \leq \epsilon_0 \) and \( p \geq 1 \),
\[
|u_{\epsilon,\delta}^x(t)|_H^p \leq c_{p,\delta} \left( 1 + e^{-\gamma_1 \epsilon t} |x|_H^p \right), \quad t \geq 0.
\]
Moreover, as shown in [3], there exists some \( \theta > 0 \) such that for any \( a > 0 \),
\[
\sup_{t \geq a} \mathbb{E} |u_{\epsilon,\delta}^x(t)|_{D((-A)^a)} \leq c_{a,\delta}(1 + |x|_H).
\]
Now, for any $\epsilon, \delta > 0$ we denote by $P_{t}^{\epsilon, \delta}$ the transition semigroup associated with problem (2.30), which is defined by

$$P_{t}^{\epsilon, \delta} \varphi(x) = \mathbb{E} \varphi(u_{t,\delta}^{\epsilon}(t)), \quad t \geq 0, \quad x \in H,$$

for any $\varphi \in B_{0}(H) = \{ \varphi : H \to \mathbb{R}, \text{ bounded and Borel} \}$. Due to (2.32), for any $\epsilon < \epsilon_{0}$ the family $\{ \mathcal{L}(u_{t,\delta}^{\epsilon}(t)) \}_{t \geq \delta}$ is tight in $\mathcal{P}(H, \mathcal{B}(H))$, and then by the Krylov-Bogoliubov theorem, the family of measures $\{ \nu_{t,\delta}^{\epsilon} \}_{T>0}$ defined by

$$\nu_{t,\delta}^{\epsilon}(A) := \frac{1}{T} \int_{0}^{T} P_{t}^{\epsilon} \mathbb{I}_{A}(0) \, dt, \quad T > 0,$$

is tight in $\mathcal{P}(H)$ and the weak limit $\nu_{\epsilon,\delta}$, as $T \uparrow +\infty$, is invariant for the semigroup $P_{t}^{\epsilon, \delta}$.

As in Theorem 7.4, it is possible to show that if $\epsilon_{0}$ is small enough, there exists $\gamma_{2} > 0$ such that

$$(2.33) \quad \mathbb{E} |u_{t,\delta}^{\epsilon}(t) - u_{t,\delta}^{\epsilon}(t)|_{H} \leq c_{\epsilon} e^{-\gamma_{2}t} |x - y|_{H}, \quad t \geq 0,$$

for any $\epsilon \leq \epsilon_{0}$ and $x, y \in H$. In particular, this implies that for any $\epsilon$ sufficiently small $\nu_{\epsilon,\delta}$ is the unique invariant measure for $P_{t}^{\epsilon, \delta}$ and is strongly mixing.

3. SOME BASIC FACTS ON RELAXATION AND $\Gamma$-CONVERGENCE

For the reader’s convenience, we recall some definitions and results on the notion of relaxation of functions and of $\Gamma$-convergence for sequences of functionals (for a reference see e.g. the monograph [8]).

In the present section we shall denote by $X$ a topological space which satisfies the first axiom of countability, and for any $x \in X$ we shall denote by $\mathcal{N}(x)$ the set of all open neighborhoods of $x$ in $X$.

**Definition 3.1.** Let $F : X \to \mathbb{R}$ be a function.

1. $F$ is lower semi-continuous if the set $\{ F \leq t \}$ is closed in $X$, for any $t \in \mathbb{R}$.
2. $F$ is coercive if the closure of the set $\{ F \leq t \}$ is countably compact, for any $t \in \mathbb{R}$.

Now, let $\{ F_{n} \}_{n \in \mathbb{N}}$ be a sequence of functions all defined in $X$ with values in $\mathbb{R}$.

**Definition 3.2.** The sequence $\{ F_{n} \}_{n \in \mathbb{N}}$ is equi-coercive if for any $t \in \mathbb{R}$ there exists a closed countably compact set $K_{t} \subset X$ such that

$$\{ F_{n} \leq t \} \subseteq K_{t}, \quad n \in \mathbb{N}.$$

As proved in Proposition 7.7, the following characterization of equi-coercive sequences holds.

**Proposition 3.3.** The sequence $\{ F_{n} \}_{n \in \mathbb{N}}$ is equi-coercive if and only if there exists a lower semi-continuous coercive function $\Psi : X \to \mathbb{R}$ such that

$$F_{n}(x) \geq \Psi(x), \quad x \in X, \quad n \in \mathbb{N}.$$

Now, we introduce the notion of relaxation for a function $F$.

**Definition 3.4.** The lower semi-continuous envelope, or relaxed function, of a function $F : X \to \mathbb{R}$ is defined by

$$(sc^{-} F)(x) = \sup_{G \in \mathcal{G}(F)} G(x), \quad x \in X,$$

where $\mathcal{G}(F)$ is the set of all lower semi-continuous functions $G \leq F$.  
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From the definition, one immediately has that \( sc^{-}F \) is lower semi-continuous, 
\( sc^{-}F \leq F \) and \( sc^{-}F \geq G \), for any \( G \in \mathcal{G}(F) \), so that \( sc^{-}F \) can be regarded as the greatest lower semi-continuous function majorized by \( F \). Moreover, it is possible to prove that 
\[
(sc^{-}F)(x) = \sup_{U \in \mathcal{N}(x)} \inf_{y \in U} F(y), \quad x \in X
\]
(see [8, Proposition 3.3]).

The following result, whose proof can be found in [8, Proposition 3.6], provides a possible characterization of \( sc^{-}F \) which we will use later on in this paper.

**Proposition 3.5.** For any function \( F : X \to \overline{\mathbb{R}} \), its lower semi-continuous function \( sc^{-}F \) is characterized by the following properties:

1. for any \( x \in X \) and any sequence \( \{x_n\}_{n \in \mathbb{N}} \) converging to \( x \) in \( X \), it holds that 
   \[
   (sc^{-}F)(x) \leq \liminf_{n \to \infty} F(x_n);
   \]
2. for any \( x \in X \) there exists a sequence \( \{x_n\}_{n \in \mathbb{N}} \) converging to \( x \) in \( X \) such that 
   \[
   (sc^{-}F)(x) \geq \limsup_{n \to \infty} F(x_n).
   \]

Next, we introduce the notion of \( \Gamma \)-convergence for sequences of functions.

**Definition 3.6.** The \( \Gamma \)-lower limit and the \( \Gamma \)-upper limit of the sequence \( \{F_n\}_{n \in \mathbb{N}} \) are the functions from \( X \) into \( \mathbb{R} \) defined respectively by 
\[
\Gamma - \liminf_{n \to \infty} F_n(x) = \sup_{U \in \mathcal{N}(x)} \liminf_{n \to \infty} \inf_{y \in U} F_n(y),
\]
\[
\Gamma - \limsup_{n \to \infty} F_n(x) = \sup_{U \in \mathcal{N}(x)} \limsup_{n \to \infty} \inf_{y \in U} F_n(y).
\]

If there exists a function \( F : X \to \overline{\mathbb{R}} \) such that \( \Gamma - \liminf_{n \to \infty} F_n = \Gamma - \limsup_{n \to \infty} F_n = F \), then we write 
\[
F = \Gamma - \lim_{n \to \infty} F_n,
\]
and we say that the sequence \( \{F_n\}_{n \in \mathbb{N}} \) is \( \Gamma \)-convergent to \( F \).

In [8, Proposition 5.7] we can find the proof of the following result, which links \( \Gamma \)-convergence and relaxation of functions and provides a useful criterium for \( \Gamma \)-convergence.

**Proposition 3.7.** If \( \{F_n\}_{n \in \mathbb{N}} \) is a decreasing sequence converging to \( F \) pointwise, then \( \{F_n\}_{n \in \mathbb{N}} \) is \( \Gamma \)-convergent to \( sc^{-}F \).

We conclude by giving a criterium for convergence of minima for \( \Gamma \)-convergent sequences (for a proof see [8, Theorem 7.8]).

**Theorem 3.8.** Suppose that the sequence \( \{F_n\}_{n \in \mathbb{N}} \) is equi-coercive in \( X \) and \( \Gamma \) converges to a function \( F \) in \( X \). Then, \( F \) is coercive and 
\[
\min_{x \in X} F(x) = \lim_{n \to \infty} \inf_{x \in X} F_n(x).
\]
4. The skeleton equation

We first consider the unperturbed system

\[
\begin{cases}
\frac{\partial u}{\partial t}(t, \xi) = Au(t, \xi) + b(\xi, u(t, \xi)), & t \geq s, \\
u(s, \xi) = x(\xi), & N u(t, \xi) = 0, \quad \xi \in \partial \mathcal{O},
\end{cases}
\]

which can be written as the following abstract evolution equation in the Hilbert space \( H \):

\[
u'(t) = Au(t) + B(u(t)), \quad u(s) = x.
\]

In what follows we shall denote its solution by \( u^x(t; s) \) and sometimes, when \( s = 0 \), we shall write \( u^x(t) \). Due to our assumptions on the diffusion operator \( A \) and the reaction term \( B \), we have the following fact (this is a known fact, but we give a proof for completeness).

**Proposition 4.1.** Assume that \( b(\xi, \cdot) : \mathbb{R} \to \mathbb{R} \) is Lipschitz continuous, with \( b(\xi, 0) = 0 \), and assume that (2.22) holds. Then, for any \( \gamma \leq 1/2 \), \( x \in D((-A)^{\gamma}) \) and \( s \geq 0 \) the solution \( u^x(\cdot; s) \) of problem (4.1) belongs to \( L^\infty([s, +\infty); D((-A)^{\gamma})) \) and

\[
|u^x(t; s)|_{D((-A)^{\gamma})} \leq e^{-\lambda(L_0)(t-s)}|x|_{D((-A)^{\gamma})}, \quad t \geq s.
\]

**Proof.** First of all notice that for any \( \gamma_1 < \gamma_2 \) and \( x \in D((-A)^{\gamma_2}) \),

\[
|x|_{D((-A)^{\gamma_1})} \leq \lambda^{-\gamma_1-\gamma_2}|x|_{D((-A)^{\gamma_2})}.
\]

For any \( \epsilon > 0 \) we have

\[
\frac{1}{2} \frac{d}{dt} \|(-A)^{\gamma} u^x(t; s)\|_H^2 = -\|(-A)^{2\gamma} u^x(t; s)\|_H^2 + \frac{1}{2 \epsilon} \|B(u^x(t; s))\|_H^2
\]

\[
\leq -\|(-A)^{2\gamma} u^x(t; s)\|_H^2 + \frac{1}{2 \epsilon} \|B(u^x(t; s))\|_H^2
\]

\[
\leq -\|(-A)^{2\gamma} u^x(t; s)\|_H^2 + \frac{1}{2 \epsilon} \|B(u^x(t; s))\|_H^2 + \frac{L_b^2}{2 \epsilon} \|u^x(t; s)\|_H^2.
\]

Thus, according to (4.3), as we are assuming \( \gamma \leq 1/2 \), we have

\[
\frac{1}{2} \frac{d}{dt} \|(-A)^{\gamma} u^x(t; s)\|_H^2 \leq -\left(1 - \frac{\epsilon}{2\lambda^{1-2\gamma}}\right) \|(-A)^{2\gamma} u^x(t; s)\|_H^2 + \frac{L_b^2}{2 \epsilon} \|u^x(t; s)\|_H^2
\]

\[
\leq -\left(\lambda - \frac{\epsilon \lambda^{2\gamma}}{2} - \frac{L_b^2}{2 \epsilon \lambda^{2\gamma}}\right) \|(-A)^{\gamma} u^x(t; s)\|_H^2.
\]

Now, if we take \( \epsilon = L_b \lambda^{-2\gamma} \), we obtain

\[
\frac{1}{2} \frac{d}{dt} \|(-A)^{\gamma} u^x(t; s)\|_H^2 \leq -\left(\lambda - L_b\right) \|(-A)^{\gamma} u^x(t; s)\|_H^2,
\]

and this implies (4.2). \( \Box \)

Notice that an estimate analogous to (4.2) also holds if the \( D((-A)^{\gamma}) \)-norm is replaced by the \( L^\infty(\mathcal{O}) \)-norm, that is, \( u^x(\cdot; s) \in L^\infty([s, +\infty); L^\infty(\mathcal{O})) \), for any \( x \in L^\infty(\mathcal{O}) \), and

\[
|u^x(t; s)|_{L^\infty(\mathcal{O})} \leq e^{-\lambda(L_0)(t-s)}|x|_{L^\infty(\mathcal{O})}, \quad t \geq s.
\]
Now, for any $c > 0$ and $\gamma \geq 0$ we define
\[
B_{c,\gamma} = \{ x \in D((-A)^\gamma) : |x|_{D((-A)^\gamma)} \leq c \},
\]
and for any $c > 0$
\[
B_{c,\infty} = \{ x \in L^\infty(O) : |x|_{L^\infty(O)} \leq c \}.
\]
Moreover, for any $x \in H$, $\gamma \geq 0$ and $c > 0$ we define
\[
t^x_{c,\gamma} := \inf \{ t \geq 0 : u^x(t; 0) \in B_{c,\gamma} \cap B_{c,\infty} \}.
\]
As a consequence of (4.2) and (4.4), we have the following fact.

**Lemma 4.2.** For any $\gamma \geq 0$ and $c_1, c_2 > 0$ there exists $T = T(\gamma, d, c_1, c_2) > 0$ such that
\[
\sup_{x \in B_{c_1,0}} t^x_{c_2,\gamma} < T
\]
and
\[
u^x(t; 0) \in B_{c_2,\gamma} \cap B_{c_2,\infty}, \quad t > T, \quad x \in B_{c_1,0}.
\]

**Proof.** If we show that there exists some $c_d > 0$ such that for any $k \in \mathbb{N} \cup \{0\}$ and $x \in H$
\[
d \in [4k, 4(k + 1)] \implies |u^x(t; 0)|_{L^\infty(O)} \leq |x|_H, \quad t \geq k + 1,
\]
then, according to (4.4), we get
\[
|u^x(t; 0)|_{L^\infty(O)} = |u^{a^x(k+1;0)}(t; k + 1)|_{L^\infty(O)}
\]
\[
\leq e^{-(\lambda - L_k)}(t-k-1) |u^x(k + 1; 0)|_{L^\infty(O)} \leq c_d e^{-(\lambda - L_k)}(t-k-1)|x|_H, \quad t \geq k + 1.
\]
Hence we can fix $T_1 = T_1(d, c_1, c_2) > 0$ such that
\[
x \in B_{c_1,0} \implies |u^x(t; 0)|_{L^\infty(O)} \leq c_2, \quad t \geq T_1.
\]
Next, if we show that for any $s \geq 0$ and $\gamma \in ((h - 1)/4, h/4]$, with $h \in \mathbb{N}$, there exists $\kappa_\gamma$ such that
\[
u^x(t; s) \in D((-A)^\gamma) \leq c_\gamma |x|_H, \quad t - s \geq t_h := n \vee (k + 2),
\]
where $k$ is defined by (4.5), then for $t \geq s + t_h$ we have
\[
u^x(t; 0) \in D((-A)^\gamma) \leq |u^{a^x(s;0)}(t; s)|_{D((-A)^\gamma)} \leq c_\gamma |u^x(s; 0)|_H^\kappa_\gamma.
\]
According to (4.2), we get
\[
|u^x(t; 0)|_{D((-A)^\gamma)} \leq c_\gamma e^{-\kappa_\gamma(\lambda - L_k) s} |x|_H \kappa_\gamma, \quad t \geq s + t_h,
\]
and this implies that there exists $T_2 = T_2(\gamma, d, c_1, c_2) > 0$ such that
\[
x \in B_{c_1,0} \implies |u^x(t; 0)|_{D((-A)^\gamma)} \leq c_2, \quad t > T_2.
\]
Together with (4.6), this implies the lemma, once we set
\[
T(\gamma, d, c_1, c_2) := T_1(\delta, c_1, c_2) \vee T_2(\gamma, d, c_1, c_2).
\]
Therefore, it remains to prove (4.5) and (4.7).
Step 1, proof of (1.3). If \(k = 0\) (that is, \(d < 4\)), then, due to (2.3) and (4.2), we have
\[
|u^x(t; 0)|_{L^\infty(\mathcal{O})} \leq c t^{-\frac{d}{q_1}} |x|_H + \int_0^t e^{-\lambda(t-s)} (t-s)^{-\frac{d}{q_1}} |u^x(s; 0)|_H ds \leq c \left( t^{-\frac{d}{q_1} + 1} \right) |x|_H,
\]
so that (1.3) holds for \(t \geq 1\). Now, assume that \(d \in [4k, 4(k + 1))\), for \(k \geq 1\). It is immediate to check that we can fix \(q_1 < \cdots < q_k\) such that
\[
2 < q_1 < \frac{2d}{d - 4}, \quad q_k > \frac{d}{2}, \quad q_i > \frac{d(q_i - 1)}{2q_{i+1} + d}, \quad i = 1, \ldots, k - 1.
\]
Then, by an inductive argument, it is possible to show that
\[
(4.8) \quad |u^x(t; 0)|_{L^{q_i}(\mathcal{O})} \leq c_i |x|_H, \quad t \geq i, \quad i = 1, \ldots, k.
\]
Actually, for \(i = 1\), we have
\[
|u^x(t; 0)|_{L^{q_1}(\mathcal{O})} \leq c t^{-\frac{d(q_1 - 1)}{q_1}} |x|_H + c \int_0^t e^{-\lambda(t-s)} (t-s)^{-\frac{d(q_1 - 1)}{q_1}} |u^x(s; 0)|_H ds,
\]
and then, as \(q_1 < 2d/(d - 4)\), from (4.2) we get (4.8). Now, if (4.8) is valid for some \(i \geq 1\), then for any \(t > i\) we have
\[
|u^x(t; 0)|_{L^{q_{i+1}}(\mathcal{O})} \leq c (t-i)^{-\frac{d(q_{i+1} - q_i)}{q_{i+1}}} |u^x(i; 0)|_{L^{q_i}(\mathcal{O})} + c \int_i^t e^{-\lambda(t-s)} (t-s)^{-\frac{d(q_{i+1} - q_i)}{q_{i+1}} - 1} |u^x(s; 0)|_{L^{q_i}(\mathcal{O})} ds \leq c_i (t-i)^{-\frac{d(q_{i+1} - q_i)}{q_{i+1}} + 1} |x|_H,
\]
so that (4.8) is also true for \(i + 1\).

Now, in view of (4.8), we have
\[
|u^x(t; 0)|_{L^{q_k}(\mathcal{O})} \leq c_k |x|_H, \quad t \geq k,
\]
so that, as \(q_k > d/2\), for \(t \geq k\) we get
\[
|u^x(t; 0)|_{L^\infty(\mathcal{O})} \leq c (t-k)^{-\frac{d}{2q_k}} |u^x(k; 0)|_{L^{q_k}(\mathcal{O})} + c \int_k^t e^{-\lambda(t-s)} (t-s)^{-\frac{d}{2q_k}} |u^x(s; 0)|_{L^{q_k}(\mathcal{O})} ds,
\]
which implies (1.5).

Step 2, proof of (1.7). Thanks to (2.5) it is immediate to check that for any \(h \in L^\infty((T_1, T_2); D((-A)\alpha))\), with \(\alpha \geq 0\) and \(T_1 < T_2\), it holds that
\[
(4.9) \quad \left| \int_{T_1}^{T_2} e^{(T_2-s)A} h(s) ds \right|_{D((-A)^{\alpha + \frac{d}{4}})} \leq c_\alpha |h|_{L^\infty((T_1, T_2); D((-A)\alpha))},
\]
for some constant \(c_\alpha\) independent of \(T_1\) and \(T_2\). Then, from (2.5), (4.2) and (4.9) we have
\[
|u^x(t; 0)|_{D((-A)^{\frac{d}{4}})} \leq c t^{-\frac{d}{4}} |x|_H + c |u^x(; 0)|_{L^\infty((T_1, T_2); H)} \leq c \left( t^{-\frac{d}{4} + 1} \right) |x|_H,
\]
so that
\[
(4.10) \quad |u^x(t; 0)|_{D((-A)^{\frac{d}{4}})} \leq 2c |x|_H, \quad t \geq 1.
\]
If $\gamma \leq 1/4$ this concludes the proof of (1.7). Thus, assume that $\gamma > 1/4$; that is, $h > 1$. Thanks to (2.27), in view of (4.5) and (4.10) we have that $B(u^x(t;0)) \in D((-A)^{\frac{1}{4}})$, for any $t \geq t_1$, and

$$|B(u^x(t;0))|_{D((-A)^{\frac{1}{4}})} \leq c|u^x(t;0)|_{D((-A)^{\frac{1}{4}})} \left(1 + |u^x(t;0)|_{L^\infty(O)}\right) \leq c(1 + |x|_{H}^{\gamma+1}), \quad t \geq t_1.$$ 

Hence, by using (1.9) once more, we conclude that

$$|u^x(t;0)|_{D((-A)^{\frac{1}{4}})} \leq c(t - t_1)^{-\frac{1}{4}}|u^x(t_1;0)|_{D((-A)^{\frac{1}{4}})} + c(1 + |x|_{H}^{\gamma+1}), \quad t \geq t_1,$$

so that

$$|u^x(t;0)|_{D((-A)^{\frac{1}{4}})} \leq c(1 + |x|_{H}^{\gamma+1}), \quad t \geq t_1 + 1.$$ 

By proceeding in this way, we get (4.7). \qed

Next, for any $-\infty \leq t_1 < t_2 \leq +\infty$ and $\varphi \in L^2((t_1, t_2); H)$, we denote by $z(\varphi)$ the mild solution in $C([t_1, t_2]; H)$ of the problem

$$z'(t) = Az(t) + B(z(t)) + G(z(t))\varphi(t), \quad z(t_1) = x \in H.$$ 

When we need to emphasize that $z(\varphi)$ starts from $x$ at time $t_1$, we shall denote $z(\varphi)$ by $z_t^x(t)$. Notice that in general the mapping $x \in H \mapsto G(x)y \in H$ is not Lipschitz continuous, for fixed $y \in H$. Then the existence and the uniqueness of solutions for problem (4.11) is not a trivial issue.

In the next proposition we give some estimates for $z(\varphi)$. An analogous result has also been proved in [5, Theorem 3.1], under a different setting of hypotheses on the coefficients.

**Proposition 4.3.** Under Hypotheses 1 and 2 for any $\alpha \leq 1/2$ there exists $c_\alpha > 0$ such that for any $T > 0$ and $x \in H$

$$|z_{-T}^x(\varphi)(t)|_{D((-A)^{\alpha})} \leq c_\alpha \left[1 + |\varphi|_{L^2((-T,0); H)} + |x|_{H} \left(1 + (t + T)^{-\alpha}\right)\right], \quad t \in (-T, 0].$$

**Proof.** For any $\varphi \in L^2((-\infty, 0); H)$, $u \in C((-\infty, 0]; H)$ and $T > 0$ we define

$$\gamma_T^x(u)(t) := \int_{-T}^{t} e^{(t - s)A}G(u(s)) \varphi(s)ds, \quad -T \leq t \leq 0.$$ 

Due to the boundedness condition (2.21) on $g$ we have $|G(u(s))\varphi(s)|_{H} \leq c|\varphi(s)|_{H}$. Then, in view of (2.8), for any $T > 0$ and $s > -T$ and for any $\alpha \leq 1/2$ we obtain

$$\sup_{t \in [-T, s]} |\gamma_T^x(u)(t)|_{D((-A)^{\alpha})} \leq c_\alpha |\varphi|_{L^2((-T,s); H)},$$

with $c_\alpha$ independent of $T$ and $s$. Now, if we set $\gamma(t) := \gamma_T^x(z_{-T}^x(\varphi))(t)$ and $u(t) := z_{-T}^x(\varphi)(t) - \gamma(t)$, we have

$$\frac{1}{2} \frac{d}{dt} |u(t)|_{H^2}^2 = \langle Au(t), u(t)\rangle_H + \langle B(u(t) + \gamma(t)) - B(\gamma(t)), u(t)\rangle_H + \langle B(\gamma(t)), u(t)\rangle_H$$

$$\leq -\frac{\lambda - L_b}{2} |u(t)|_{H^2}^2 + c \left(|\gamma(t)|_{H^2}^2 + 1\right),$$
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so that, by comparison,
\[ |u(t)|^2 \leq |x|^2_H + c \int_{-T}^t e^{-(\lambda - L_0)(t-s)} (|\gamma(s)|^2_H + 1) \, ds, \quad t \geq -T. \]

Thanks to (4.13), this implies
\[
|z_{-T}^x(\varphi)(t)|^2_H \leq 2 |\gamma(t)|^2_H + 2 |x|^2_H + c \int_{-T}^t e^{-(\lambda - L_0)(t-s)} (|\gamma(s)|^2_H + 1) \, ds
\]
\[ \leq 2 |x|^2_H + c \sup_{s \in [-T,t]} |\gamma(s)|^2_H \leq 2 |x|^2_H + c \left( |\varphi|^2_{L_2((-T,t);H)} + 1 \right), \tag{4.14} \]
and this immediately yields (4.12) for \( \alpha = 0 \).

Next, concerning (4.12) in the general case \( \alpha \leq 1/2 \), due to (2.8) and (4.14) we have
\[
\left| \int_{-T}^t e^{(t-s)A} B(z_{-T}^x(\varphi)(s)) \, ds \right|_{D((-A)^\alpha)} \leq c_\alpha \|B(z_{-T}^x(\varphi))\|_{L_2((-T,t);H)}
\]
\[ \leq c_\alpha |z_{-T}^x(\varphi)|_{L_2((-T,t);H)} \leq c_\alpha \left( 1 + |\varphi|_{L_2((-T,t);H)} + |x|_H \right). \tag{4.15} \]

Then, as
\[ z_{-T}^x(\varphi)(t) = e^{(t+T)A}x + \int_{-T}^t e^{(t-s)A} B(z_{-T}^x(\varphi)(s)) \, ds + \gamma_{\varphi}^T(z_{-T}^x(\varphi))(t), \]
from (4.13) and (4.15) it follows that
\[ |z_{-T}^x(\varphi)(t)|_{D((-A)^\alpha)} \leq c_\alpha e^{\lambda(t+T)} ((t+T)^{1/2} + 1) |x|_H + \left( 1 + |\varphi|_{L_2((-T,t);H)} + |x|_H \right), \]
which yields immediately (4.12).

Besides equation (4.11), for any \( \delta > 0 \) we consider the problem
\[ z'(t) = Az(t) + B(z(t)) + G(z(t))Q_\delta \varphi(t), \quad z(t_1) = x \in H. \tag{4.16} \]
For any \( t_1 < t_2 \) and \( \varphi \in L_2((t_1, t_2); H) \), equation (4.16) admits a unique mild solution in \( C([t_1, t_2]; H) \), which we shall denote by \( z_{t_1}^{\delta,x}(\varphi) \). Estimate (4.12) is also true for \( z_{t_1}^{\delta,x}(\varphi) \), for a constant \( C_\alpha \) which does not depend on \( \delta > 0 \).

The following fact is proved in [5] Lemma 3.5 (in the case of continuous-valued solutions instead of \( H \)-valued solutions, as in the present case). The proof is heavily based on conditions (2.24) and (2.25) in Hypothesis (2).

**Lemma 4.4.** Let \( z_\delta \) be the solution of the problem
\[ z_\delta(t) = \int_{-\infty}^t e^{(t-s)A} B(z_\delta(s)) \, ds + \int_{-\infty}^t e^{(t-s)A} G(z_\delta(s))Q_\delta \varphi(s) \, ds, \tag{4.17} \]
for some \( \varphi \in L_2((-\infty, 0); H) \), and assume that
\[ \lim_{t \to -\infty} |z_\delta(t)|_H = 0. \]

Then, under Hypotheses (1) and (2) we have that \( z_\delta \in L_\infty((-\infty, 0); D((-A)^{\beta + \frac{1}{2}})) \) and
\[ \lim_{t \to -\infty} |z_\delta(t)|_{D((-A)^{\beta + \frac{1}{2}})} = 0. \tag{4.18} \]
In an analogous way, it is possible to show that if
\[ z_\delta(t) = \int_{t_0}^{t} e^{(t-s)A} B(z_\delta(s)) \, ds + \int_{t_0}^{t} e^{(t-s)A} G(z_\delta(s)) \, Q_\delta \varphi(s) \, ds, \quad t \geq t_0, \]
for some \( t_0 \leq 0 \) and \( \varphi \in L^2((t_0, 0); H) \), then
\begin{equation}
(4.19) \quad z_\delta \in L^\infty((t_0, 0); D((-A)^{\beta+\frac{1}{2}})).
\end{equation}

5. Convergence of the approximating action-functionals

We fix \( x \in H \) once and for all, and we define
\[ \mathcal{X}_x := \left\{ u \in C((-\infty, 0); H) : \lim_{t \to -\infty} |u(t)|_H = 0, \; u(0) = x \right\}. \]
The space \( \mathcal{X}_x \) is endowed with the topology of uniform convergence on bounded intervals of \([-\infty, 0]\). Next, we denote
\[ \mathcal{Y}_x := \left\{ u \in \mathcal{X}_x \cap W_{2,\mathcal{N}}^{1,2}(-\infty, 0) : |Q_1^{-1}(\mathcal{H}(u))|_{L^2((-\infty, 0); H)} < \infty \right\}, \]
where \( Q_1^{-1} \) is the pseudo-inverse of the operator \( Q_1 \) introduced in equation (1.4), and corresponding to \( \delta = 1 \).
\begin{equation}
(5.1) \quad \mathcal{H}(u)(t, \xi) = (\partial_t u(t, \xi) - Au(t, \xi) - b(\xi, u(t, \xi))) \left[ g(\xi, u(t, \xi)) \right]^{-1},
\end{equation}
and for any \(-\infty \leq T_1 < T_2 \leq +\infty \)
\begin{equation}
(5.2) \quad W_{2,\mathcal{N}}^{1,2}(T_1, T_2) := \{ u \in C([T_1, T_2]; H) \cap W_{2,\mathcal{N}}^{1,2}((T_1, T_2) \times \mathcal{O}) : \mathcal{N} u(t)|_{\partial \mathcal{O}} = 0, \; t \in (T_1, T_2) \}. \end{equation}

According to (2.15), for any \( \delta > 0 \) we have
\[ \mathcal{Y}_x := \left\{ u \in \mathcal{X}_x \cap W_{2,\mathcal{N}}^{1,2}(-\infty, 0) : |Q_1^{-1}(\mathcal{H}(u))|_{L^2((-\infty, 0); H)} < \infty \right\}, \]
so that on the space \( \mathcal{X}_x \) we can define for any \( \delta > 0 \) the operator
\begin{equation}
(5.3) \quad S_\delta(u) := \begin{cases} \frac{1}{2} |Q_1^{-1}(\mathcal{H}(u))|_{L^2((-\infty, 0); H)}^2, & \text{if } u \in \mathcal{Y}_x, \\ +\infty, & \text{otherwise}. \end{cases}
\end{equation}
Moreover, on the space \( \mathcal{X}_x \) we define the operators
\begin{equation}
(5.4) \quad \tilde{S}(u) := \begin{cases} \frac{1}{2} |\mathcal{H}(u)|_{L^2((-\infty, 0); H)}^2, & \text{if } u \in \mathcal{Y}_x, \\ +\infty, & \text{otherwise}, \end{cases}
\end{equation}
and
\begin{equation}
(5.5) \quad S(u) := \begin{cases} \frac{1}{2} |\mathcal{H}(u)|_{L^2((-\infty, 0); H)}^2, & \text{if } u \in \mathcal{X}_x \cap W_{2,\mathcal{N}}^{1,2}((-\infty, 0)), \\ +\infty, & \text{otherwise}. \end{cases}
\end{equation}
Notice that
\begin{equation}
(5.6) \quad \tilde{S}(u) \geq S(u), \quad u \in \mathcal{X}_x, \quad \tilde{S}(u) = S(u), \quad u \in \mathcal{Y}_x.
\end{equation}
Furthermore, if \( d = 1 \), we have \( Q_\delta = I \) for any \( \delta > 0 \), and then \( \mathcal{Y}_x = \mathcal{X}_x \cap W_{2,\mathcal{N}}^{1,2}((-\infty, 0)) \). This means in particular that \( \tilde{S}(u) = S(u) \), for any \( u \in \mathcal{X}_x \).
Proposition 5.1. Assume Hypotheses \([1] and [2]\). Then, the set \(\mathcal{K}(r) := \{S(u) \leq r\}\) is compact in \(\mathcal{X}_x\), for any \(r > 0\). In particular, the functional \(S : \mathcal{X}_x \rightarrow \mathbb{R}\) is coercive and lower-semicontinuous.

Proof. We first notice that for any \(\alpha \leq 1/2\) and for any \(r > 0\),

\[
(5.7) \quad u \in \mathcal{K}(r) \implies \sup_{t \leq 0} |u(t)|_{D((-A)^\alpha)} \leq L_\alpha(r),
\]

for some \(L_\alpha(r) > 0\). Actually, if \(u \in \mathcal{K}(r)\), then \(S(u) \leq r\), so that

\[
|\mathcal{H}(u)|^2_{L^2((-\infty,0);H)} \leq 2r.
\]

Hence, with the same notation introduced in Section 4, for any \(T > 0\) we have

\[
u(t) = z_{u(-T)}(\mathcal{H}(u))(t), \quad t \in [-T, 0],
\]

and, according to (4.12), we obtain

\[
|u(t)|_{D((-A)^\alpha)} \leq c_\alpha \left[1 + \sqrt{2r} + |u(-T)|_H \left(1 + (t + T)^{-\alpha}\right)\right], \quad t \in [-T, 0].
\]

Now, since \(u \in \mathcal{X}_x\), we have that \(|u(-T)|_H \rightarrow 0\), as \(T \rightarrow \infty\). Then, by taking the limit as \(T\) goes to infinity in the right hand side of the inequality above, we conclude that

\[
(5.8) \quad |u(t)|_{D((-A)^\alpha)} \leq c_\alpha (1 + \sqrt{2r}) =: L_\alpha(r), \quad t \leq 0.
\]

Once we have (5.7), the proof of the compactness of \(\mathcal{K}(r)\) proceeds exactly as in [13] proof of Proposition 6] and in [5] proof of Proposition 5.1]. \(\square\)

Our aim in this section is proving that the family of functionals \(\{S_\delta\}_{\delta > 0}\) is \(\Gamma\)-convergent to the functional \(S\) in \(\mathcal{X}_x\). The first result going in that direction is the following one.

Proposition 5.2. Under Hypotheses \([1] and [2]\) we have

\[
\Gamma - \lim_{\delta \rightarrow 0} S_\delta = sc^{-\tilde{S}}, \quad \text{in} \ \mathcal{X}_x.
\]

Proof. Thanks to (2.19) and to (2.18) (applied with \(\delta_1 = \delta\) and \(\delta_2 = 1\)), by using the dominate convergence theorem we get

\[
\lim_{\delta \rightarrow 0} S_\delta(u) = \tilde{S}(u), \quad u \in \mathcal{X}_x.
\]

In particular, due to (5.6), this implies that

\[
(5.9) \quad \lim_{\delta \rightarrow 0} S_\delta(u) = S(u), \quad u \in \mathcal{Y}_x.
\]

Moreover, thanks to (2.18) we have that

\[
\delta_1 < \delta_2 \implies S_{\delta_1}(u) \leq S_{\delta_2}(u).
\]

According to Proposition [3.7] this implies our thesis. \(\square\)

Once we have proved that \(S_\delta\) is \(\Gamma\)-convergent to \(sc^{-\tilde{S}}\) in \(\mathcal{X}_x\), as \(\delta \downarrow 0\), in order to prove that \(S_\delta\) is \(\Gamma\)-convergent to \(S\) it remains to prove that \(sc^{-\tilde{S}}\) coincides with \(S\). This is the most delicate step.

Theorem 5.3. Assume that \(x \in D((-A)^{\beta + \frac{1}{2}})\). Then, under Hypotheses \([1] and [2]\) we have that \(sc^{-\tilde{S}}(u) = S(u)\), for any \(u \in \mathcal{X}_x\). In particular

\[
\Gamma - \lim_{\delta \rightarrow 0} S_\delta = S, \quad \text{in} \ \mathcal{X}_x.
\]
Proof. Notice that in dimension \( d = 1 \) we have \( \mathcal{Y}_x = \mathcal{X}_x \cap W^{1,2}_{2,\mathcal{X}}(\mathbb{R}^1,0) \) and \( \hat{S}(u) = S(u) \), for any \( u \in \mathcal{X}_x \). Thus, as \( S \) is lower semi-continuous (see Proposition 5.1), we have \( \text{sc} \hat{S} = S \) and the theorem is proved. Now assume \( d \geq 2 \). In order to prove that \( \text{sc} \hat{S}(u) \) coincides with \( S(u) \), for any \( u \in \mathcal{X}_x \), we use the characterization of \( \text{sc} \hat{S} \) given in Proposition 3.5.

**Step 1.** We show that for any \( u \in \mathcal{X}_x \) and any sequence \( \{u_n\}_{n \in \mathbb{N}} \subset \mathcal{X}_x \) such that

\[
\lim_{n \to \infty} \sup_{t \leq 0} |u_n(t) - u(t)|_H = 0,
\]

it holds that

\[
S(u) \leq \liminf_{n \to \infty} \hat{S}(u_n).
\]  

In Proposition 5.1 we have shown that the functional \( S \) is lower-semi-continuous. Then

\[
S(u) \leq \liminf_{n \to \infty} S(u_n).
\]

Due to (5.6), this allows us to immediately conclude that (5.10) holds true.

**Step 2.** We show that for any \( u \in \mathcal{X}_x \) there exists a sequence \( \{u_n\}_{n \in \mathbb{N}} \subset \mathcal{X}_x \) such that

\[
\lim_{n \to \infty} \sup_{t \leq 0} |u_n(t) - u(t)|_H = 0
\]

and

\[
S(u) \geq \limsup_{n \to \infty} \hat{S}(u_n).
\]

If \( S(u) = +\infty \), then (5.11) is trivially satisfied. Thus, let us assume that \( S(u) = r \). Our aim is to construct a sequence converging to \( u \) in \( \mathcal{X}_x \), such that (5.11) holds.

First of all, notice that, as \( S(u) = r \), we have

\[
\frac{\partial u}{\partial t}(t,\xi) = Au(t,\xi) + b(\xi,u(t,\xi)) + g(\xi,u(t,\xi)) \mathcal{H}(u)(t,\xi), \quad t \leq 0, \quad \xi \in \mathcal{O},
\]

with

\[
|\mathcal{H}(u)|_{L^2((-\infty,0); H)}^2 = 2r.
\]

Then, due to (5.7) \( u \in L^\infty((-\infty,0); D((-A)^{\frac{1}{2}})) \) and estimate (5.8) holds true.

For any \( \delta > 0 \), we consider the problem

\[
\begin{cases}
\frac{\partial v}{\partial t}(t,\xi) = Av(t,\xi) + b(\xi,v(t,\xi)) + Q\delta [g(\xi,\cdot,u(t,\cdot))\mathcal{H}(u)](t,\xi), & t > -\frac{1}{\delta}, \quad \xi \in \mathcal{O}, \\
v(-1/\delta,\xi) = 0, & \xi \in \mathcal{O}, \\
v(-1/\delta,\xi) = 0, & \xi \in \partial \mathcal{O},
\end{cases}
\]

and we denote by \( v_\delta \) its unique mild solution in \( C([-1/\delta,0]; H) \). By using arguments similar (and simpler) to those used in [5] for the proof of Lemma 4.4 and for the proof of (4.19), it is possible to check that

\[
\sup_{t \in [-1/\delta,0]} |v_\delta(t)|_{D((-A)^{\beta+\frac{1}{2}} H)} \leq c \left( 1 + \sqrt{2r} \right),
\]
Lemma 5.4. Assume that

\[ \square \]

the following three lemmas.

The Sobolev embedding theorem

for some \( c \ > 0 \). In particular, as \( \beta + 1/2 > d/2 \), due to the Sobolev embedding theorem

\[
\sup_{t \in [-1/\delta, 0]} |v_\delta(t)|_{L^\infty(\mathcal{O})} \leq c \left( 1 + \sqrt{2r} \right).
\]

Next, for any \( \delta, \rho > 0 \) we denote by \( v_{\delta, \rho} \) the function

\[
v_{\delta, \rho}(t) = -\frac{t}{\rho} e^{(t+\rho)A} v_\delta(-\rho) + \frac{t+\rho}{\rho} e^{-tA} x, \quad t \in [-\rho, 0].
\]

Clearly, \( v_{\delta, \rho} \in C([-\rho, 0]; H) \), with \( v_{\delta, \rho}(-\rho) = v_\delta(-\rho) \) and \( v_{\delta, \rho}(0) = x \). Moreover, thanks to (5.13) we have

\[
\sup_{t \in [-\rho, 0]} |v_{\delta, \rho}(t)|_H \leq c,
\]

for some \( c \) independent of \( \delta, \rho > 0 \). Therefore, if we set for any \( \rho, \delta > 0 \)

\[
\begin{cases}
0, & t \leq -\frac{1}{\delta}, \\
v_\delta(t), & -\frac{1}{\delta} \leq t \leq -\rho, \\
v_{\delta, \rho}(t), & -\rho \leq t \leq 0,
\end{cases}
\]

we have that \( u_{\delta, \rho} \in C((1, \infty); H) \), with \( u_{\delta, \rho}(t) \equiv 0 \), for \( t \leq -1/\delta \) and \( u_{\delta, \rho}(0) = x \), so that \( \{u_{\delta, \rho}\}_{\delta, \rho > 0} \subset \mathcal{X} \). Now, the proof of Step 2 follows if we show that \( u_{\delta, \rho} \) converges to \( u \) in \( \mathcal{X} \), as \( \delta, \rho \) go to zero, and (5.11) holds. These facts are proved in the following three lemmas. \[ \square \]

**Lemma 5.4.** Assume that \( x \in D((-A)^\alpha), \) with \( \alpha > 0 \). We have

\[
\lim_{\delta, \rho \to 0} u_{\delta, \rho} = u \quad \text{in } \mathcal{X}.
\]

**Proof.** For any \( t \leq -1/\delta \) we have

\[
|u(t) - u_{\delta, \rho}(t)|_H = |u(t)|_H.
\]

Then, as \( u \in \mathcal{X} \), we have that \( |u(t)|_H \to 0 \) as \( t \to -\infty \), and hence for any \( \epsilon > 0 \) we can fix \( \delta_1, \epsilon > 0 \) such that

\[
\sup_{\rho > 0} \sup_{t \in (-\infty, -1/\delta]} |u(t) - u_{\delta, \rho}(t)|_H < \epsilon, \quad \delta \leq \delta_1, \epsilon.
\]

In the time interval \([-1/\delta, 0]\), the function \( h_\delta(t) := v_\delta(t) - u(t) \) solves the problem

\[
\begin{cases}
\frac{\partial h}{\partial t}(t, \xi) = Ah(t, \xi) + \left[ b(\xi, v_\delta(t, \xi)) - b(\xi, u(t, \xi)) \right] + (Q_\delta - I) [g(\cdot, u(\cdot)) \mathcal{H}(u)](t, \xi), \\
h(-1/\delta, \xi) = -u(-1/\delta, \xi), \quad \xi \in \mathcal{O}, \quad Nh(t, \xi) = 0, \quad t > -\frac{1}{\delta}, \quad \xi \in \partial \mathcal{O}.
\end{cases}
\]

Then, if we set

\[
\gamma_\delta(t) := \int_{-\frac{1}{\delta}}^{t} e^{(t-s)A} (Q_\delta - I) [G(u(s)) \mathcal{H}(u)(s)] \, ds
\]

and \( z_\delta(t) := h_\delta(t) - \gamma_\delta(t) \), with the usual arguments, we get

\[
\frac{1}{2} |z_\delta(t)|_H^2 \leq -\frac{\lambda - L_\delta}{2} |z_\delta(t)|_H^2 + c |\gamma_\delta(t)|_H^2.
\]
By comparison, this yields

\[|z_3(t)|_H^2 = e^{-(\Delta - L_0)(t + \frac{1}{2})}|u(-1/\delta)|_H^2 + c \int_{-\frac{1}{2}}^t e^{-(t-s)(\Delta - L_0)}|\gamma_3(s)|_H^2 ds,\]

so that it is immediate to get

(5.18) \(|u(t) - v_3(t)|_H^2 = |h_3(t)|_H^2 \leq c \sup_{t \leq 0} |\gamma_3(t)|_H^2 + c |u(-1/\delta)|_H^2, \quad t \in [-1/\delta, 0].\]

We have

\[\sup_{t \leq 0} |\gamma_3(t)|_H^2 \leq c |(Q_\delta - I) [G(u(s)) \mathcal{H}(u(s))]|_{L^2((-\infty,0),H)}^2.\]

Then, as

\[|\mathcal{H}(u)|_{L^2((-\infty,0),H)}^2 = 2r < \infty,\]

and, for any \(s \leq 0,\)

\[|(Q_\delta - I) [G(u(s)) \mathcal{H}(u(s))]|_H \leq c |\mathcal{H}(u(s))|_H\]

and

\[\lim_{\delta \to 0} |(Q_\delta - I) [G(u(s)) \mathcal{H}(u(s))]|_H = 0,\]

from the dominated convergence theorem we obtain

\[\lim_{\delta \to 0} \sup_{t \leq 0} |\gamma_3(t)|_H^2 = 0.\]

Then, thanks to (5.18), we conclude that

(5.19) \(\lim_{\delta \to 0} \sup_{t \in [-1/\delta, 0]} |u(t) - v_3(t)|_H = 0.\)

In particular, as \(u_{\delta,\rho}(t) = v_3(t)\) for \(t \in [-\frac{1}{2}, -\rho],\) this implies that there exists some \(\delta_{2,\epsilon} > 0\) such that

(5.20) \(\sup_{\rho > 0} \sup_{t \in [-1/\delta, -\rho]} |u(t) - u_{\delta,\rho}(t)|_H < \epsilon, \quad \delta \leq \delta_{2,\epsilon}.\)

Now, we estimate \(u_{\delta,\rho}(t) - u(t)\) for \(t \in [-\rho, 0].\) We have

\[u_{\delta,\rho}(t) - u(t) = -\frac{t}{\rho} e^{(t+\rho)A} v_3(-\rho) + \frac{t + \rho}{\rho} e^{-tA} x - u(t)\]

\[= \frac{t}{\rho} (e^{-tA} - I) x + \frac{t}{\rho} (x - v_3(-\rho)) + \frac{t}{\rho} (I - e^{(t+\rho)A}) v_3(-\rho)\]

\[+ e^{-tA} (x - u(t)) + (e^{-tA} - I) u(t) =: \sum_{i=1}^5 I_i(t).\]

As we are assuming \(x \in D((-A)^\alpha),\) for \(\alpha > 0,\) and \(t \in [-\rho, 0],\) we have

(5.21) \(|I_1(t)|_H \leq c |t|^\alpha |x|_{D((-A)^\alpha)} \leq \rho^\alpha |x|_{D((-A)^\alpha)}, \quad t \geq -\rho.\)

In view of (5.20), as \(v_3(-\rho) = u_{\delta,\rho}(-\rho),\) for any \(\delta \leq \delta_{2,\epsilon}\)

(5.22) \(|I_2(t)|_H \leq |x - v_3(-\rho)|_H \leq |x - u(-\rho)|_H + \epsilon, \quad t \geq -\rho.\)

Concerning \(I_3(t),\) according to (5.13) we have

(5.23) \(|I_3(t)|_H \leq c |t + \rho|^\beta + \frac{1}{2} |v_3(-\rho)|_{D((-A)^{\beta + \frac{1}{2}})} \leq c |t + \rho|^\beta + \frac{1}{2} \leq c \rho^{\beta + \frac{1}{2}}, \quad t \geq -\rho.\)
Next, we have
\begin{equation}
|I_4(t)|_H \leq c \sup_{t \in [-\rho,0]} |x-u(t)|_H, \quad t > -\rho,
\end{equation}
and finally, according to (5.8), we have
\begin{equation}
|I_5(t)|_H \leq c |t|^\frac{3}{2} |u(t)|_{D((\mathcal{A})^\frac{1}{2})} \leq c \rho^\frac{3}{2}, \quad t > -\rho.
\end{equation}
Collecting together estimates from (5.21) to (5.25), for any \( \theta \in (0,1) \) and \( p > 1/(1-\theta) \) and for any \( f \in L^p((T_1,T_2);H) \) and \( -\infty \leq T_1 \leq t \leq t+h \leq T_2 < +\infty \),
\begin{equation}
\left| \int_{T_1}^{t+h} e^{(t+h-s)\mathcal{A}} f(s) \, ds - \int_{T_1}^{t} e^{(t-s)\mathcal{A}} f(s) \, ds \right|_H \leq c_{\theta,p} h^\theta \|f\|_{L^p((T_1,T_2);H)}
\end{equation}
This yields (5.10), due to the arbitrariness of \( \epsilon \).

**Lemma 5.5.** Assume that \( x \in D((\mathcal{A})^\alpha) \), with \( \alpha > 1/2 \). Then there exist two sequences \( \{\delta_n\}_{n \in \mathbb{N}} \) and \( \{\rho_n\}_{n \in \mathbb{N}} \) both converging to zero, such that
\begin{equation}
\lim_{n \to \infty} S(u_{\delta_n,\rho_n}) = S(u).
\end{equation}

**Proof.** First of all, we compute \( \mathcal{H}(v_{\delta,\rho})(t) \) for \( t \in [-\rho,0] \). It is immediate to check that
\begin{equation}
\frac{\partial v_{\delta,\rho}}{\partial t} - \mathcal{A} v_{\delta,\rho} = \frac{1}{\rho} \left[ e^{-t\mathcal{A}} x - e^{(t+\rho)\mathcal{A}} v_{\delta}(-\rho) \right] - \frac{2(t+\rho)}{\rho} A e^{-t\mathcal{A}} x,
\end{equation}
so that
\begin{equation}
\mathcal{H}(v_{\delta,\rho})(t) = G^{-1}(v_{\delta,\rho})(t) \left[ \frac{1}{\rho} \left( e^{-t\mathcal{A}} x - e^{(t+\rho)\mathcal{A}} v_{\delta}(-\rho) \right) - \frac{2(t+\rho)}{\rho} A e^{-t\mathcal{A}} x - B(v_{\delta,\rho}(t)) \right].
\end{equation}
We have
\begin{align*}
\left\| \frac{1}{\rho} \left( e^{-t\mathcal{A}} x - e^{(t+\rho)\mathcal{A}} v_{\delta}(-\rho) \right) - \frac{2(t+\rho)}{\rho} A e^{-t\mathcal{A}} x \right\|^2_H &\leq \frac{4}{\rho^2} \left\| e^{-t\mathcal{A}} (x-v_{\delta}(0)) \right\|^2_H, \\
+ \frac{4}{\rho^2} \left\| e^{-t\mathcal{A}} (v_{\delta}(0) - v_{\delta}(-\rho)) \right\|^2_H + \frac{4}{\rho^2} \left\| \left( e^{-t\mathcal{A}} - e^{(t+\rho)\mathcal{A}} \right) v_{\delta}(-\rho) \right\|^2_H, \\
+ 16 \left\| \frac{t+\rho}{\rho} A e^{-t\mathcal{A}} x \right\|^2_H &=: 4 \left\| e^{-t\mathcal{A}} (x-v_{\delta}(0)) \right\|^2_H + \sum_{i=1}^{3} I_i(\delta,\rho)(t).
\end{align*}
Due to the properties of the analytic semigroup \( e^{t\mathcal{A}} \), it is possible to prove that for any \( \theta \in (0,1) \) and \( p > 1/(1-\theta) \) and for any \( f \in L^p((T_1,T_2);H) \) and \( -\infty \leq T_1 \leq t \leq t+h \leq T_2 < +\infty \),
\begin{equation}
\left\| \int_{T_1}^{t+h} e^{(t+h-s)\mathcal{A}} f(s) \, ds - \int_{T_1}^{t} e^{(t-s)\mathcal{A}} f(s) \, ds \right\|_H \leq c_{\theta,p} h^\theta \|f\|_{L^p((T_1,T_2);H)}
\end{equation}
for some constant \(c_{\theta, \rho}\) independent of \(T_1\) and \(T_2\). Now, due to (5.8) and (5.13), we have that \(B(v_\delta(\cdot))\) and \(Q_\delta [G(u(\cdot))\mathcal{H}(u(\cdot))]\) are in \(L^\infty((-1/\delta, 0); H)\). Then, for any \(\theta \in (0, 1)\) we obtain

\[
|v_\delta(0) - v_\delta(-\rho)|_H \leq \left| \int_{-\frac{1}{\delta}}^{0} e^{-sA}B(v_\delta(s)) \, ds - \int_{-\frac{1}{\delta}}^{-\rho} e^{-(\rho+s)A}B(v_\delta(s)) \, ds \right|_H
\]

\[
+ \left| \int_{-\frac{1}{\delta}}^{0} e^{-sA}Q_\delta [G(u(s))\mathcal{H}(u(s))] \, ds - \int_{-\frac{1}{\delta}}^{-\rho} e^{-(\rho+s)A}Q_\delta [G(u(s))\mathcal{H}(u(s))] \, ds \right|_H
\]

\[
\leq C_\delta \rho^\theta,
\]

for a constant \(C_\theta\) which is independent of \(\delta > 0\). This implies that for any \(\theta \in (1/2, 1)\)

\[
(5.28) \quad \sup_{\delta > 0} I_1(\delta, \rho)(t) \leq c_\theta \rho^{2\theta - 2}, \quad t \in [-\rho, 0],
\]

Concerning \(I_2(\delta, \rho)(t)\), according to (5.13) we have

\[
(5.29) \quad \sup_{\delta > 0} I_2(\delta, \rho)(t) \leq c \rho^{2\beta - 1}, \quad t \in [-\rho, 0],
\]

and concerning \(I_3(\delta, \rho)(t)\), as \(x \in D((-A)^\alpha)\), we obtain

\[
(5.30) \quad \sup_{\delta > 0} I_3(\delta, \rho)(t) \leq c \rho^{2(\alpha - 1)}, \quad t \in [-\rho, 0].
\]

Therefore, thanks to (5.28), (5.29) and (5.30), we conclude that for any \(\delta, \rho > 0\)

\[
\int_{-\rho}^{0} \left| G^{-1}(v_{\delta, \rho}(t)) \left[ \frac{1}{\rho} \left( e^{-tA} - e^{(t+\rho)A}v_\delta(-\rho) \right) - \frac{2(t+\rho)}{\rho} A e^{-tA} \right] \right|^2_\mathcal{H} \, dt
\]

\[
\leq c \left( \rho^{2\theta - 1} + \rho^{2\beta} + \rho^{2\alpha - 1} \right) + \frac{4}{\rho} |x - v_\delta(0)|^2_H.
\]

In view of (5.15) and (5.27), for any \(\delta > 0\) and \(\rho \in (0, 1)\) this yields

\[
(5.31) \quad \int_{-\rho}^{0} |\mathcal{H}(v_{\delta, \rho}(t)|^2_H \, dt \leq c \left( \rho^{2\theta - 1} + \rho^{2\beta} + \rho^{2\alpha - 1} \right) + \frac{c}{\rho} |x - v_\delta(0)|^2_H
\]

\[
+ c \int_{-\rho}^{0} |G^{-1}(v_{\delta, \rho}(t))B(v_{\delta, \rho}(t))|^2_H \, dt \leq c \rho^{\tilde{\gamma}} + \frac{c}{\rho} |x - v_\delta(0)|^2_H,
\]

where

\[
\tilde{\gamma} := \min \{ 2\theta - 1, 2\beta, 2\alpha - 1, 1 \} > 0
\]

(notice that here \(d \geq 2\), and hence \(\beta > 0\)).

Now, since for any \(\delta, \rho > 0\)

\[
S(u_{\delta, \rho}) = \frac{1}{2} \int_{-\frac{1}{\delta}}^{-\rho} \left| \frac{Q_\delta [G(u(s))\mathcal{H}(u(s))]}{g(v_\delta(s, \cdot))} \right|^2_H ds + \frac{1}{2} \int_{-\rho}^{0} |\mathcal{H}(v_{\delta, \rho}(t)|^2_H \, dt,
\]
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Moreover, thanks to (5.19), it is possible to show that
\( \lim_{\rho \to 0} \int_{-\rho}^{\rho} \left( \frac{Q_{\delta}(G(u(s)))H(u(s))}{g(\cdot, v_{\delta}(s, \cdot))} \right)^2_H \) ds = 0.

Due to (5.19) and (5.31), for any \( \rho \in (0, 1) \) there exists \( \delta(\rho) > 0 \) such that
\[
\int_{-\rho}^{\rho} |H(v_{\delta(\rho)}(t))|^2_H dt \leq \frac{1}{\rho} |x - v_{\delta(\rho)}(0)|^2_H 
\]
and
\[
\lim_{\rho \to 0} \delta(\rho) = 0.
\]
Hence, as \( H(u) \in L^2((-\infty, 0); H) \), we obtain
\[
\lim_{\rho \to 0} \int_{-\rho}^{\rho} |H(v_{\delta(\rho)}(t))|^2_H dt \leq \frac{1}{\rho} |x - v_{\delta(\rho)}(0)|^2_H = 0.
\]
This means that, in order to conclude the proof of (5.20), we have to show that
\[
(5.32) \quad \lim_{\rho \to 0} \int_{-\rho}^{\rho} \left( \frac{Q_{\delta}(G(u(s)))H(u(s))}{g(\cdot, v_{\delta(\rho)}(s, \cdot))} \right)^2_H \) ds = 0.
\]
We have
\[
|Q_{\delta}(G(u(s))H(u(s))| \leq c |Q_{\delta}(G(u(s))H(u(s))| = 0.
\]
For any \( s \leq 0 \) we have
\[
\lim_{\rho \to 0} \int_{-\rho}^{\rho} \left( Q_{\delta}(G(u(s))H(u(s)) \right) ds = 0.
\]
and then, as
\[
\lim_{\rho \to 0} \int_{-\rho}^{\rho} \left( Q_{\delta}(G(u(s))H(u(s)) \right) ds = 0.
\]
Moreover, thanks to (5.19), it is possible to show that
\[
\lim_{\rho \to 0} \int_{-\rho}^{\rho} \left( |G(v_{\delta(\rho)}(s) - G(u(s)) \right) H(u(s)) \right) ds = 0.
\]
Then, as
\[
\lim_{\rho \to 0} \int_{-\rho}^{\rho} \left( |G(v_{\delta(\rho)}(s) - G(u(s)) \right) H(u(s)) \right) ds = 0.
\]
Together with (5.33), this implies (5.32) and (5.26) is proved.
Lemma 5.6. Assume that \( x \in D((-A)^{\alpha}) \), with \( \alpha \geq \beta + 1/2 \). Then, for any \( \delta, \rho > 0 \) it holds that
\[
S(u_{\delta, \rho}) = \tilde{S}(u_{\delta, \rho}).
\]

Proof. In order to prove (5.34), we have to show that \( u_{\delta, \rho} \in \mathcal{Y}_x \), for any \( \delta, \rho > 0 \). Due to the definition of \( u_{\delta, \rho} \), we have that
\[
\frac{\partial u_{\delta, \rho}}{\partial t}(t, \xi) = Au_{\delta, \rho}(t, \xi) + b(\xi, u_{\delta, \rho}(t, \xi)) + g(\xi, u_{\delta, \rho}(t, \xi))K_{\delta, \rho}(t, \xi),
\]
where
\[
K_{\delta, \rho}(t) = \begin{cases} 
0 & t < -1/\delta, \\
G^{-1}(v_\delta(t)) \left( Q_\delta [G(u(t))\mathcal{H}(u)(t)] \right) & -1/\delta \leq t \leq -\rho, \\
\mathcal{H}(v_\delta(t)) & -\rho < t \leq 0.
\end{cases}
\]

We need to show that
\[
\int_{-\infty}^{0} |Q_1^{-1}K_{\delta, \rho}(t)|^2 \, dt < \infty.
\]

Due to (2.15) and (2.16), we have
\[
|Q_\delta |G(u(t))\mathcal{H}(u)(t)| |_{D((-A)^{\beta})} \leq c_\delta \left| G(u(t))\mathcal{H}(u)(t) \right|_H \leq c_\delta \left| \mathcal{H}(u)(t) \right|_H, \quad t \leq 0.
\]

Therefore, thanks to (2.24), we have that \( Q_\delta [G(u(\cdot))\mathcal{H}(u)] \in L^2((-\infty, 0); H^{2\beta/2}_{\mathcal{N}_\beta}(\mathcal{O})) \) and
\[
|Q_\delta [G(u(\cdot))\mathcal{H}(u)]|_{L^2((-\infty, 0); H^{2\beta/2}_{\mathcal{N}_\beta}(\mathcal{O}))} \leq c_\delta.
\]

Moreover, as \( 1/g \in C^\infty(D \times \mathbb{R}) \) and, according to (5.13),
\[
v_\delta \in L^\infty((-1/\delta, 0); D((-A)^{\beta+1/2})) = L^\infty((-1/\delta, 0); H^{2\beta+1.2}_{\mathcal{N}_{\beta+1/2}}(\mathcal{O})) \\
\subset L^\infty((-1/\delta, 0); L^\infty(\mathcal{O})),
\]
from [12] Theorem 5.5.4.1 and (2.29) we obtain that
\[
\frac{1}{g(c, v_\delta)} \in L^\infty((-1/\delta, 0); H^{2\beta+1.2}_{\mathcal{N}_{\beta+1/2}}(\mathcal{O})).
\]

Since \( 2\beta + 1 > d/2 \), in view of (2.21) and (5.30) this implies
\[
G^{-1}(v_\delta(t)) \left( Q_\delta [G(u(t))\mathcal{H}(u)(t)] \right) \in H^{2\beta/2}(\mathcal{O}).
\]

Moreover, thanks to (2.29), we have that
\[
\mathcal{N}_\beta \left[ G^{-1}(v_\delta(t)) \left( Q_\delta [G(u(t))\mathcal{H}(u)(t)] \right) \right] |_{\partial C} = 0,
\]
so that \( G^{-1}(v_\delta(t)) \left( Q_\delta [G(u(t))\mathcal{H}(u)(t)] \right) \in H^{2\beta/2}_{\mathcal{N}_\beta}(\mathcal{O}) = D((-A)^{\beta}) \) and, thanks to (2.17) and (5.36),
\[
\left| Q_1^{-1} \left( G^{-1}(v_\delta) \left( Q_\delta [G(u(t))\mathcal{H}(u)(t)] \right) \right) \right|_{L^2((-1/\delta, 0); H)} \leq c_1 \left| G^{-1}(v_\delta) \left( Q_\delta [G(u(t))\mathcal{H}(u)(t)] \right) \right|_{L^2((-1/\delta, 0); D((-A)^{\beta}))} \leq c_\delta.
\]

Concerning \( \mathcal{H}(v_{\delta, \rho}) \), in (5.27) we have seen that
\[
\mathcal{H}(v_{\delta, \rho})(t) = G^{-1}(v_{\delta, \rho}(t))\psi_{\delta, \rho}(t),
\]
where

\[
\psi_{\delta,\rho}(t) := \frac{1}{\rho} \left( e^{-tA}x - e^{(t+\rho)A}v_{\delta}(-\rho) \right) - \frac{2(t+\rho)}{\rho} A e^{-tA}x - B(v_{\delta,\rho}(t)).
\]

Then, by proceeding as above, in order to prove that

\[
|Q_1^{-1}H(v_{\delta,\rho})|_{L^2((-\rho,0);H)} < \infty,
\]

and hence conclude the proof of (5.35), we have to show that

\[
(6.1)
\]

where

\[
W
\]

and hence conclude the proof of (5.35), we have to show that

\[
\psi_{\delta,\rho} \in L^2((-\rho,0); D((-A)^\beta)) = L^2((-\rho,0); H_{\beta,2}^2(O)).
\]

If \( x \in D((-A)^\alpha) \) with \( \alpha \geq \beta + 1/2 \), it is immediate to check that

\[
(5.39) \quad \int_0^\rho \left| (-A)^\beta e^{-tA}x \right|^2_H + \left| (-A)^{\beta+1} e^{-tA}x \right|^2_H \, dt \leq c_{\rho,\alpha} \left| x \right|^2_{D((-A)^\alpha)}.
\]

Moreover, according to (5.13), we have

\[
(5.40) \quad \int_0^\rho \left| (-A)^\beta e^{-(t+\rho)A}v_{\delta}(-\rho) \right|^2_H \, dt \leq c_{\rho}.
\]

Finally, since

\[
v_{\delta,\rho} \in L^\infty((-\rho,0); D((-A)^{\beta+\frac{1}{2}})) \subset L^\infty((-\rho,0); L^\infty(O))
\]

and \( b \in C^\infty(\bar{O} \times \mathbb{R}) \), by proceeding as before for \( 1/g \), due to [12, Theorem 5.5.4.1] we have that \( B(v_{\delta,\rho})(t) \in D((-A)^{\beta+\frac{1}{2}}) \) and

\[
|B(v_{\delta,\rho})(t)|_{D((-A)^{\beta+\frac{1}{2}})} \leq c \left( 1 + \left| v_{\delta,\rho}(t) \right|_{L^\infty} \right) \left| v_{\delta,\rho} \right|_{D((-A)^{\beta+\frac{1}{2}})}
\]

for some power \( k \geq 0 \). This implies that

\[
\int_0^\rho \left| (-A)^\beta B(v_{\delta,\rho}(t)) \right|^2_H \, dt \leq c_{\rho},
\]

so that from (5.39) and (5.40) we can conclude that \( (5.38) \) holds true. This finishes the proof of the lemma. \( \square \)

6. THE QUASI-POTENTIAL

On the space \( C([T_1, T_2]; H) \) with \( -\infty \leq T_1 < T_2 \leq +\infty \), we introduce the operator

\[
(6.1) \quad S_{T_1, T_2}(u) = \begin{cases} 
\frac{1}{2} \int_{T_1}^{T_2} |\mathcal{H}(u)|^2_H \, dt, & \text{if} \, u \in W_{2,2}^{1,2}(T_1, T_2), \\
+\infty, & \text{otherwise},
\end{cases}
\]

where \( W_{2,2}^{1,2}(T_1, T_2) \) is the subspace of \( C([T_1, T_2]; H) \) introduced in (5.2) and \( \mathcal{H} \) is the operator introduced in (5.1).

For any \( x \in H \) we define

\[
(6.2) \quad V(x) := \inf \{ S_{0,T}(u) : u \in C([0, T]; H), \, T > 0, \, u(0) = 0, \, u(T) = x \}.
\]
In Proposition 5.1 we have shown that the level sets of $S_\infty,0$ are compact in $C((-\infty,0]; H)$. Thus, by proceeding as in the proof of Proposition 7, it is possible to show that $V$ can be characterized as

$$V(x) = \min \left\{ S_{-\infty,0}(u) : u \in C((-\infty,0]; H), \lim_{t \to -\infty} |u(t)|_H = 0, u(0) = x \right\},$$

for any $x \in H$. Recalling how the operator $S$ was defined in (5.3), this means that

$$V(x) = \min \{ S(u) : u \in \mathcal{X} \}. \tag{6.3}$$

In [13], Sowers has considered equation (2.30) in space dimension $d = 1$, with $Q_\delta = I$, and he has proved that the family of invariant measures $\{ \nu_\epsilon \}_{\epsilon > 0}$, which we have introduced at the end of Section 2, obeys a large deviation principle with the action functional given by the quasi-potential $V$.

Next, for any $\delta > 0$, we introduce the operator

$$S_{T_1,T_2}^\delta(u) = \begin{cases} \frac{1}{2} \int_{T_1}^{T_2} \left| Q_\delta^{-1} H(u) \right|^2_H dt, & \text{if } u \in W^{1,2}_2(\mathcal{X}(T_1,T_2), \mathcal{X}), \\ +\infty, & \text{otherwise} \end{cases} \tag{6.4}$$

and for any $x \in H$ we define

$$V_\delta(x) := \inf \left\{ S_{0,T}^\delta(u) : u \in C([0,T]; H), T > 0, u(0) = 0, u(T) = x \right\}. \tag{6.5}$$

In [5] Proposition 5.4] we have proved that $V_\delta$ can be characterized as

$$V_\delta(x) = \min \left\{ S_{\infty,0}^\delta(u) : u \in C((-\infty,0]; H), \lim_{t \to -\infty} |u(t)|_H = 0, u(0) = x \right\},$$

for any $x \in H$, so that, recalling how the operator $S_\delta$ was defined in (5.3), we have

$$V_\delta(x) = \min \{ S_\delta(u) : u \in \mathcal{X} \}. \tag{6.6}$$

In particular, in view of Lemma [4] this implies

$$V_\delta(x) < \infty \iff x \in D((-A)^{\beta+\frac{1}{2}}). \tag{6.7}$$

In the general case considered by Sowers in [13], unlike $S_{T_1,T_2}$ which is explicitly given, the quasi-potential $V$ is given implicitly as an infimum. As shown in [7], there are some cases in which $V$ is explicitly given. The first one is the case of a linear equation perturbed by an additive noise

$$\begin{cases} \frac{\partial u}{\partial t}(t,\xi) = Au(t,\xi) + \frac{\partial u^Q}{\partial t}(t,\xi), \\ u(0,\xi) = x(\xi), \quad N u(t,\xi) = 0, \quad \xi \in \partial \Omega. \end{cases} \tag{6.8}$$

In this case, under the assumption that the linear operator

$$R := \int_0^\infty e^{tA}QQ^*e^{tA^*} \, dt$$

is bounded and nuclear on $H$, we have

$$V(x) = \frac{1}{2} |R^{-\frac{1}{2}} x|_H^2, \quad x \in H, \tag{6.9}$$

with the usual convention that if an element $x$ is not in the domain of an operator $C$, then $|Cx|_H = +\infty$ (for a proof see [7]). In the case where $A$ and $Q$ are diagonal
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with respect to the same orthonormal basis \( \{ e_k \}_k \) of \( H \), with eigenvalues \( \{ \alpha_k \}_k \in \mathbb{N} \) and \( \{ \lambda_k \}_k \in \mathbb{N} \), respectively, the operator \( R \) can be computed and we have

\[
Rx = \frac{1}{2} \sum_{k=1}^{\infty} \frac{\lambda_k^2}{\alpha_k} \langle x, e_k \rangle_H e_k,
\]

so that

\[
V(x) = \sum_{k=1}^{\infty} \frac{\alpha_k}{\lambda_k^2} \langle x, e_k \rangle_H^2.
\]

In particular, we have

\[
Q = (-A)^{-\beta}, \quad \beta \geq 0 \implies V(x) = \langle (-A)^{\frac{1}{2} + \beta} x \rangle_H^2.
\]

This means that if \( V \) and \( V_\delta \) are the functionals defined, respectively, in (6.2) and (6.4), we have

\[
V(x) = \begin{cases} 
\langle (-A)^{\frac{1}{2}} x \rangle_H & \text{if } x \in D((-A)^{\frac{1}{2}}), \\
+\infty & \text{otherwise}
\end{cases}
\]

and

\[
V_\delta(x) = \begin{cases} 
\sum_{k=1}^{\infty} \frac{\alpha_k}{\lambda_k^2} \langle x, e_k \rangle_H^2 & \text{if } x \in D((-A)^{\beta + \frac{1}{2}}), \\
+\infty & \text{otherwise}
\end{cases}
\]

Therefore, due to (2.12), we get

\[
\lim_{\delta \to 0} V_\delta(x) = V(x), \quad x \in D((-A)^{\beta + \frac{1}{2}}).
\]

There is another relevant situation in which \( V \) can be explicitly computed, and this is the case in which (2.30) is a gradient system; that is, \( \mathcal{O} = (0, L) \) and

\[
\begin{cases}
\frac{\partial u}{\partial t}(t, \xi) = Au(t, \xi) + b(\xi, u(t, \xi)) + \frac{\partial w}{\partial t}(t, \xi), \\
u(0, \xi) = x(\xi), \quad Nu(0, t) = Nu(t, L) = 0.
\end{cases}
\]

In particular, \( g(\xi, \sigma) \equiv 1 \) and \( Q_\delta = I \). In this case, as shown e.g. in [7, Theorem 3.7], it is possible to prove that \( V \) is the potential associated with equation (2.30); that is,

\[
V(x) = \frac{1}{2} \langle (-A)^{\frac{1}{2}} x \rangle_H^2 - \int_\mathcal{O} \int_0^{\xi(\xi)} b(\xi, \sigma) d\sigma d\xi.
\]

We would like to stress that the functional \( V(x) \) given in (6.12) coincides with the quasi-potential only in space dimension \( d = 1 \), where we can take a white noise both in time and in space. Nevertheless, the expression of \( V(x) \) given in (6.12) is also meaningful in space dimension \( d \geq 1 \), for any \( x \in D((-A)^{\frac{1}{2}}) \). Moreover, as proved in [6, Theorem 12.23], for any \( d \geq 1 \)

\[
\frac{1}{2} \langle (-A)^{\frac{1}{2}} x \rangle_H^2 - \int_\mathcal{O} \int_0^{\xi(\xi)} b(\xi, \sigma) d\sigma d\xi
\]

\[
= \inf \left\{ S_{0,T}(u), \ u \in C([0, T]; H), \ u(0) = 0, \ u(T) = x, \ T > 0 \right\},
\]
and hence, as we have already seen at the beginning of this section,
\[ \frac{1}{2} |(-A)^{1/2} x|^2_H - \int_0^T \int_\mathcal{O} b(x, \sigma) \, ds \, d\xi = \min \{ S(u), \ u \in X_x \}. \]

In (6.10) we have seen that in the linear case \( V_\delta(x) \) converges to \( V(x) \), as \( \delta \) goes to zero, for any \( x \in D((-A)^{3/4}) \). In view of Theorem 5.3 we can prove that the same result is also true in the general case we have considered in the present paper.

**Theorem 6.1.** Assume Hypotheses \( 1 \) and \( 2 \). Then
\[ \lim_{\delta \to 0} V_\delta(x) = V(x), \quad x \in D((-A)^{3/4}). \]

**Proof.** In Theorem 5.3 we have shown that for any \( x \in D((-A)^{3/4}) \)
\[ \Gamma - \lim_{\delta \to 0} S_\delta = S \quad \text{in} \quad X_x. \]

Then, according to Theorem 3.3 in order to get (6.13) we have to prove that the family \( \{ S_\delta \}_{\delta > 0} \) is equi-coercive in \( X_x \). Actually, this implies that \( S \) is coercive (but this we already knew) and, due to (6.3) and (6.6).
\[ V(x) = \min \{ S(u) : u \in X_x \} = \lim_{\delta \to 0} \inf_{u \in X_x} S_\delta(u) = \lim_{\delta \to 0} V_\delta(x). \]

Thanks to Proposition 3.3 the equi-coerciveness of the family \( \{ S_\delta \}_{\delta > 0} \) follows once we prove that there exists a lower semicontinuous and coercive function \( \Psi : X_x \to \mathbb{R} \) such that
\[ (6.14) \quad S_\delta(u) \geq \Psi(u), \quad u \in X_x, \quad \delta > 0. \]
If \( u \in X_x \setminus \mathcal{Y}_x \), then \( S_\delta(u) = +\infty \). If \( u \in \mathcal{Y}_x \), due to (2.20) we have
\[ S_\delta(u) = \frac{1}{2} \int_{-\infty}^0 |Q_\delta^{-1} H(u)(s)|^2_H \, ds \geq \frac{1}{2} \int_{-\infty}^0 |H(u)(s)|^2_H \, ds = S(u). \]

Then, if we take \( \Psi = S \), as \( S \) is lower semicontinuous and coercive, we get (6.14) and then (6.13) follows. \( \square \)

**7. Application to the problem of the exit time from a basin of attraction**

Let \( D \) be a bounded subset of \( H \). In what follows we denote by \( u^x \) the solution of the unperturbed problem (4.1) starting from \( x \), and we assume that if \( x \in D \), then \( u^x(t) \in D \), for any \( t \geq 0 \), and
\[ \lim_{t \to \infty} |u^x(t)|_H = 0. \]

In view of (4.2), we have that the condition above is satisfied by any ball \( B_{c, \gamma} = \{ x \in D((-A)^\gamma) : |x|_{D((-A)^\gamma)} \leq c \} \), with \( \gamma \leq 1/2 \) and \( c > 0 \), and also by any ball \( B_{c, \infty} = \{ x \in L^\infty(\mathcal{O}) : |x|_\infty \leq c \} \), with \( c > 0 \).

Moreover, as we are assuming \( D \) to be bounded, there exists \( c > 0 \) such that \( \overline{D} \subseteq B_{c, 0} \). Thus, thanks to Lemma 4.2 we have that for any \( \gamma \geq 0 \) and \( \mu > 0 \) there exists \( T_1 = T_1(\gamma, \mu) > 0 \) such that
\[ t^x_{\mu, \gamma} = \inf \{ t \geq 0 : u^x(t) \in B_{\mu, \gamma} \cap B_{\mu, \infty} \} < T_1, \quad x \in \overline{D}, \]
and
\[ u^x(t) \in B_{\mu, \gamma}, \quad t > T_1. \]
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Now, in correspondence with the domain $D$ and the initial point $x \in D$, for any $\epsilon, \delta > 0$ we define the exit time
\[
\tau_{\epsilon, \delta}^x := \inf \left\{ t \geq 0 : u_{\epsilon, \delta}^x(t) \in \partial D \right\},
\]
where $u_{\epsilon, \delta}^x$ is the solution of (2.30). In what follows we want to prove that, as in the finite dimensional case, the following limiting result holds.

**Theorem 7.1.** Assume that for any $\delta > 0$, there exists $y_\delta \in \partial D$ such that
\[
V_\delta(y_\delta) = \inf_{x \in \partial D} V_\delta(x) = \min_{x \in \partial D} V_\delta(x).
\]
Then, under Hypotheses 1 and 2, we have
\[
\lim_{\epsilon \to 0} \epsilon \log \mathbb{E} \tau_{\epsilon, \delta}^x = \inf_{y \in \partial D} V_\delta(y).
\]

As in the finite dimensional case (see [10, proof of Theorem 4.1] and also [9, proof of Theorem 5.7.11]), the proof of the theorem above is a consequence of the following preliminary results, whose proofs are postponed until Appendix A. Notice that in all these lemmas the positive parameter $\delta$ is fixed.

**Lemma 7.2.** For any $\eta > 0$ and $\mu > 0$, we can fix $\bar{T} > 0$ and $h > 0$ such that if $x \in B_{\mu, 0}$, then there exist $\bar{T}(x) \leq \bar{T}$ and $z^x \in C([0, \bar{T}(x)]; H)$ with $z^x(0) = x$, such that
\[
d_H \left( z^x(\bar{T}(x)), \bar{T} \right) > h
\]
and
\[
S_{0, \bar{T}(x)}^\delta(z^x) \leq V_\delta(y_\delta) + \eta = \inf_{y \in \partial D} V(y) + \eta.
\]

**Lemma 7.3.** There exists $\bar{\mu} > 0$ such that, for any $\eta > 0$ and $0 < \mu \leq \bar{\mu}$, there exists $\bar{T} > 0$ such that
\[
\liminf_{\epsilon \to 0} \epsilon \log \inf_{x \in B_{\mu, \infty}} \mathbb{P} \left( \tau_{\epsilon, \delta}^x \leq \bar{T} \right) > - \left( \inf_{y \in \partial D} V_\delta(y) + \eta \right).
\]

**Lemma 7.4.** For any $\epsilon > 0$ and $\mu > 0$ such that $B_{\mu, 0} \subseteq D$, let us define
\[
\sigma_{\epsilon, \delta, \mu}^x := \inf \left\{ t \geq 0 : u_{\epsilon, \delta}^x(t) \in B_{\mu, 0} \cup \partial D \right\}.
\]
Then, for any $x \in D$
\[
\lim_{t \to \infty} \liminf_{\epsilon \to 0} \epsilon \log \mathbb{P} \left( \sigma_{\epsilon, \delta, \mu}^x > t \right) = -\infty.
\]

**Lemma 7.5.** For any $\mu > 0$, with $B_{\mu, 0} \subseteq D$, and $x \in D$ we have
\[
\lim_{\epsilon \to 0} \mathbb{P} \left( u_{\epsilon, \delta}^x(\sigma_{\epsilon, \delta, \mu}^x) \in B_{\mu, 0} \right) = 1.
\]

**Lemma 7.6.** For every $\rho, \lambda > 0$ and $x \in D$ there exists $\bar{T} = T(\rho, \lambda, x) < \infty$ such that
\[
\limsup_{\epsilon \to 0} \epsilon \log \mathbb{P} \left( \sup_{t \in [0, \bar{T}]} |u_{\epsilon, \delta}^x(t) - x|_H \geq \rho \right) < -\lambda.
\]

Now, in view of Theorem 6.1, we want to prove that the infimum of $V_\delta$ on $\partial D$ converges to the infimum of $V$ on $\partial D$, as the parameter $\delta$ goes to zero.
Theorem 7.7. Assume that for any \( x \in D((-A)^{\frac{1}{2}}) \cap \partial D \) there exists a sequence \( \{x_n\}_{n \in \mathbb{N}} \subset D((-A)^{\beta + \frac{1}{2}}) \cap \partial D \) such that
\[
\lim_{n \to \infty} |x_n - x|_{D((-A)^{\frac{1}{2}})} = 0.
\]
Then, under Hypotheses 11 and 2, we have
\[
\lim_{\delta \to 0} \inf_{x \in \partial D} V_\delta(x) = \inf_{x \in \partial D} V(x).
\]
In particular, we have
\[
\inf_{\delta > 0} \lim_{\epsilon \to 0} \epsilon \log \mathbb{E} \tau_{\epsilon, \delta} = \inf_{x \in \partial D} V(x),
\]
so that, for small \( \delta > 0 \),
\[
\mathbb{E} \tau_{\epsilon, \delta} \approx \exp \left( \frac{1}{\epsilon} \inf_{x \in \partial D} V(x) \right), \quad \text{as} \ \epsilon \downarrow 0.
\]

Proof. For any \( \delta > 0 \) we define
\[
\tilde{V}_\delta(x) := \begin{cases} V_\delta(x), & x \in D((-A)^{\beta + \frac{1}{2}}) \cap \partial D =: \partial D_\beta, \\ +\infty, & x \in H \setminus \partial D_\beta \end{cases}
\]
and, analogously, we define
\[
\tilde{V}(x) := \begin{cases} V(x), & x \in \partial D_\beta, \\ +\infty, & x \in H \setminus \partial D_\beta \end{cases}
\]
According to Theorem 6.1 we have
\[
\lim_{\delta \to 0} \tilde{V}_\delta(x) = \tilde{V}(x), \quad x \in H.
\]
Moreover, as \( S_{\delta_1}(u) \leq S_{\delta_2}(u) \), for any \( \delta_1 < \delta_2 \) and \( u \in X_x \), we immediately have
\[
\delta_1 < \delta_2 \implies \tilde{V}_{\delta_1}(x) \leq \tilde{V}_{\delta_2}(x), \quad x \in H.
\]
Thus, thanks to Proposition 3.7, we have that
\[
\Gamma - \lim_{\delta \to 0} \tilde{V}_\delta = sc^{-} \tilde{V}.
\]
Since \( S_\delta(u) \geq S(u) \), for any \( \delta > 0 \) and \( u \in X_x \), we have
\[
\tilde{V}_\delta(x) \geq V_\delta(x) = \min \{ S_\delta(u) : u \in X_x \} \geq \min \{ S(u) : u \in X_x \} = V(x).
\]
As \( V(x) \) is lower semicontinuous and coercive, this implies the equi-coerciveness of the family \( \{\tilde{V}_\delta\}_{\delta > 0} \). Therefore, if we are able to prove that
\[
sc^{-} \tilde{V}(x) = \tilde{V}(x) := \begin{cases} V(x), & x \in \partial D, \\ +\infty, & x \in H \setminus \partial D, \end{cases}
\]
as a consequence of Theorem 3.8 we have that (7.10) follows. In fact, due to (7.12) and (7.13), we have
\[
\lim_{\delta \to 0} \inf_{x \in H} \tilde{V}_\delta(x) = \inf_{x \in H} \tilde{V}(x) = \inf_{x \in \partial D} V(x).
\]
On the other side, as \( \tilde{V}_\delta(x) = +\infty \), for any \( x \in H \setminus D((-A)^{\beta + \frac{1}{2}}) \), we have
\[
\inf_{x \in H} \tilde{V}_\delta(x) = \inf_{x \in \partial D_\beta} \tilde{V}_\delta(x) = \inf_{x \in \partial D} V_\delta(x).
\]
and hence we can conclude that
\[ \lim_{\delta \to 0} \inf_{x \in \partial D} V_\delta(x) = \inf_{x \in \partial D} V(x). \]

Now, let us prove (7.13). We use the characterization of \( \text{sc} \tilde{V} \) given in Proposition 3.5. Let \( x \in H \) and let \( \{x_n\} \subset H \) be any sequence converging to \( x \). As \( \partial D \) is closed in \( H \), we have that \( \tilde{V} \) is lower semicontinuous. Actually, as proved in [5, Theorem 5.5], for any \( r > 0 \) the set \( \{V \leq r\} \) is compact in \( H \) and in particular it is closed. Then, as
\[ \{\tilde{V} \leq r\} = \{V \leq r\} \cap \partial D, \]
we have that \( \{\tilde{V} \leq r\} \) is compact and in particular closed, so that \( \tilde{V} \) is lower-semicontinuous. This implies
\[ \tilde{V}(x) \leq \liminf_{n \to \infty} \tilde{V}(x_n) \leq \liminf_{n \to \infty} \tilde{V}(x_n). \]

Next, for any \( x \in H \), we want to find a sequence \( \{x_n\} \subset H \) converging to \( x \) in \( H \), such that
\[ \tilde{V}(x) \geq \limsup_{n \to \infty} \tilde{V}(x_n). \]

If \( \tilde{V}(x) = +\infty \), there is nothing to prove. Then, assume \( \tilde{V}(x) < +\infty \). This means that \( x \in D((-A)^{\frac{1}{2}}) \cap \partial D \). As we are assuming that there exists a sequence \( \{x_n\} \subset D((-A)^{\beta+\frac{1}{2}}) \cap \partial D \) converging to \( x \) in the \( D((-A)^{\frac{1}{2}}) \)-norm, we conclude that
\[ \tilde{V}(x) = V(x) = \lim_{n \to \infty} V(x_n) = \lim_{n \to \infty} \tilde{V}(x_n). \]

In view of (7.14) and (7.15), we can apply Proposition 3.5 and we get (7.13), which implies (7.10). Finally, (7.11) is a consequence of (7.10) and of Theorem 7.1. □

Remark 7.8. If \( D = B_{c,0} \), then \( \partial D = \{x \in H; |x|_H = c\} \). Thus, it is possible to prove that for any \( x \in D((-A)^{\frac{1}{2}}) \cap \partial D \) there exists a sequence \( \{x_n\}_{n \in \mathbb{N}} \subset D((-A)^{\beta+\frac{1}{2}}) \cap \partial D \) converging to \( x \) in the \( D((-A)^{\frac{1}{2}}) \)-norm. Actually, we fix a sequence \( \{\hat{x}_n\} \subset D((-A)^{\beta+\frac{1}{2}}) \) such that
\[ |\hat{x}_n - x|_{D((-A)^{\frac{1}{2}})} = 0, \]
and we define
\[ x_n := c \frac{\hat{x}_n}{|\hat{x}_n|_H}, \quad n \in \mathbb{N}. \]
Clearly \( x_n \in \partial D \) and, as \( |\hat{x}_n|_H \to |x|_H = c \), we have that
\[ |x_n - x|_{D((-A)^{\frac{1}{2}})} = 0. \]

Appendix A

Here we give a proof for all Lemmas from 7.2 to 7.6. The proofs of Lemmas 7.3, 7.4, 7.5 and 7.6 are very similar to the proofs of the corresponding finite dimensional results, once one has all the preliminary results already proved e.g. in [4]. On the contrary, the proof of Lemma 7.2 is much more delicate than in finite dimension and requires some extra work.
A.1. Proof of Lemma 7.2. If $V_{6}(y_{\delta}) = +\infty$, there is nothing to prove. Thus, we can assume that $V_{6}(y_{\delta}) < \infty$, so that, in view of (6.7), we have that $y_{\delta} \in D((-A)^{\beta+\frac{1}{2}})$. Now, we fix $\hat{y}_{\delta} \in D((-A)^{\beta+\frac{1}{2}})$ such that

\begin{equation}
|\hat{y}_{\delta} - y_{\delta}|_{D((-A)^{\beta+\frac{1}{2}})} \leq \rho, \quad d_{H} (\hat{y}_{\delta}, \bar{D}) > h,
\end{equation}

with $\rho, h > 0$ to be determined. Once we have fixed $\hat{y}_{\delta}$, for any $x \in B_{\mu,0}$ we try to construct a continuous mapping $z^\tau: [0, \bar{T}(x)] \to \mathbb{R}$, with $z^\tau(0) = x$ and $z^\tau(\bar{T}(x)) = \hat{y}_{\delta}$, such that (7.4) holds, for a suitable choice of $\bar{T}(x), h$ and $\rho$.

Thanks to Lemma 4.2, for any $\theta > 0$ and $\gamma \geq 0$ there exists $T(\gamma, d, \mu, \theta) > 0$ such that

$$u^\tau(t; 0) \in B_{\theta, \gamma} \cap B_{\theta, \infty}, \quad t > T(\gamma, d, \mu, \theta), \quad x \in B_{\mu,0}.$$ 

Thus, if we set $\gamma = \beta + 1/2$, $T_{1} := T(\beta + 1/2, d, \mu, \theta) + 1$ and $z_{1}^\tau(t) := u^\tau(t; 0), \quad t \in [0, T_{1}]$,

we have that $z_{1}^\tau(0) = x$, $z_{1}^\tau(T_{1}) \in B_{\theta, \beta+1/2} \cap B_{\theta, \infty}$ and

\begin{equation}
S_{0,T_{1}}(z_{1}^\tau) = 0.
\end{equation}

Now, for any $T > 0$ we define

$$z_{2}^\tau(t) := \frac{1}{T} (T - t) e^{tA} z_{1}^\tau(T_{1}), \quad t \in [0, T].$$

We have $z_{2}^\tau \in C([0, T]; H)$ with $z_{2}^\tau(0) = z_{1}^\tau(T_{1})$ and $z_{2}^\tau(T) = 0$. It is immediate to check that

$$\mathcal{H}(z_{2}^\tau)(t) = -G^{-1}(z_{2}^\tau(t)) \left[ \frac{1}{T} e^{tA} z_{1}^\tau(T_{1}) + B(z_{2}^\tau(t)) \right], \quad t \in [0, T],$$

so that

$$|Q_{\delta}^{-1} \mathcal{H}(z_{2}^\tau)(t)|_{H}^2 \leq c_{\delta} \frac{T}{T^{2}} \left| (-A)^{\beta} G^{-1}(z_{2}^\tau(t)) e^{tA} z_{1}^\tau(T_{1}) \right|_{H}^{2} + c_{\delta} \left| (-A)^{\beta} G^{-1}(z_{2}^\tau(t)) B(z_{2}^\tau(t)) \right|_{H}^{2} =: c_{\delta} \frac{T}{T^{2}} I_{1}(t) + c_{\delta} I_{2}(t).$$

Concerning $I_{1}(t)$, as $z_{2}^\tau \in L^{\infty}((0, T); D((-A)^{\beta+\frac{1}{2}})) \subset L^{\infty}((0, T); L^{\infty}(\mathcal{O}))$, by arguing as in the proof of Lemma 5.6, we have

$$I_{1}(t) \leq |G^{-1}(z_{2}^\tau(t)) e^{tA} z_{1}^\tau(T_{1})|_{D(-A)^{\beta}}^{2} \leq c \left| g(z_{2}^\tau(t)) \right|_{H^{2\beta+1}(\mathcal{O})}^{2} \left| e^{tA} z_{1}^\tau(T_{1}) \right|_{H^{2\beta}(\mathcal{O})}^{2} \leq c \left| e^{tA} z_{1}^\tau(T_{1}) \right|_{D(-A)^{\beta}}^{2}.$$
so that
\[
\int_0^T I_1(t) \, dt \leq c \sum_{k=1}^{\infty} \int_0^T \alpha_k^{2\beta} e^{-2t\alpha_k} (z_1^\tau(T_1))^2_k \, dt
\]
\[(A.3)\]
\[
= \frac{c}{2} \sum_{k=1}^{\infty} (z_1^\tau(T_1))^2_k \left( 1 - e^{-2T\alpha_k} \right) \alpha_k^{2\beta - 1}
\]
\[
\leq c \sum_{k=1}^{\infty} (z_1^\tau(T_1))^2_k \alpha_k^{2\beta - 1} = c |z_1^\tau(T_1)|^2_{D((-A)^{\beta - 1})} \leq c \theta^2.
\]
Concerning \( I_2(t) \), we have
\[
|z_2^\tau(t)|_{D((-A)^{\beta})} \leq \sum_{k=1}^{\infty} \alpha_k^{2\beta} e^{-2t\alpha_k} (z_1^\tau(T_1))^2_k.
\]
Moreover, as \( z_1^\tau(T_1) \in B_{\theta, \infty} \),
\[
|z_2^\tau(t)|_{L^\infty(\mathcal{O})} \leq |z_1^\tau(T_1)|_{L^\infty(\mathcal{O})} \leq \theta, \quad t \geq 0.
\]
Therefore, by arguing as in the proof of Lemma 4.2, we get that \( B(z_2^\tau(t)) \in D((-A)^{\beta}) \), for any \( t > 0 \), and
\[
|B(z_2^\tau(t))|_{D((-A)^{\beta})} \leq c \sum_{k=1}^{\infty} \alpha_k^{2\beta - 1} (z_1^\tau(T_1))^2_k \alpha_k e^{-2t\alpha_k} \left( 1 + \theta^2r \right),
\]
so that, as for \( I_1(t) \),
\[
\int_0^T I_2(t) \, dt \leq c \sum_{k=1}^{\infty} \alpha_k^{2\beta - 1} (z_1^\tau(T_1))^2_k \left( 1 + \theta^2r \right) = c |z_1^\tau(T_1)|^2_{D((-A)^{\beta - 1/2})} \left( 1 + \theta^2r \right).
\]
In view of (A.3), this yields
\[
\int_0^T |Q_\delta^{-1} H(z_2^\tau)(t)|_{H}^2 \, dt \leq c_\delta \theta^2 \left( \frac{1}{T^2} + \theta^2r + 1 \right).
\]
Therefore, if we take \( T_2 = 1 \), we can find \( \bar{\theta} > 0 \) small enough such that
\[(A.4)\]
\[
S_{\bar{\theta}, T_2}(z_2^\tau) \leq \frac{\eta}{3^4},
\]
and in correspondence of such \( \bar{\theta} \) we can take \( T_1 = T(\beta + 1/2, d, \mu, \bar{\theta}) \).

Next, due to the definition of \( S_\delta \) and \( V_\delta \), we can find \( z_3 : [0, T_3] \to D((-A)^{\beta + 1/2}) \) such that \( z_3(0) = 0 \) and \( z_3(T_3) = y_\delta \), with
\[(A.5)\]
\[
S_{0, T_3}(z_3) \leq V_\delta(y_\delta) + \frac{\eta}{3}.
\]
Finally, we want to construct \( z_4 : [0, T_4] \to H \) with \( z_4(0) = y_\delta \) and \( z_4(T_4) = \hat{y}_\delta \) such that
\[(A.6)\]
\[
S_{0, T_4}(z_4) \leq \frac{\eta}{3}.
\]
We define
\[
z_4(t) := e^{tA}y_\delta + \frac{t}{T} \left( e^{(T-t)A}\hat{y}_\delta - e^{tA}y_\delta \right).
\]
Clearly \( z_4(0) = y_\delta \) and \( z_4(T) = \hat{y}_\delta \). Moreover, it is immediate to check that
\[
\mathcal{H}(z_4(t)) = G^{-1}(z_4(t)) \left[ \frac{1}{T} \left( e^{(T-t)A} y_\delta - e^{tA} y_\delta \right) - \frac{2t}{T} A e^{(T-t)A} y_\delta - B(z_4(t)) \right].
\]
As \( z_4 \in L^\infty(0, T; D((-A)^{\beta+\frac{1}{2}})) \), by reasoning as above for \( z_1^2 \), we have
\[
|Q_\delta^{-1} \mathcal{H}(z_4(t))|_H^2 \leq \frac{c_\delta}{T^2} \left| (-A)^\beta \left( e^{(T-t)A} y_\delta - e^{tA} y_\delta \right) \right|_H^2 + c_\delta \left| B(z_4(t)) \right|_{D((-A)^{\beta})}^2 =: I_1(t) + I_2(t) + I_3(t).
\]
For the first term \( I_1(t) \), we have
\[
I_1(t) \leq \frac{c}{T^2} \left| (-A)^\beta e^{(T-t)A} (y_\delta - y_\delta) \right|_H^2 + \frac{c}{T^2} \left| (-A)^\beta \left( e^{(T-t)A} y_\delta - e^{tA} y_\delta \right) \right|_H^2.
\]
We have
\[
\int_0^T \left| (-A)^\beta e^{(T-t)A} (y_\delta - y_\delta) \right|_H^2 dt \leq c \sum_{k=1}^{\infty} \alpha_k^{2\beta-1} (y_\delta - y_\delta)_k^2 \alpha_k \int_0^T e^{-2\alpha_k t} dt \leq c \left| y_\delta - y_\delta \right|_{D((-A)^{\beta-\frac{1}{2}})}^2.
\]
Moreover, for \( t < T/2 \)
\[
\left| (-A)^\beta \left( e^{(T-t)A} y_\delta - e^{tA} y_\delta \right) \right|_H^2 \leq \sum_{k=1}^{\infty} \alpha_k^{2\beta+1} (y_\delta)_k^2 \alpha_k e^{-2\alpha_k (T-2t)^2}
\]
and, analogously, for \( t > T/2 \)
\[
\left| (-A)^\beta \left( e^{(T-t)A} y_\delta - e^{tA} y_\delta \right) \right|_H^2 \leq c \sum_{k=1}^{\infty} \alpha_k^{2\beta+1} (y_\delta)_k^2 \alpha_k e^{-2(T-t)\alpha_k (2t-T)^2},
\]
so that
\[
\int_0^T \left| (-A)^\beta \left( e^{(T-t)A} y_\delta - e^{tA} y_\delta \right) \right|_H^2 dt \leq c T^2 \sum_{k=1}^{\infty} \alpha_k^{2\beta+1} (y_\delta)_k^2 \alpha_k \left( \int_0^{T/2} e^{-2\alpha_k t} dt + \int_{T/2}^T e^{-2(T-t)\alpha_k} dt \right)
\]
\[
\leq c T^2 \left| \sqrt{T - e^{2TA}} \left( -A \right)^{\beta+\frac{1}{2}} y_\delta \right|_H^2.
\]
Therefore, we can conclude
\[
(A.7) \quad \int_0^T I_1(t) dt \leq \frac{c}{T^2} \left| y_\delta - y_\delta \right|_{D((-A)^{\beta-\frac{1}{2}})}^2 + c \left| \sqrt{T - e^{2TA}} \left( -A \right)^{\beta+\frac{1}{2}} y_\delta \right|_H^2.
\]
For the second term \( I_2(t) \), we have

\[
\left| (-A)^{1+\beta} e^{(T-t)A} \hat{\gamma}_t \right|_H^2 = \sum_{k=1}^{\infty} \alpha_k^{2\beta+1} (\hat{\gamma}_t)^2 e^{-2(T-t)\alpha_k} \alpha_k,
\]

so that

\[
(\text{A.8}) \quad \int_0^T I_2(t) dt = \sum_{k=1}^{\infty} \alpha_k^{2\beta+1} (\hat{\gamma}_t)^2 \int_0^T e^{-2t\alpha_k} dt = \frac{1}{2} \sqrt{I - e^{2TA}} (-A)^{\beta+\frac{1}{2}} \hat{\gamma}_t^2_H.
\]

Finally, for the third term \( I_3(t) \), we notice that \( z_4(t) \in D((-A)^{\beta+\frac{1}{2}}) \), for any \( t \geq 0 \) and

\[
\left| z_4(t) \right|_{D((-A)^{\beta+\frac{1}{2}})} \leq c \left( |y_h|_{D((-A)^{\beta+\frac{1}{2}})} + |\hat{\gamma}_t|_{D((-A)^{\beta+\frac{1}{2}})} \right).
\]

In particular, as \( \beta + 1/2 > d/4 \), we have that

\[
\left| z_4(t) \right|_{L^\infty(\mathcal{O})} \leq c \left| z_4(t) \right|_{D((-A)^{\beta+\frac{1}{2}})} \leq c \left( |y_h|_{D((-A)^{\beta+\frac{1}{2}})} + |\hat{\gamma}_t|_{D((-A)^{\beta+\frac{1}{2}})} \right).
\]

By arguing as in the proof of Lemma 4.2, due to (2.27) and (2.28) we have that \( B(z_4(t)) \in D((-A)^{\beta+\frac{1}{2}}) \), for any \( t \geq 0 \) and

\[
\left| B(z_4(t)) \right|_{D((-A)^{\beta+\frac{1}{2}})} \leq c \left( 1 + |y_h|_{D((-A)^{\beta+\frac{1}{2}})} + |\hat{\gamma}_t|_{D((-A)^{\beta+\frac{1}{2}})} \right).
\]

This implies

\[
\int_0^T I_3(t) dt \leq c \left( 1 + |y_h|_{D((-A)^{\beta+\frac{1}{2}})} + |\hat{\gamma}_t|_{D((-A)^{\beta+\frac{1}{2}})} \right) T
\]

\[
\leq c T \left( 1 + |y_h|_{D((-A)^{\beta+\frac{1}{2}})} \right) + c T |\hat{\gamma}_t - y_h|_{D((-A)^{\beta+\frac{1}{2}})}^{2(r+1)}.
\]

Together with (A.7) and (A.8), this implies

\[
S_{0,T}^{\delta} \leq \frac{c}{T^2} |\hat{\gamma}_t - y_h|_{D((-A)^{\beta+\frac{1}{2}})}^2 + c \left| \sqrt{I - e^{2TA}} (-A)^{\beta+\frac{1}{2}} \hat{\gamma}_t \right|_H^2
\]

\[
+ c |\hat{\gamma}_t - y_h|_{D((-A)^{\beta+\frac{1}{2}})}^2 + c T \left( 1 + |y_h|_{D((-A)^{\beta+\frac{1}{2}})}^{2(r+1)} \right) + c T |\hat{\gamma}_t - y_h|_{D((-A)^{\beta+\frac{1}{2}})}^{2(r+1)}.
\]

Now, if \( |\hat{\gamma}_t - y_h|_{D((-A)^{\beta+\frac{1}{2}})} < 1 \), we can fix \( T_4 > 0 \) such that

\[
c \left| \sqrt{I - e^{2TA}} (-A)^{\beta+\frac{1}{2}} \hat{\gamma}_t \right|_H^2 + c T_4 \left( 1 + |y_h|_{D((-A)^{\beta+\frac{1}{2}})}^{2(r+1)} \right)
\]

\[
+ c T_4 |\hat{\gamma}_t - y_h|_{D((-A)^{\beta+\frac{1}{2}})}^{2(r+1)} \leq \frac{\eta}{6},
\]
Lemma 4.2 and the compactness of the level sets of $S_{0,T_i}(z)$ so that
\[ S_{0,T_i}(z) \leq c \left( \frac{1}{T_i^2} + 1 \right) |\bar{y}_s - y_s|^2_{D((-A)^{q+\frac{1}{2}})} + \frac{\eta}{6}. \]
Therefore, if we take $\rho_0 < 1$ such that
\[ |\bar{y}_s - y_s|^2_{D((-A)^{q+\frac{1}{2}})} < \rho \eta, \]
we obtain (A.6).

Hence, collecting all terms, if we fix $\gamma = \beta + 1/2$, $\tilde{\theta} > 0$ such that (A.4) holds and $h = \rho_0$ in (A.1) and if we define
\[ z^x(t) := \begin{cases} z^x_1(t), & t \in [0, \hat{T}_1], \\
z^x_2(t - \hat{T}_1), & t \in [\hat{T}_1, \hat{T}_2], \\
\bar{z}_3(t - \hat{T}_2), & t \in [\hat{T}_2, \hat{T}_3], \\
z_4(t - \hat{T}_3), & t \in [\hat{T}_3, \hat{T}_4], \end{cases} \]
where
\[ \hat{T}_i = \sum_{k=1}^{i} T_k, \]
we have that $z^x \in C([0, \hat{T}(x)]) \to H$, with
\[ \hat{T}(x) := \hat{T}_4, \]
which is independent of $x \in B_{\bar{\mu},0}$, and $z^x(0) = x$ and $z^x(\hat{T}(x)) = \bar{y}_s$. In particular, in view of (A.1) we obtain (7.7). Moreover, thanks to (A.2), (A.4), (A.5) and (A.6), we have
\[ S_{0,T(x)}(z^x) = S_{0,T_1}(z^x_1) + S_{0,T_2}(z^x_2) + S_{0,T_3}(z_3) + S_{0,T_4}(z_4) \leq V_\delta(y_0) + \eta. \]

A.2. Proof of Lemma 7.3 Let $\bar{\mu} > 0$ such that $B_{\bar{\mu},0} \subset D$. As proved in [3], the family $\{L(u^\varepsilon)^\theta\}_{\varepsilon > 0}$ satisfies a large deviation principle in $C([0,T]; H)$, for any $T > 0$, with action functional $S_{0,T}^\delta$. Thus, in view of Lemma 7.2, for any $\varepsilon > 0$ and $\mu \leq \bar{\mu}$, there exists $\varepsilon_0 > 0$ such that
\[ P(\tau_{\varepsilon,x} < \hat{T}) \geq P(\tau_{\varepsilon,x} < \hat{T}(x)) \geq P \left( \sup_{t \in [0,\hat{T}(x)]} |u^\varepsilon(t) - z^\varepsilon(t)|_H < h \right) \]
\[ \geq \exp \left( -\frac{1}{\varepsilon} \left( S_{0,T(x)}^\delta(z^\varepsilon) + \frac{\eta}{2} \right) \right) \geq \exp \left( -\frac{1}{\varepsilon} \left( \inf_{y \in \partial D} V_\delta(y) + \eta \right) \right), \]
for any $\varepsilon < \varepsilon_0$ and $x \in B_{\bar{\mu},\infty}$. This immediately implies (7.5).

A.3. Proof of Lemma 7.4 We proceed as in [3] proof of Lemma 5.7.19], by using Lemma 7.2 and the compactness of the level sets of $S_{0,T}^\delta$, for any $T > 0$, proved in [3] Theorem 5.1. Notice that here the situation is simpler than in [3] Lemma 5.7.19], because we are not proving an estimate uniform with respect to $x \in G$, but only one for any fixed $x \in G$. 
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A.4. **Proof of Lemma 7.5.** As for any \( x \in D \) and \( T > 0 \) the set \( \{ u^x(t) : t \in [0, T] \} \subset D \) is compact, so that its distance from \( \partial D \) is strictly positive. Thus, in order to prove (7.7) we can proceed as in [9, proof of Lemma 5.7.22].

A.5. **Proof of Lemma 7.6.** For any \( t \geq 0 \) and \( x \in G \) we have

\[
|u^x_{\epsilon, \delta}(t) - x|_H \leq |u^x_{\epsilon, \delta}(t) - e^{tA}x|_H + |e^{tA}x - x|_H.
\]

Thus, for any \( \rho > 0 \) fixed, we can find \( T_1(\rho, x) \) such that

\[
P \left( \sup_{t \in [0, T_1(\rho, x)]} |u^x_{\epsilon, \delta}(t) - x|_H \geq \rho \right) \leq P \left( \sup_{t \in [0, T_1(\rho, x)]} |u^x_{\epsilon, \delta}(t) - e^{tA}x|_H \geq \frac{\rho}{2} \right).
\]

Now, according to (2.31), we can fix \( T_2(\rho, x) \leq T_1(\rho, x) \) such that

\[
P \left( \sup_{t \in [0, T_2(\rho, x)]} |u^x_{\epsilon, \delta}(t) - e^{tA}x|_H \geq \frac{\rho}{2} \right)
\leq P \left( \sup_{t \in [0, T_2(\rho, x)]} \left| \int_0^t e^{(t-s)A}Q_{\delta}G(u^x_{\epsilon, \delta}(s))dw(s) \right|_H \geq \frac{\rho}{4\sqrt{\epsilon}} \right),
\]

and then the conclusion of the lemma follows from the exponential estimates for the stochastic convolution (for a proof see [5, Theorem 3.2]).
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