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OUTLINE

e Nonparametric model.

e Symmetric location problem.

e Regression.



NONPARAMETRIC MODELS

Let Xq,...,X, be ii.d. real r.v.’s with distri-
bution P € P = the set of all distributions on
R, and let Fyh(z) = (1/n) 3, I{X; < z} be the
empirical cdf.

The tangent space Pp is

{g € Lo(P) ‘/g(af;)dp(az) — o} |

Proof. 1If g is bounded, consider submodels
pi(x) = (1 4+ tg(x))po(x) or the exponential
family pi(x) = c(t) expltg(x)]po(x). If g is un-
bounded, consider ps(x) = c(t)k(tg(x))po(x) with
k(u) = 2/(1 4+ e 2v).

In each submodel g(z) = (V/Vt)|i=glog pi(x).



EFFICIENCY OF EMPIRICAL
DISTRIBUTION

Let ¢(P) = [h(z)dP where E[h(X)?] < oo.
Then ¢, = (1/n) X, h(X;) is an asymptotically
efficient estimator of ¥(P).

We need ¢p. If p; = (1+4tg)p and ¢ is bounded,
then ¢(P) = F[h(X)] + tE[h(X)g(X)]. Hence
Ypg = E[h(X)g(X)] and the efficient influence
function is ¢¥(z) = h(xz) — [ h(z)dP. Unbounded
g are handled by limiting arguments.

The optimal asymptotic variance of any regular
estimator of ¢(P) is E[¢(X)2]. But this is
Var [vn(in — ¥ (P))].



SYMMETRIC LOCATION MODEL

Let Xq,...,X, be ii.d. with density n(x — 60)
where n is an even function and one wishes to
estimate 6 € R. We consider submodels (6, nt)
where 0; = 6 + at and each 6; is even.

Since n is even, n(x — 0) = m(Jx — 0]). Hence
score functions have the form

g(z) = an'(z — 0)/n(z — 0) + b(jz — 6]).

Proof. Compute (V/Vt)logn(z—0)|;—=g. Bickel
et al. (1998) prove all scores take this form.
Note that b is a nuisance score, i.e., a score for
n if 0 is fixed.

The efficient score for estimating 6 is £ =7 /n
when n is known. If n is unknown, efficient
score is £ = ¢ — My ¢ where MMy ¢ is projection
of £ into space of nuisance scores.



EFFICIENT LOCATION ESTIMATES

If n is even, ' is odd. Hence

E[(n'/m)(X — 0)b(|X —6)] =0

so that ¢ = 7. Thus information about 6 is the
same whether n is known or unknown!

Find 0, a consistent estimator of 6. Let g(s)
2n(s)I{s > 0}. Construct T; = |X; — On|, i
1,...,n, and let g, be a kernel density estimator
based on a smooth density w and Ty,...,T}:

gn(s) = (1/(nbn)) 3 wl(s —Ti)/bnl,

kn(s) = (Gn(5)/Gn(s))I{s € Cn}.

If s € Cp, g,(s)/gn(s) is “well behaved.” Then
0y, the solution of 3, kn(X; —0) = 0 is efficient.



