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Abstract

We prove that for a countable, commutative ring R, the class of countable R-
modules either has only countably many isomorphism types, or else it is Borel complete.
The machinery gives a succinct proof of the Borel completeness of TFAB, the class of
torsion-free abelian groups. We also prove that for any countable ring R, both the class
of left R-modules endowed with an endomorphism and the class of left R-modules with
four named submodules are Borel complete.

1 Introduction

The notion of Borel reducibility was introduced by Friedman and Stanley [3] to measure
the complexity of quotients of Polish spaces by natural equivalence relations. In model
theory, the natural context is the Polish space StrL of all structures with universe ω in a
countable language L. With the natural topology on StrL, for any L-theory T ∈ Lω1ω, the
space Mod(T ) of models of T forms a Borel subset of StrL and the equivalence relation of
isomorphism, considered as a subset of Mod(T )2, is analytic. Given an L-theory T and an L′-
theory S, Friedman and Stanley say Mod(T ) is Borel reducible to Mod(S), written T ≤B S,
if there is a Borel function f : Mod(T ) → Mod(S) such that for all models M,N |= T ,
f(M) ∼=L′ f(N) if and only if M ∼=L N . Say the theories T, S are Borel equivalent if both
T ≤B S and S ≤B T . Thus, we get a notion of Borel cardinality comparing different classes
of isomorphism types of countable structures. Friedman and Stanley proved that there is a
maximal class of theories with respect to Borel reducibility. Theories in this maximal class
are called Borel complete. It is easily seen that if T is Borel complete, then there are 2ℵ0

isomorphism types of countable models of T . But, in general, Borel cardinality is a finer
measure of complexity than counting isomorphism types. There are many theories with 2ℵ0

non-isomorphic countable models that are Borel incomparable, but our main theorem here
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says that this distinction does not occur among classes of R-modules for any countable,
commutative ring R.

In this paper, we investigate the Borel cardinality of theories of left R-modules as we
vary the countable ring R. We will only ever consider rings with unit, and when R is
noncommutative we will only ever consider left R-modules. We obtain results for several non-
commutative rings, but our main theorem completely solves the problem in the commutative
case (in which case the left versus right distinctions vanish). The following was already
known, see e.g., Chapter 11 of [9].

Theorem 1.1. Let R be any countable, commutative ring. Then the following are equivalent:

1. R is an Artinian principal ideal ring;

2. R is of finite representation type (every module is a direct sum of indecomposable
modules, and there are only finitely many indecomposable modules up to isomorphism);

3. For every R-module M , Th(M) is ω-stable;

4. There are fewer than continuum many isomorphism classes of countable R-modules;

5. There are only countably many isomorphism classes of countable R-modules.

Our main theorem adds the failure of Borel completeness to the above list.

Theorem 1.2. Let R be any countable, commutative ring (with unit). Then either the theory
of R-modules is Borel complete, or else there are only countably many isomorphism types of
countable R-modules.

The proof of Theorem 1.2 splits into two disjoint pieces. The first, which does not require
R to be commutative, concerns classes of tagged R-modules. This concept was introduced
by Göbel and Shelah in [4] under a different name.

Definition 1.3. Let R be any countable ring (not necessarily commutative). A tagged (left)
R-module is a left R-module M , expanded by adding unary predicates for countably many
left R-submodules of M .

In Section 2 we prove

Theorem 1.4. For any countable ring R (not necessarily commutative) the theory of tagged
R-modules is Borel complete.

One of the celebrated open questions from [3] was whether or not TFAB, the theory of
torsion-free abelian groups, is Borel complete. Modern progress on this question was made
by Shelah and the second author in [10]. There, they prove that the class of tagged abelian
groups (i.e., tagged Z-modules in Definition 1.3) is Borel equivalent to TFAB. Thus, a
positive answer to Friedman and Stanley’s question follows directly from Theorem 1.4. In
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particular, given the results in [10], none of the Borel reductions given in Section 3 here are
needed to prove that TFAB is Borel complete. Alternatively, see Remark 1.5 below. Prior
to this paper, Paolini and Shelah [8] announced a proof that TFAB is Borel complete, but
their arguments are extremely intricate and earlier versions have had some shortcomings.

Following this, in Section 3 we give several Borel reductions that are used to prove Borel
completeness of R-modules when R has some sort of ‘defect’:

• (Theorem 3.6) If a countable ring R has a central, non-zero divisor, non-unit r ∈ R,
then the theory of left R-modules is Borel complete.

• (Theorem 3.21) If a countable ring R has central elements x, y ∈ R with disjoint
principal ideals (x) ∩ (y) = 0, and if the two-sided ideal I = Ann(x) + Ann(y) is
proper, i.e., 1 6∈ I, then the theory of left R-modules is Borel complete.

• (Theorem 3.24) If a countable, commutative ring R has a descending chain (In : n ∈ ω)
of annihilator ideals with

⋂
n∈ω In = 0, then the theory of R-modules is Borel complete.

Remark 1.5. As a special case of Theorem 3.6, if R is an integral domain that is not a
field, then the theory of R-modules is Borel complete (take r to be any nonzero nonunit).
Moreover, if R = Z (so R-modules are the same as abelian groups) and if we take r to be
a prime, then the Borel reduction given by Theorem 3.6 actually only produces torsion-free
groups, so we get a self-contained proof that TFAB is Borel complete.

Finally, in Section 4 we use all of the above results to prove Theorem 1.2, that if a
countable, commutative ring R is not an Artinian, principal ideal ring, then the theory of
R-modules is Borel complete.

We observe some interesting consequences of Theorem 3.6:

Corollary 1.6. For any countable ring R, the theory of R[x]-modules is Borel complete.

Proof. The indeterminate x ∈ R[x] is a central, non-zero divisor, non-unit, so we are done
by Theorem 3.6.

Definition 1.7. For R any countable ring, we consider the class of all left R-endomorphism
structures (V, T ), i.e. the class of left R-modules V equipped with an endomorphism T :
V → V .

Corollary 1.8. For any countable ring R, the theory of left R-endomorphism structures is
Borel complete.

Proof. Fix any countable ring R. By Corollary 1.6, it is enough to Borel reduce the class
of countable left R[x]-modules to the class of left R-endomorphism structures. Send the
left R[x]-module V to the pair (V ′, T ), where V ′ is the reduct of V to an R-module, and
T (a) := xa. Easily, this works.

From this we obtain the following sharpening of Theorem 1.4:
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Corollary 1.9. For any countable ring R, the theory of left R-modules with 4 distinguished
submodules is Borel complete.

Proof. Fix any countable ring R. In light of Corollary 1.8 it suffices to define a Borel
reduction from left R-endomorphism structures (V, T ) to left R-modules (W,U0, U1, U2, U3)
with four distinguished submodules. But this is easy. Given (V, T ), put W = V × V as a
left R-module and interpret the Un’s as: U0 := V × 0; U1 = 0 × V ; U2 := {(a, a) : a ∈ V }
(the diagonal); and U3 := {(a, T (a)) : a ∈ V } (the graph of T ).

It is not hard to show that if R is a field, then R adjoined by three distinguished sub-
modules is not Borel complete, in fact it has only countably many countable models. This
follows from the representation theory of quivers, in particular the subspace problem; see
e.g., Theorem 13.A and the preceding discussion in [9].

We do not know whether a dichotomy similar to Theorem 1.2 holds for countable, non-
commutative rings R. Other than the cases covered by Theorems 3.6 and 3.21, we do not
have tools for determining Borel completeness. In particular, we do not know of a similar
dichotomy for quasi-simple rings (i.e., rings with no proper 2-sided ideals).

2 Tagged left R-modules are Borel complete

The main tool used in the proof of Theorem 1.4 is building structures with highly controlled
automorphism groups. We recall the following terminology.

Definition 2.1. Given a structure M and a subset X ⊆ Mk, we call X invariant if it is
preserved setwise under all automorphisms σ ∈ Aut(M).

It follows as an easy consequence of Scott’s Isomorphism Theorem that if M is any
countable structure in a countable language L and if X ⊆ Mk is any subset, then X is
invariant if and only if X is definable by an infinitary formula of Lω1,ω. In what follows, we
will use this fact without comment. In many cases, we will prove that some set is infinitarily
definable and conclude that it is invariant; this is immediate, and does not use countability
of M .

Fix any countable ring R, not necessarily commutative. Throughout this section, we only
consider left R-modules. Let LR := {+, 0, ·r}r∈R be the usual language for (left) R-modules.

Definition 2.2. A tagged (left) R-module is an expansion M = (V,+, 0, ·r, Ui)r∈R,i∈I of a
left R-module (V,+, 0·r)r∈R by a countably infinite set of unary predicates Ui, where the
interpretation UM

i of each Ui is a left R-submodule of V .

This notion is not new; for instance in [4], Göbel and Shelah denote the class of countable
tagged (left) R-modules as Rω-mod.

Remark 2.3. Note that in the definition of tagged R-modules, we did not specify in ad-
vance what symbols to use as the new unary predicates. This has the following notational
advantage: if M is a tagged R-module, then so is any expansion M∗ = (M,Wi)i∈I of M by
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any countable sequence of submodules. This convention is inessential; we could alternatively
just shuffle the named submodules of M to make room.

The goal of this section is to prove Theorem 1.4, that the class of tagged R-modules
is Borel complete for every countable ring R. We accomplish this goal in the following
steps. First, we isolate a suitable family K of tagged R-modules which satisfies disjoint
amalgamation. Using a general theorem from the appendix, we construct a Fraisse-like
limit M of K whose automorphism group is very rich. Next, we use this M to construct a
tagged R-module N which serves as an engine for coding. Specifically, we will obtain a Borel
operation assigning, to each graph G on ω, an R-submodule UG of N . This is arranged so
that (ω,G) 7→ (N,UG) is the desired reduction.

Throughout the whole of this section, fix a countable ring R (possibly
non-commutative) and also fix a maximal left ideal I ⊆ R.

We will work with structures in three languages.

• L = {+, 0} ∪ {·r : r ∈ R} is the language of left R-modules;

• L+ is the language of tagged left R-modules, i.e., L adjoined with countably many
unary predicate symbols {Vn : n ∈ ω}; and

• L+
X is L+ with a unary predicate symbol X adjoined.

2.1 I-Bases of R-modules

In this first subsection, we deal only with (left) R-modules. Recall that if V is an R-module
and X ⊆ V then RX is the R-submodule of V generated by X.

Definition 2.4. Suppose V is an R-module. Then say that X ⊆ V is I-independent if for
all distinct {xi : i < n} ⊆ X and for all {ri : i < n} ⊆ R,

∑
i<n rixi = 0 if and only if each

ri ∈ I. [Note the ‘if and only if’. Being I-independent also conveys positive information.]
Say that X is an I-basis for V if it is I-independent, and also RX = V .

Let ∆(V ) denote the set of all a ∈ V with Ann(a) = I. As a set ∆(V ) does not have
pleasant closure properties, e.g., 0 6∈ ∆(V ).

The following facts are easily established.

Fact 2.5. Suppose V is an R-module. Then:

1. For every a ∈ ∆(V ), Ra is a simple R-module.

2. For any a, b ∈ ∆(V ), either Ra = Rb or Ra ∩Rb = 0.

3. If X is I-independent then X ⊆ ∆(V ) and Rx ∩Ry = 0 for distinct x, y ∈ X.
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4. If X is an I-basis then V is a semisimple (left) R-module. In fact, V ∼=
⊕

X R/I via
the map f(

∑
rixi)(xi) = (ri + I).

5. If X is an I-basis of V and X ′ is an I-basis of V ′ and V ∩ V ′ = 0, then X ∪X ′ is an
I-basis of V ⊕ V ′.

Definition 2.6. Suppose V is an R-module. For any Y ⊆ V , let

R ∗ Y := {ry : r ∈ R, y ∈ Y, and ry 6= 0}.

To contrast, note that for any Y ⊆ V , RY is by definition the R-submodule of V generated
by Y , i.e. all finite sums from R ∗ Y .

For u, v ∈ V , put u∼v if and only if Ru = Rv.

Clearly, ∼ is an invariant equivalence relation on V , and if X is an I-basis then the
elements of X are pairwise ∼-inequivalent. Moreover, for any u, v ∈ R ∗ X, u∼v iff (∃r ∈
R)ru = v iff (∃s ∈ R)u = sv (since Ru and Rv are simple); and R ∗X is the ∼-saturation
of X.

Lemma 2.7. Suppose V is an R-module, X is an I-independent subset of V and Y ⊆ X.
Then (R ∗X) ∩RY = R ∗ Y .

Proof. Clearly R∗Y ⊆ (R∗X)∩RY . Conversely, suppose rx ∈ (R∗X)∩RY , where x ∈ X.
It suffices to show x ∈ Y . Suppose it weren’t. Since rx ∈ RY we can write rx =

∑
i<n riyi

where (yi : i < n) are distinct elements of Y . By I-independence, we have that r ∈ I, but
this implies rx = 0, contradicting rx ∈ R ∗X.

2.2 Tagged left R-modules with nearly invariant bases

We now discuss tagged left R-modules, i.e., L+-structures (V, Vn)n∈ω and their expansions
by a unary predicate X.

Definition 2.8. Let Φ0 be the (L+
X)ω1,ω-sentence asserting of its model (V,X, Vn)n∈ω that

V is a left R-module, each Vn is an R-submodule, and that X is an I-basis of V .

Thus, models of Φ0 are tagged left R-modules with named I-basis. Now our goal is to
produce complicated tagged R-modules, and to do so we will eventually have to forget X,
since X is not a submodule. Ideally we would want to be able to recover X from the rest
of the structure, but this turns out to be too much to ask. So instead we just try to make
R ∗ X recoverable from the rest of the structure; this is good enough in practice, because
R ∗X/ ∼ is in bijection with X.

The key trick is as follows. Let Φ1 be the (L+
X)ω1,ω-sentence asserting

Φ1 := Φ0 ∧ “For all a ∈ ∆(V ), a ∈ R ∗X if and only if a 6∈
⋃
{Vn : n ∈ ω}.”
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Lemma 2.9. Suppose that (V,X, Vn)n∈ω |= Φ0. Then (V,X, Vn)n∈ω |= Φ1 if and only if
R ∗ X = R ∗ (∆(V ) \

⋃
{Vn : n ∈ ω}). In particular, this implies R ∗ X is invariant in

(V, Vn)n∈ω.

Proof. First, assume (V,X, Vn)n∈ω |= Φ1. To see ‘⊆’, choose any x ∈ X. Then x ∈ ∆(V ) and
also x ∈ R ∗ x. Since (V,X, Vn)n∈ω |= Φ1, we get x 6∈

⋃
{Vn : n ∈ ω}, so x ∈ ∆(V ) \

⋃
{Vn :

n ∈ ω}. Thus, R ∗ x ⊆ R ∗ (∆(V ) \
⋃
{Vn : n ∈ ω}). As this holds for all x ∈ X,

R ∗X ⊆ R ∗ (∆(V ) \
⋃
{Vn : n ∈ ω}). To see ‘⊇’, choose any a ∈ (∆(V ) \

⋃
{Vn : n ∈ ω}).

Since (V,X, Vn)n∈ω |= Φ1, a ∈ R ∗X. Thus, Ra ⊆ R ∗X. So ‘⊇’ follows.
Conversely, assume that R∗X = R∗(∆(V )\

⋃
{Vn : n ∈ ω}). To see that (V,X, Vn)n∈ω |=

Φ1, choose any a ∈ ∆(V ). First, assume a ∈ R ∗ X. By our assumption, there is e ∈
(∆(V ) \

⋃
{Vn : n ∈ ω}) such that a ∈ R ∗ e. As both a, e ∈ ∆(V ), simplicity implies that

Ra = Re. Thus, if a ∈ Vn for some n, then e ∈ Ra ⊆ Vn, which is a contradiction. Thus,
a 6∈

⋃
{Vn : n ∈ ω}. Finally, suppose a 6∈

⋃
{Vn : n ∈ ω}. As we chose a ∈ ∆(V ), our

assumption implies a ∈ R ∗X.

As an indexing device, fix a partition ω =
⊔
{Jk ∈ ω} with each Jk infinite. Let K be

the class of all L+
X-structures (V,X, Vn)n∈ω such that:

• (V,X, Vn)n∈ω |= Φ1;

• There is some k∗ such that Vn = 0 for every n ∈
⋃

k≥k∗ Jk;

• XK is finite.

Lemma 2.10. The class K is suitable (see Definition A.1). In fact, K is strongly suitable.

Proof. The only interesting part is verifying disjoint amalgamation. Choose M,M0,M1 ∈ K
with M an L+

X-substructure of both M0 and M1 and M0 ∩M1 = M . Write Xi = (X)Mi .
Let V ′ be the R-module generated by X ′ := X0 ∪ X1, subject to the relations

∑
rixi = 0

precisely when each ri ∈ I. Thus, each Mi is a submodule of V ′. Let N ′ = (V ′, X ′, V ′n)n∈ω,
where V ′n = V M0

n + V M1
n . It is readily checked that N ′ |= Φ0, X

′ is finite, and there is some
least k∗ so that V ′n = 0 for all n ∈

⋃
k≥k∗ Jk.

Claim. For i = 0, 1, if a ∈Mi ∩ V ′n for some n, then a ∈ V Mi
n .

Proof. By symmetry, take i = 0. Say a ∈ M0 and a = b0 + b1 with b0 ∈ V M0
n and b1 ∈ V M1

n .
Since b1 = a− b0, b1 ∈M0. Since the structures M0 and M1 agree on their intersection, this
implies b1 ∈ V M0

n . Thus a = b0 + b1 ∈ V M0
n .

It follows immediately from the Claim that both M0 and M1 are L+
X-substructures of N ′.

Unfortunately, N ′ need not be a model of Φ1 (nor Φ2) but a slight alteration of N ′ will be.
The problem is that there may be ‘extra’ elements e ∈ ∆(V ′) \

⋃
{V ′n : n ∈ ω}) that are not

in R ∗ X ′. Let E be the set of these problematic elements. As E is countable and Jk∗ is
countably infinite, associate distinct n(e) ∈ Jk∗ to every e ∈ E.
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Let N be the L+
X-structure with the same (V ′, X ′) as N ′, where, for each e ∈ E, V N

n(e) is

interpreted as the (simple) submodule Re, and V N
n interpreted as V ′n when n 6= n(e) for any

e ∈ E.
As N and N ′ have the same underlying R-module and same interpretation of X, N |= Φ0.

To see that N |= Φ1, choose any a ∈ ∆(V ′). First, if a ∈ (V ′ \
⋃
{V N

n : n ∈ ω}), then a 6∈ E,
lest a ∈ V N

n(a). So, by definition of E, a ∈ R ∗ X ′. Conversely, assume a ∈ R ∗ X ′. Then,

for any e ∈ E it follows from simplicity that Ra ∩ Re = ∅, hence a 6∈ V N
n(e) for any e ∈ E.

Thus, it suffices to show a 6∈ V ′m for any m ∈
⋃

k<k∗
Jk. By way of contradiction, if a = rx

for some x ∈Mi for some i < 2, then it follows from the Claim that a ∈ V Mi
m , contradicting

M0 |= Φ1. Thus, N |= Φ1.
But also, by incrementing k∗ by 1, we see that N ∈ K.
It remains to show that both M0,M1 are L+

X-substructures of N . As we know already
that both are substructures of N ′, the only non-trivial point to check is that V N

n(e) ∩Mi = 0

for each e ∈ E and i < 2. Say re ∈ V N
n(e) is non-zero. If re were in (say) M0, then as Re is

a simple module, we would also have e ∈ M0. But, as e ∈ E, e 6∈ R ∗X ′; hence e 6∈ R ∗X0.
Since M0 |= Φ1, we would have e ∈ V M0

m ⊆ V ′m for some m, contradicting e ∈ E.

Proposition 2.11. There is a countable tagged left R-module M = (V, Vn)n∈ω with I-basis
X and an equivalence relation E on X satisfying:

1. (V,X, Vn)n∈ω |= Φ1, and so in particular R ∗X is invariant in (V, Vn)n∈ω;

2. X/E is infinite; and

3. Every h ∈ Sym(X/E) lifts to an L+
X-automorphism of (M,X), i.e., there is σ ∈

Aut(M,X) such that for every x ∈ X, σ(x)/E = h(x/E).

Proof. Apply Theorem A.2 to get an LX-structure M and equivalence relation E on XM as
there. Items (2) and (3) are immediate; item (1) uses that models of Φ1 are closed under
unions of chains.

Fix M as in the previous proposition.

Definition 2.12. Let E be the equivalence relation on R ∗X defined via rxEsy if and only
if xEy, for all x, y ∈ X and r, s ∈ R\I. So the classes of E are just the ∼-saturations of the
classes of E, which gives a bijection between the classes of E and the classes of E.

It follows that every h ∈ Sym((R ∗X)/E) lifts to an automorphism of (M,X).

2.3 Constructing the engine N

We continue; so we have fixed the countable ring R, the maximal left ideal I, the model
(M,X, Vn)n∈ω and equivalence relations E, E , as in Proposition 2.11 and Definition 2.12.

8



Proposition 2.13. There is a countable tagged left R-module N = (V ′, V ′n)n∈ω with distin-
guished I-basis X0 t X1; equivalence relations E0, E1 on R ∗ X0, R ∗ X1, respectively; and a
bijection k : [(R ∗X0)/∼]2 → R ∗X1/E1 satisfying:

1. (R ∗X0)/E0 is infinite; and

2. The following sets are invariant in N :

(a) R ∗X0 and R ∗X1;

(b) E0 and E1; and

(c) the set K ⊆ R ∗ X0 × R ∗ X0 × R ∗ X1 of all triples (rx, sy, tz) satisfying that
k(rx/∼, sy/∼) = tz/E1. (We would like to say k is invariant but it isn’t of the
right form.)

3. Every h ∈ Sym((R ∗ X0)/E0) lifts to an automorphism of (N,X0, X1) (i.e. an auto-
morphism of N fixing X0 and X1 setwise).

Proof. We begin by defining a doubling N− of M , and then we name some additional sub-
modules. To begin, let the underlying R-module V ′ be V ×V , where recall V is the underlying
module of M . Let X0 = X × 0 and let X1 = 0 × X, so X0 ∪ X1 is an I-basis of V ′. Let
N− be V ′ equipped with the named submodules V × 0, 0× V, Vn × 0 and 0× Vn, for n < ω.
Note that the projection maps π0, π1 : V ′ → V are invariant in N−. Further, since R ∗X is
invariant in M , we get that R ∗X0 and R ∗X1 are both invariant in N−. Finally, note that
given σ, τ ∈ Aut(M), σ × τ is an automorphism of N−, and in fact every automorphism of
N− is of this form. Let Ei, Ei be the copies of E, E .

As both X0 and R ∗X1/E1 are countably infinite by Corollary 2.12, choose any bijection
k0 : [X0]

2 → R ∗ X1/E1. Recall that since each Rx is simple, there is a natural bijection
between X0 and (R ∗ X0)/∼, namely x 7→ x/∼. Composing k0 with this bijection yields a
bijection

k : [(R ∗X0)/∼]2 → (R ∗X1)/E1
Additionally, let

T := {x+ y + z : {x, y} ∈ [X0]
2, z ∈ k0({x, y})}

and let

Q := {z ∈ X1 : there exist {x, y} ∈ [X0]
2 with x+ y + z ∈ T and E0(x, y)}.

Let N := (N−, RQ,RT ), an expansion of N− by two submodules. We verify that
N,X0, X1, E0, E1 satisfy the requirements of the Proposition. We already noted that N is a
countable tagged R-module with I-basis X0 ∪X1, and that R ∗X0 and R ∗X1 are invariant.

We first establish the following claim.

Claim. R ∗ T is invariant in N .

9



Proof. It is enough to show that w ∈ R ∗ T if and only if w ∈ RT and π1(w) ∈ R ∗X1, since
RT, π1 and R ∗ X1 are all invariant in N . The forward direction is clear. For the reverse,
suppose w ∈ RT has π1(w) ∈ R∗X1. Write w =

∑
i<n riti with each ri ∈ R and each ti ∈ T .

By combining repeats, we may assume {ti : i < n} is without repetition, and by eliminating
zero terms, we may assume each ri ∈ R \ I. Write each ti as (xi + yi) + zi and note that
π1(ti) = zi. Further, note that (zi : i < n) are all distinct, as if zi = zj, then also ti = tj,
contrary to arrangement.

We have π1(w) =
∑

i<n rizi. But also, π1(w) ∈ R ∗X1 implies that
∑

i<n rizi = r∗z∗ for
some r∗ ∈ R \ I and some z∗ ∈ X1. By I-independence of X0 ∪X1, we conclude that n = 1,
as desired.

It now follows that K is invariant, since it is the set of all tuples (a, b, c) ∈ R ∗X0 ×R ∗
X0×R ∗X1 such that there exist r, s, t with ra+ sb+ tc ∈ R ∗ T (using simplicity of Ra,Rb
and Rc).

We next show that E1 and E0 are invariant in N . Towards this, we make the following
definition, which will also be used in the next section.

Definition 2.14. Suppose A ⊆ R ∗ X1. Then let K−1(A) = {(b0, b1) ∈ R ∗ X0 × R ∗ X0 :
(b0, b1, a) ∈ K}.

Claim. E1 and E0 are invariant in N .

Proof. Note that if a ∈ R ∗X1, say a ∈ k0({x, y}), then K−1(a) = (x/ ∼) × (y/ ∼), which
depends precisely on a/E1. Hence, given a0, a1 ∈ R ∗ X1, we have a0E1a1 if and only if
K−1({a0}) = K−1({a1}), and so E1 is invariant in N .

Also, note that R∗Q is invariant in N , since by Lemma 2.7 applied to Q ⊆ X1 it is equal
to RQ∩R ∗X1. Hence K−1(R ∗Q) is invariant, but K−1(R ∗Q) = E0, so E0 is invariant.

Finally, it suffices to show that every h ∈ Sym((R ∗ X0)/E0) lifts to an automorphism
of N . Given such an h, by Corollary 2.12 there is an automorphism σ0 ∈ Aut(M × 0, X0)
lifting h. Note that σ0 must also preserve E0.

Let h1 ∈ Sym(X1/E1) be the unique permutation satisfying

h1(k0({x, y})) = k0({σ0(x), σ0(y)})

for all {x, y} ∈ [X0]
2. By Proposition 2.11, we can find an automorphism σ1 ∈ Aut(0×M,X1)

that is a lifting of h1. Then we can define σ ∈ Aut(N−) by σ(a + b) = σ0(a) + σ1(b) for
all a ∈ M × 0, b ∈ 0 × M . We know that σ preserves X0, X1 and E0 setwise, and by
arrangement σ commutes with k0. Since RT and RQ can be defined from X0, X1, k0 and E0,
σ also preserves RT and RQ setwise; hence σ ∈ Aut(N,X0, X1).

2.4 Tagged R-Modules Are Borel complete for every countable
ring R

Using the engine N given in Proposition 2.13, we prove Theorem 1.4, that the theory of
tagged left R-modules is Borel complete for any countable ring R.
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Proof. Given R, fix a maximal left ideal I ⊆ R and choose N,X0, X1, E0, E1, K as in Propo-
sition 2.13. Note that by Remark 2.3, any expansion (N,U) by a submodule is still a tagged
left R-module. By a countable graph we mean an irreflexive, symmetric binary relation.
Since R ∗X0/E0 is countably infinite, we may take this set to be the universe of our graphs.

Now, for every such graph (R ∗X0/E0, G), let QG be the set of all z ∈ X1 such that there
are a, b ∈ R ∗X0 with (a, b, z) ∈ K and with (a/E0, b/E0) ∈ G. Let UG = RQG, the smallest
R-submodule containing QG.

The map G 7→ (N,UG) is clearly Borel, so we must show it preserves isomorphism in
both directions.

First, note that by Lemma 2.7, R ∗QG is invariant in (N,UG), as it is equal to UG ∩X1.
Hence G can be recovered from (N,UG), since in the notation of Definition 2.14, K−1(R∗QG)
is the set of all (a, b) ∈ R ∗X0×R ∗X0 with (a/E0, b/E0) ∈ G, and E0 is invariant in N . This
shows that if (N,UG) ∼= (N,UG′) then also G ∼= G′.

Conversely, suppose h : G → G′ is a graph isomorphism. Then h ∈ Sym(R ∗X0/E0) is
a permutation. Let σ ∈ Aut(N,X0, X1) be a lifting of h. An inspection of the definition of
QG shows that σ takes QG to QG′ , which shows that (N,UG) ∼= (N,UG′).

3 The main Borel reductions

This section gives a number of Borel reductions that are used in Section 4 to prove Theo-
rem 1.2.

3.1 Quotient rings and free-like tagged R-modules

Although incredibly simple, our first reduction will be used many times.

Lemma 3.1. For any countable ring R and any 2-sided ideal I ⊆ R, there is a Borel reduc-
tion from the class of countable left R/I-modules to the class of countable left R-modules.
Thus, if the theory of left R/I-modules is Borel complete, then so is the theory of left R-
modules.

Proof. Any R/I-module M can be naturally expanded to an R-module by positing ra :=
(r + I)a for every a ∈ M . Thus, the identity map gives a Borel reduction from left R/I-
modules to left R-modules. The second statement is immediate because of the transitivity
of Borel reductions.

Definition 3.2. Let R be any countable ring. A tagged left R-module (M,Mn)n∈ω is free-like
if the following conditions hold:

1. The universe of M is isomorphic to the free left R-module
⊕

ω R;

2. For every n ∈ ω, both Mn and the quotient module M/Mn are isomorphic to
⊕

ω R.

11



Remark 3.3. If (M,Mn)n∈ω is free-like, then each Mn is a direct summand of M (since
M/Mn

∼=
⊕

ω R is projective), and so each Mn is pure in M .

Proposition 3.4. For any countable ring R, the class of free-like, tagged left R-modules is
Borel complete.

Proof. Fix a countable ring R. For the ease of notation and understanding we break this
reduction into two parts. We first show that the class of tagged left R-modules is Borel
reducible to the class of tagged left R-modules whose universe is isomorphic to

⊕
ω R. To see

this, suppose we are given a countable, tagged left R-module (M,Mn)n∈ω. Let M∗ :=
⊕

M R,
i.e., the free left R-module with basis {ea : a ∈M}. Define an R-module homomorphism

δ : M∗ →M

via δ(
∑

a∈M raea) =
∑

a∈M raa. [Since M∗ is a direct sum, all but finitely many ra = 0, so
this definition makes sense.] Let

f(M) := (M∗, ker(δ), δ−1(Mn))n∈ω

Visibly, f(M) is a tagged left R-module whose universe is isomorphic to
⊕

ω R. It is easily
checked that the function f is Borel and that f(M) ∼= f(M ′) whenever M and M ′ are
isomorphic tagged R-modules. For the converse, it suffices to show we can recover M/∼=
from f(M)/∼=. But this is clear, since (M,Mn)n∈ω ∼= (M∗/ ker(δ), δ−1(Mn)/ ker(δ))n∈ω.

This works, except in the case when M∗ is finite-dimensional (i.e. M is finite); in that
case, replace M∗ by

⊕
M×ω R.

For the second step, we note the following general fact.

Lemma 3.5. Suppose M = M0⊕M1 is any direct sum of left R-modules, and let h : M0 →
M1 be any R-module homomorphism. Let N = {a − h(a) : a ∈ M0}. Then N ∼= M0 and
M = N ⊕M1, hence M/N ∼= M1. In particular, if both M0 and M1 are free, then so are N
and M/N .

Proof. There is a natural surjective homomorphism f : M0 → N given by f(a) = a− h(a).
However, if b ∈ ker(f), then b ∈ M0 and b = h(b). As M = M0 ⊕ M1, b = 0. Thus,
f is an R-module isomorphism. This isomorphism extends naturally to an automorphism
f ∗ : M →M as f ∗(a+ b) = a− f(a) + b. Since f ∗ is the identity on M1 and takes M0 to N ,
we get that M = N ⊕M1. It follows immediately that M/N ∼= M1.

We now give a Borel reduction from tagged left R-modules with universe
⊕

ω R to free-
like tagged left R-modules. Fix a basis {ei : i ∈ ω} for

⊕
ω R. Given M = (

⊕
ω R,Mn)n∈ω,

let
J := {ei : i ∈ ω} ∪

⋃
n∈ω

{dn,a : a ∈Mn}

[if some Mn is finite, take {dn,a,k : a ∈ Mn, k ∈ ω} in place of {dn,a : a ∈ Mn}.] Let
⊕

J R
be the free R-module with basis J ; this will be the underlying module of our output f(M).
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Let U∗ be the submodule of
⊕

J R generated by (ei : i ∈ ω}. Note that this is the domain
of M , so each Mn is a submodule of U∗. Also, for each n ∈ ω, let Un denote the R-submodule
of
⊕

J R generated by {dn,a : a ∈Mn}.
Let εn : Un → U∗ be the R-module homomorphism generated by the map dn,a 7→ a. Note

that the image of εn is Mn. Finally, let Vn := {b − εn(b) : b ∈ Un} and let N(M) be the
tagged left R-module

(
⊕
J

R,U∗, Un, Vn)n∈ω

Clearly, N(M) is a tagged left R-module whose universe is isomorphic to
⊕

ω R, with U∗,
N(M)/U∗, Un and N(M)/Un all isomorphic to

⊕
ω R. As well, it follows from Lemma 3.5

that each Vn and each N(M)/Vn is isomorphic to
⊕

ω R. Thus, N(M) is a free-like tagged
left R-module.

It is easily checked that the mapping M 7→ N(M) is Borel and that M ∼= M ′ implies
N(M) ∼= N(M ′). For the reverse direction, it suffices to show we can recover M/∼= from
N(M)/∼=. In fact, we recover M on the nose from N(M). To see this, note that for a given
n, and for all (b, c) ∈ N(M), we have that (b, c) ∈ graph(εn) if and only if b ∈ Un and
b− c ∈ Vn. Hence we can recover Mn as the image of εn.

3.2 Rings with a central, non-zero divisor, non unit element

The goal of this subsection is to prove the first of our three main Borel reductions.

Theorem 3.6. If R is any countable ring with a central element r ∈ R that is a neither a
zero divisor nor a unit, then the theory of left R modules is Borel complete.

We do this by finding a countably infinite, sufficiently independent subset Γ of the natural
inverse limit ring R̂; we then use Γ to code a free-like tagged left R-module into a single left
R-module. The construction is analogous to the p-adic construction, but here we do not put
any primeness condition on (r).

Definition 3.7. For a ring R, an element r ∈ R is central if rs = sr for every s ∈ R. For
central r, we say r is a zero divisor if some non-zero s ∈ R satisfies rs = 0, and r is a unit if
rs = 1 for some s ∈ R. As we only use these adjectives on central elements, we do not need
to distinguish between left and right.

Now, for the whole of this subsection, fix countable ring R and a central element r ∈ R
that is neither a zero divisor nor a unit. The following facts are easily verified:

Fact 3.8. 1. For all m ≥ 1, (rm) := {s ∈ R : s = trm for some t ∈ R} is a two-sided
ideal.

2. For all m, rm is not a zero divisor.

3. Generally (in any ring R), if a ∈ R is central and not a zero divisor, then ax = ay
implies x = y for all x, y ∈ R.
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4. 1 6∈ (r) and, for m ≥ 1, rm 6∈ (rm+1).

It follows that {(rm) : m ≥ 1} is a strictly decreasing sequence of two-sided ideals, hence
J := ∩m≥1(rm) is also a two-sided ideal, hence R/J is also a countable ring. Let ρ : R→ R/J
denote the canonical surjection.

Lemma 3.9. The element ρ(r) is central, and is neither a zero divisor nor a unit in R/J .

Proof. That ρ(r) is central in R/J is easy. To see that ρ(r) is not a zero divisor, choose
s ∈ R such that ρ(r)ρ(s) = 0 in R/J . This implies rs ∈ J , hence rs ∈ (rm+1) for every
m ≥ 1. For each m ≥ 1, choose tm ∈ R so that rs = tmr

m+1. Since r is not a zero divisor,
s = tmr

m, so s ∈ (rm). As m is arbitrary, s ∈ J , so ρ(s) = 0 in R/J . Finally, to see that
ρ(r) is not a unit, first note that for any s ∈ R, rs − 1 6∈ (r1). [If it were, say rs − 1 = rt
for some t ∈ R, then we would have r(s− t) = 1, contradicting r a non-unit.] In particular,
rs− 1 6∈ J , hence ρ(r)ρ(s) 6= 1 in R/J .

In light of Lemma 3.1, we may now further assume that J =
⋂

m≥1(r
m) = {0}.

Associated to the descending sequence 〈(rm) : m ≥ 1〉 of (two sided) ideals we have a
commuting family of surjections {πn,m : R/(rn)→ R/(rm) : 1 ≤ m ≤ n}. Let

R̂ := lim←−R/(r
m)

denote the inverse limit of these rings with respect to these maps.
Thus, elements δ ∈ R̂ are sequences 〈δ(m) : m ≥ 1〉 with each δ(m) ∈ R/(rm) and

πn,m(δ(n)) = δ(m) whenever 1 ≤ m ≤ n. Note that an element of R/(rm) is formally a
coset of (rm), and thus is a subset of R. Abusing notation somewhat, we identify an element
c ∈ R with the sequence 〈c + (rm) : m ≥ 1〉 in R̂; as we are assuming

⋂
m(rm) = 0, this

identification is faithful. We thus construe R as a subring of R̂. As notation, for each c ∈ R,
let

cR̂ := {cδ : δ ∈ R̂}
Lemma 3.10. For any n ≥ 1, rnR̂ = {γ ∈ R̂ : γ(n) = (rn)}.

(To parse the lemma statement, note that (rn) is the 0-element of R/(rn), so saying
γ(n) = (rn) is the same as saying γ(n) = 0.)

Proof. Fix any n ≥ 1. That (rnδ)(n) = (rn) is obvious. Conversely, choose any γ ∈ R̂ with
γ(n) = (rn) and we will construct some δ ∈ R̂ with rnδ = γ. For all m ≥ n + 1, choose
sm ∈ γ(m) (so sm ∈ R). Since πn,m(γ(m)) = γ(n) whenever m ≥ n, we have each sm ∈ (rn),
so choose tm−n ∈ R such that sm = rntm−n.

Claim For m′ ≥ m ≥ n+ 1, tm′−n ∈ tm−n + (rm−n).
Proof. Since πm′,m(γ(m′)) = γ(m), sm′ ∈ γ(m), so sm′ − sm ∈ (rm). Thus,

rn(tm′−n − tm−n) ∈ (rm)

so (tm′−n − tm−n) ∈ (rm−n) since rn is not a 0-divisor.

By the Claim, δ := 〈tm−n + (rm−n) : m ≥ n + 1〉 is an element of R̂, and it is easily
checked that γ = rnδ, hence γ ∈ rnR̂.
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Lemma 3.11. In R̂:

1. The element r remains central, a non-zero divisor, and a non-unit; and

2. (rmR̂ : m ≥ 1) is a strictly descending sequence of 2-sided ideals with
⋂

m≥1 r
mR̂ = 0.

Proof. First, we check that r is central in R̂. Given δ ∈ R̂, we have that for every m,
(rδ)(m) = (r)(m)δ(m) = δ(m)r(m) = (δr)(m), using that r(m) = r + (rm) is central in
R/(rm).

From this it follows that each rm is central in R̂, and hence each rmR̂ is a two-sided ideal
of R̂. By Lemma 3.10 and definition of R̂, we see that

⋂
m≥1 r

mR̂ = 0. So item (2) has been
established, and it remains to check that r is neither a zero divisor nor a unit.

r cannot be a unit, because otherwise we would have 1 ∈ rR̂, but this contradicts
Lemma 3.10, since 1(1) = 1 + (r) 6= (r).

Finally, suppose δ ∈ R̂ satisfies rδ = 0, and suppose towards a contradiction δ 6= 0.
Then we can find some m with δ(m) 6= (rm). Choose sm ∈ δ(m) and sm+1 ∈ δ(m + 1).
Then sm+1 − sm ∈ (rm) and sm 6∈ (rm), so sm+1 6∈ (rm). Hence rsm+1 6∈ (rm+1). Hence
(rδ)(m+ 1) 6= (rm+1), contradicting rδ = 0.

We identify desirable subsets of R and R̂, respectively. For each finite s ⊆ ω, let

εs =
∑
i∈s

ri

and let S = {εs : s ⊆ ω finite}. Let Γ = lim←−S, the inverse limit of S with the natural maps.
That is,

Γ = {γ ∈ R̂ : γ(m) ∩ S 6= ∅ for all m ≥ 1}

A more explicit way of viewing Γ is as follows: for each s ⊆ ω, let σs ∈ R̂ be defined via
σs(m) = εs∩m + (rm). Then {σs : s ⊆ ω} is a listing of Γ without repetition.

Lemma 3.12. Every non-zero γ ∈ Γ is a central non-zero divisor.

Proof. That every γ ∈ Γ is central is clear. As every non-zero γ ∈ Γ is equal to rn(1 + rδ)
for some n ≥ 0 and δ ∈ R̂, it suffices to show that for every µ ∈ R̂, if µ(1 + rδ) = 0, then
µ = 0. We will prove, by induction on m ≥ 1, that

For any µ, δ ∈ R̂, if µ(1 + rδ) ∈ rmR̂, then µ ∈ rmR̂.

For m = 1, assume µ(1 + rδ) ∈ rR̂. Then µ + µrδ ∈ rR̂, hence µ ∈ rR̂. Assume the
above holds for m and suppose µ(1 + rδ) ∈ rm+1R̂. By the base case we have that µ ∈ rR̂.
Choose ν such that µ = rν. Plugging back in, rν(1 + rδ) ∈ rm+1R̂, so ν(1 + rδ) ∈ rmR̂.
Thus, ν ∈ rmR̂ by our inductive hypothesis, so µ = rν ∈ rm+1R̂, as required.

There is a natural topology on Γ formed by positing that {Om,s : s ⊆ m < ω} is a basis,
where

Om,s := {γ ∈ Γ : γ(m) = εs}
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for every s ⊆ m < ω. With this topology, Γ is Polish; indeed, it is homeomorphic to Cantor
space. Writing Γ = {σs : s ⊆ ω} as above, the homeomorphism in question is obtained by
sending σs to s.

For each n ≥ 1 we consider the polynomial ring R̂[xi : i < n], where the indeterminants
xi commute with each other and with the coefficients. In what follows, we will only evaluate
polynomials p(x) ∈ R[x] on tuples ā that are central, so there is no ambiguity.

Definition 3.13. Suppose R′ is a subring of R̂. A subset Γ0 ⊆ Γ is R′-algebraically
independent if, for all n ≥ 1, for all p(x1, . . . , xn) ∈ R′[x1, . . . , xn], and for all distinct
{γ1, . . . , γn} ⊆ Γ0, if p(γ1, . . . , γn) = 0, then p = 0 (i.e., every coefficient of p is zero).

For polynomials p(x) ∈ R̂[x] in one variable, we say p is 0 on Om,s if p(γ) = 0 for every
γ ∈ Om,s, and we say p = 0 on a ball around 0 if p is 0 on some Om,∅.

The next few lemmas tell us that countably infinite R-algebraically independent sets
exist.

Lemma 3.14. Suppose p(x) ∈ R̂[x] is 0 on a ball around 0. Then p is the zero polynomial,
i.e., every coefficient of p is zero.

Proof. We argue by induction on the degree of p. For p constant this is clear. Suppose
towards a contradiction p(x) has degree bigger than 0, and p(x) ≡ 0 on Om,∅ and we have
checked all polynomials of smaller degree. Since p(0) = 0, the constant coefficient of p(x)
must be 0, so we can write p(x) = xq(x) where q(x) is a polynomial of smaller degree. For
the contradiction, it suffices to show q(x) = 0; by the inductive hypothesis, it suffices to
show q(x) ≡ 0 on Om,∅.

We first check that q(a) = 0 for all nonzero a ∈ Om,∅. For any such a, we know p(a) = 0,
i.e. aq(a) = 0. We conclude q(a) = 0 since a is not a zero divisor. So to finish, we just need
to show that q(0) = 0. But note that for every n > m, q(rn) = 0. Since q(rn)− q(0) ∈ rnR̂
(by factoring), we get that q(0) ∈ rnR̂. Since this holds for sufficiently large n, we get
q(0) = 0 as desired.

Lemma 3.15. Let R′ ⊆ R̂ be any countable subring. There is some γ ∈ Γ such that {γ} is
R′-algebraically independent.

Proof. We first show that the zero set Z(p) := {γ ∈ Γ : p(γ) = 0} is closed and nowhere
dense for every non-zero p ∈ R′[x]. It is easily checked that Z(p) is closed for every p ∈ R̂[x].
To see that Z(p) is nowhere dense, by way of contradiction assume that some Om,s ⊆ Z(p).
Let q(x) := p(x − εs). Since Om,s ⊆ Z(p) we have Om,∅ ⊆ Z(q). So, by Lemma 3.14(2),

q = 0. Since the mapping r(x) 7→ r(x − εs) is a ring automorphism of R̂[x], this implies
p = 0, contradiction.

Now Γ is Polish and {Z(p) : p ∈ R′[x] \ {0}} is a countable set of nowhere dense, closed
sets. By Baire Category, there is γ ∈ Γ such that p(γ) 6= 0 for every non-zero p ∈ R′[x].

Lemma 3.16. There is an infinite R-algebraically independent Γ0 ⊆ Γ.
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Proof. It suffices to show that any finite R-algebraically independent set {γi : i < n} ⊆ Γ
can be extended. Let R′ be the (countable) subring of R̂ generated by R ∪ {γi : i < n}.
By Lemma 3.15, choose γn ∈ Γ such that {γn} is R′-algebraically independent. It is easily
checked that {γi : i ≤ n} is R-algebraically independent.

With our eye on encoding free-like tagged R-modules, we consider direct sums
⊕

ω R

and
⊕

ω R̂, respectively. Note that our identification of R in R̂ extends, hence we consider⊕
ω R to be an R-submodule of

⊕
ω R̂. As well, the sequence 〈rm(

⊕
ω R̂)〉m<ω is a strictly

descending sequence of submodules with zero intersection. For what follows, we require a
weak form of purity.

Definition 3.17. A left R-submodule M of N is r-pure if, for every a ∈M , if the equation
rx = a has a solution in N , then it has one in M .

As r is not a zero divisor in R̂, if a ∈
⊕

ω R̂ and rx = a has a solution in
⊕

ω R̂, then

the solution is unique. Thus we get a partial inverse function r−1 : r(
⊕

ω R̂) →
⊕

ω R̂, and
an R-submodule G is r-pure if and only if it is closed under r−1. In particular, given any
subset X ⊆

⊕
ω R̂, there is a unique smallest r-pure R-submodule containing X.

Note that
⊕

ω R is r-pure in
⊕

ω R̂, since R is r-pure in R̂ (since rR = (r) = rR̂ ∩R).

Lemma 3.18. Suppose G ⊆
⊕

ω R̂ is an r-pure R-submodule, (δi : i < n) are from R̂, and
(ai : i < n) are from G. For each i < n and m ≥ 1, choose si,m ∈ δi(m) (so si,m ∈ R). Then∑

i<n δiai = 0 in
⊕

ω R̂ if and only if for every m ≥ 1,
∑

i<n si,mai ∈ rmG.

Proof. Fix m ≥ 1. Note that(∑
i<n

δiai

)
−

(∑
i<n

si,mai

)
∈ rm

⊕
ω

R̂

Thus, if
∑

i<n δiai = 0 in
⊕

ω R̂, then it follows that
∑

i<n si,mai ∈ rm
⊕

ω R̂. By r-purity,

this is in rmG. Conversely, if
∑

i<n si,mai ∈ rmG, then from above,
∑

i<n δiai ∈ rm
⊕

ω R̂.
As this holds for all m ≥ 1,

∑
i<n δiai = 0.

We will only use the following lemma in the case where G and H both contain
⊕

ω R; in

that case, R̂G = R̂H =
⊕

ω R̂.

Lemma 3.19. Suppose G,H ⊆
⊕

ω R̂ are both r-pure R-submodules and f : G → H is an

R-module isomorphism. Then there is an R̂-isomorphism f ∗ : R̂G→ R̂H extending f .

Proof. Define f ∗ by f ∗(
∑

i<n δiai) =
∑

i<n δif(ai). This is well-defined by Lemma 3.18 and

is visibly an R̂-isomorphism.

We are finally ready to prove Theorem 3.6.
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Proof. By Proposition 3.4, it suffices to describe a Borel reduction from the class of free-
like, tagged left R-modules to the class of left R-modules. For this, by Lemma 3.16, fix a
countably infinite, R-algebraically independent {γi : i ∈ ω} ⊆ Γ. To ease notation, we take
as inputs M = (

⊕
ω R,Mn)n∈ω with the additional property that M0 = ⊕ωR. To each such

M :

Let G(M) be the smallest r-pure R-submodule of
⊕

ω R̂ containing
⊕

ω R ∪⋃
n∈ω γnMn.

By Lemma 3.19, if f : M ∼= M
′

as tagged R-modules, then the isomorphism lifts to an
R-module isomorphism f ′ : G(M) → G(M

′
). For the converse, we will need the following

lemma.

Lemma 3.20. Suppose M = (
⊕

ω R,Mn)n∈ω is a free-like tagged left R-module. Then for
all n < ω and for all a ∈ G(M), we have a ∈Mn if and only if γna ∈ G(M).

Proof. Clearly if a ∈ Mn then also γna ∈ G(M) (it is one of the generators). Conversely,
suppose a ∈ G(M) and also γna ∈ G(M). We can write a = r−k(b +

∑
m γmcm) for some

k < ω, some b ∈
⊕

ω R and some cm ∈ Mm. Similarly write γna = r−k
′
(b′ +

∑
m γmc′m).

After mutiplying through by rk+k′ we thus get

rk
′

(
γnb +

∑
m

γmγncm

)
= rk

(
b′ +

∑
m

γmc′m

)
.

Applying algebraic independence at each coordinate, we get that each cm = 0, and that
b′ = 0, and that c′m = 0 for all m 6= n, and that rkc′n = rk

′
b, i.e. b = r−k

′
(rkc′n). Since Mn

is pure in
⊕

ω R (see Remark 3.3), which is r-pure in
⊕

ω R̂, and since rkc′n ∈ Mn, we get
that b ∈Mn also. Since a = r−kb, we are done.

To finish, suppose h : G(M) ∼= G(M
′
) as R-modules. Extend h to an R̂-automorphism

σ by Lemma 3.19; then use the previous lemma to see that σ carries each Mn to M ′
n. Since

M0 = M ′
0 =

⊕
ω R, this implies that σ restricts to a tagged R-module isomorphism from M

to M
′
.

3.3 Two orthogonal ideals

The goal of this subsection is to prove the following result.

Theorem 3.21. Suppose R is a countable ring and x, y ∈ R are central elements satisfying

1. (x) ∩ (y) = 0; and

2. The two-sided ideal I = Ann(x) + Ann(y) is proper, i.e., 1 6∈ I.

Then the theory of left R-modules is Borel complete.
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Proof. Let S := R/I. In light of Lemma 1.8 it suffices to construct a Borel embedding from
the class of left S-endomorphism structures (V, T ) to the class of left R-modules. Given
(V, T ), where V is a left S-module and T : V → V is an endomorphism, we construe (V, T )
as being R-modules and R-endomorphisms in the usual manner. That is, for each r ∈ R,
define (left) multiplication by r : V → V by r(v) = (r + I)(v) for each v ∈ V . It is easily
checked that V is a left R-module and T is an R-endomorphism. Define the left R-module

W := V ⊕
⊕
V

R

and let {ev : v ∈ V } be a basis for
⊕

V R. Note that W does not depend on T . Let J be
the submodule generated by

{xev − v : v ∈ V } ∪ {yev − T (v) : v ∈ V }

and let M(V, T ) be the R-module W/J . The map (V, T ) 7→ M(V, T ) is Borel, and it is
evident that isomorphic S-endomorphism structures get mapped to isomorphic R-modules,
but the reverse is more involved. We will show that there are 0-definable copies of both V
and the graph of T in M(V, T ).

It is useful to define the R-endomorphism ε :
⊕

V R→ V as

ε(
∑
v∈V

rvev) =
∑
v∈V

rvv

Note that a typical element c̄ ∈ M(V, T ) is of the form c̄ = v + c + J for some v ∈ V and
some c ∈

⊕
V R. We record the following facts.

Fact 3.22. 1. xy = 0, hence x, y ∈ I.

2.
⊕

V I ⊆ ker(ε).

3. For any c̄ = u+ c + J ∈M(V, T ), xc̄ = ε(c) + J and yc̄ = T (ε(c)) + J .

Proof. (1) Since x, y are central, xy ∈ (x) ∩ (y), which we assumed to be 0. Thus, x ∈
Ann(y) ⊆ I, and dually y ∈ Ann(x) ⊆ I.

(2) As V is an R/I-module, rv = 0 for every r ∈ I. Thus, for any c ∈
⊕

V I, ε(c) =∑
v∈V rvv = 0 since each rv ∈ I.
(3) Write c =

∑
v∈V rvev with all but finitely many rv = 0. Then xc̄ = xv+

∑
v∈V rvxev+

J . Since x ∈ I by (1) and V is a left S-module, xv = 0, and xev ≡ v (mod J), hence
xc̄ = (

∑
v∈V rvv) + J = ε(c) + J . Similarly, yc̄ = yv+

∑
v∈V rvyev +J , and since yev ≡ T (v)

(mod J) we have yc̄ =
∑

v∈V rvT (v) + J = T (ε(c)) + J by the linearity of T .

Claim 1. V ∩ J = 0.

19



Proof. A typical element of j ∈ J is of the form

j =
∑
v∈V

rv(xev − v) +
∑
v∈V

r′v(yev − T (v))

Letting a =
∑

v∈V rvev and b =
∑

v∈V r
′
vev this becomes

j = xa + yb− ε(a)− T (ε(b))

Now suppose j ∈ J . As ε(a), T (ε(b)) ∈ V we would have xa + yb ∈ V . Since V is a direct
summand, this implies xa+yb = 0 in

⊕
V R. However, our assumption that (x)∩ (y) = 0 in

R implies that (x
⊕

V R) ∩ (y
⊕

V R) = 0, hence xa = yb = 0. Computing this coordinate
by coordinate implies both a,b ∈

⊕
V I. So ε(a) = ε(T (b)) = 0 by Fact 3.22(2). Combining

all of these gives j = 0.

It follows that the restriction of the canonical map W 7→ W/J = M(V, T ) to V is an
R-module isomorphism π : V → {v + J : v ∈ V }. [It is 1-1 by Claim 1 and is visibly onto.]
From these facts, we can consider both π[V ] and π[graph(T )] in the R-module M(V, T ).

Claim 2. The image π[V ] = xM(V, T ).

Proof. Both directions follow from Fact 3.22(3). Given v ∈ V , we have x(ev + J) = v + J ,
and conversely, for any c̄ ∈M [V, T ], xc̄ = ε(c) + J ∈ π[V ].

Claim 3. For any v, w ∈ V , T (v) = w iff M(V, T ) |= ∃c̄[xc̄ = π(v) ∧ yc̄ = π(w)].

Proof. Choose any v, w ∈ V . If T (v) = w, then taking c̄ := (ev + J) works. Conversely,
suppose there is some c̄ such that xc̄ = π(v) = v + J and yc̄ = π(w) = w + J . Write
c̄ = u+ c + J . Fact 3.22(3) gives ε(c) + J = v+ J and T (ε(c)) + J = w+ J . Thus, by Claim
1, v = ε(c) and w = T (ε(c)) = T (v).

This finishes the proof of Theorem 3.21.

3.4 Descending chains of annihilator ideals

Throughout this subsection, we concentrate on countable, commutative rings R.

Definition 3.23. An ideal I ⊆ R is an annihilator ideal if for some X ⊆ R, we have
I = AnnR(X), i.e. I is the set of all a ∈ R with ax = 0 for all x ∈ X.

It is easily verified that for I any annihilator ideal, I = AnnR(AnnR(I)), and in fact
J = AnnR(I) is the largest subset of R annihilated by I. The goal of this subsection is to
prove the following theorem.

Theorem 3.24. If a countable, commutative ring R has an infinite, descending sequence
(In : n ∈ ω) of non-zero annihilator ideals satisfying

⋂
n∈ω In = 0, then the theory of R-

modules is Borel complete.
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Fix such ring R and sequence (In : n ∈ ω) for the whole of this subsection. As in the
proof of Theorem 3.6, we form a natural inverse limit ring and endow it with a natural Polish
topology.

Definition 3.25. Let R̂ be the inverse limit ring lim←−n∈ω R/In. Elements of R̂ are thus

coherent ω-sequences γ such that γ(n) ∈ R/In and, whenever m ≥ n, πm,n(γ(m)) = γ(n),

where πm,n : R/Im → R/In is the canonical map. We endow R̂ with a topology as follows:
Give each R/In the discrete topology, given

∏
n∈ω R/In the product topology, and then give

R̂ ⊆
∏

n∈ω R/In the subspace topology.

As R̂ is a closed subspace of a Polish space, it is Polish itself. Also, as we can evaluate
the ring operations coordinatewise, they are all continuous, so R̂ is a topological ring.

Elements of R/In correspond to cosets of R, so if γ ∈ R̂ and n ∈ ω, picking r ∈ γ(n)
amounts to writing γ(n) = r + In for some r ∈ R. We identify a particular neighborhood
basis of 0 in R̂. Namely, for each n ∈ ω, let On := {γ ∈ R̂ : γ(n) = 0}. Note that each On is
a clopen ideal of R̂ and that

⋂
n∈ωOn = 0. Note that {On + r : n ∈ ω, r ∈ R} forms a basis

for the full topology on R̂.
Since

⋂
In = 0, we can view R as a subring of R̂. Under this identification, for each

r ∈ R we view r as the ω-sequence defined by r(n) = r + In. R is dense in R̂, since always
r ∈ On + r. We endow R with the subspace topology from R̂. Note then that In = On ∩ R
and {In : n ∈ ω} is a neighborhood basis of 0 in R.

For each n ∈ ω, put Jn := AnnR(In). Note that then Jn is also an annihilator ideal and
AnnR(Jn) = In. Note also:

Lemma 3.26. For each n ∈ ω, On = AnnR̂(Jn) = In.

Proof. It is clear that AnnR̂(Jn) contains AnnR(Jn) = In and is closed, so In ⊆ AnnR̂(Jn).
Next, we show that AnnR̂(Jn) ⊆ On. To see this, choose γ 6∈ On, i.e., γ(n) 6= 0. For each

m ≥ n, choose rm ∈ γ(m). Since rn 6∈ In, there is x ∈ Jn such that rnx 6= 0. Choose m ≥ n
large enough so that rnx 6∈ Im. Since rm−rn ∈ In by coherence, we have rmx−rnx ∈ Inx = 0,
so rmx 6∈ Im. But then (γx)(m) = rmx+ Im 6= 0, so γx 6= 0, i.e., γ does not annihilate Jn.

Finally, we show On ⊆ In. But this is clear, since given γ ∈ On, if we let rn ∈ γ(n), then
{rn : n ∈ ω} is a sequence from In converging to γ.

As in the proof of Theorem 3.6, we pass to the direct sums
⊕

ω R and
⊕

ω R̂.
Using Lemma 3.26 we prove definability results that are analogous to Lemmas 3.18 and

3.19.

Lemma 3.27. Suppose (δi : i < n) ∈ R̂n are given and, for each m, choose ri,m ∈ δi(m).

Then for all (ai : i < n) ∈
⊕

ω R̂, we have∑
i<n

δiai = 0 if and only if Jm · (
∑

i<n ri,mai) = 0 for every m
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Proof. Proceeding coordinate-wise, it suffices to prove that for all (ai : i < n) from R̂,∑
i<n δiai = 0 if and only if Jm · (

∑
i<n ri,mai) = 0 for every m. Note that for each m,

(
∑

i<n δiai)(m) = (
∑

i<n ri,mai)(m). Since
∑

i<n δiai = 0 if and only if each (
∑

i<n δiai)(m) =
0, we conclude that

∑
i<n δiai = 0 if and only if (

∑
i<n ri,mai)(m) = 0 for all m. By

Lemma 3.26, this holds if and only if each Jm · (
∑

i<n ri,mai) = 0.

Following the argument (but without the assumption of r-purity) in 3.19, we immediately
obtain:

Lemma 3.28. Suppose
⊕

ω R ⊆ G,H ⊆
⊕

ω R̂ are R-submodules and f : G → H is an

R-module isomorphism. Then there is an R̂-automorphism f ∗ of
⊕

ω R̂ extending f .

Definition 3.29. If p(x1, . . . , xn) ∈ R̂[x1, . . . , xn], let Z(p) := {ā ∈ R̂n : p(ā) = 0} be its
zero set. Any such Z(p) is closed in R̂n. Given any X ⊆ R̂n, let ∂X denote its boundary,
i.e., the set of all ā ∈ R̂n such that any open set containing ā intersects both X and its
complement. Any such ∂X is closed and nowhere dense.

Say that a subset Γ0 ⊆ R̂ is R-sufficiently generic if, for all n, for all sequences (γ1, . . . , γn)
of distinct elements of Γ0, and for all p(x1, . . . , xn) ∈ R[x1, . . . , xn], (γ1, . . . , γn) 6∈ ∂Z(p).

As R is countable and the topology on R̂ is Polish, the following lemma follows from the
Baire category theorem.

Lemma 3.30. An infinite sufficiently generic Γ0 ⊆ R̂ exists.

Enumerate Γ0 as {γn,m : n,m ∈ ω} and put J :=
⋃

n∈ω Jn. To conclude that the theory of
R-modules is Borel complete, we exhibit a Borel reduction from tagged R/J-modules to R-
modules. Fix any countable tagged R/J-module V = (V, Vn)n∈ω. For notational simplicity
later, assume that V0 = V and V1 = 0. To construct the Borel embedding, first consider⊕

V R as an R-module with standard basis {ev : v ∈ V } and let ε :
⊕

V R → V denote the
R-module surjection given by ε(

∑
v∈V rv) =

∑
v∈V rvv. Let G(V ) be the R-submodule of⊕

V R̂ generated by
⊕

V R ∪
⋃

n,m γn,mε
−1(Vn).

We argue that the map V 7→ G(V ) is a Borel reduction. The Borelness is clear, and if

V ∼= V
′

as tagged R/J-modules, then the R-modules G(V ) and G(V
′
) are isomorphic. The

reverse direction requires more work.
Given any V , let

J∗ := {g ∈ G(V ) : g annihilates some On}

J∗ is evidently an R-submodule of G(V ) but more is true.

Fact 3.31. 1. R̂J∗ = J∗, hence J∗ can be construed as an R̂-module.

2. J∗ ∩
⊕

V R ⊆ ker(ε).
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Proof. (1) Choose any γ ∈ R̂ and j ∈ J∗. Say j annihilates On. Choose any r ∈ γ(n). Then
as γ − r ∈ On, (γ − r)j = 0. Thus, γj = rj ∈ J∗ since J∗ is an R-module.

(2) Choose any a =
∑

v∈V rvev ∈ J∗. Choose n so that a annihilates On. Choose any
i ∈ In. As ia = 0, we have

∑
v∈V (irv)ev = 0. Thus, for every v ∈ V , irv = 0. As this

holds for every i ∈ In, each rv ∈ Jn ⊆ J . Thus, a =
∑

v∈V jvev with every coefficient in J .
But V is an R/J-module, so every j ∈ J annihilates V . Thus, ε(a) =

∑
v∈V jvv = 0, i.e,

a ∈ ker(ε).

Put M :=
⊕

V R + J∗ (not a direct sum!) and put Mn := ε−1(Vn) + J∗. (Note that as
V0 = V and V1 = 0, we have M0 = M and M1 = ker(ε) + J∗).

Fact 3.32. For each n ∈ ω,

Mn = {g ∈ G(V ) : γn,mg ∈ G(V ) for all m ∈ ω}

Proof. First suppose g ∈ Mn. Say g = a + j with a ∈ ε−1(Vn) and j ∈ J∗ and choose any
γn,m ∈ Γ0. Then γn,ma is a generator of G(V ) and γn,mj ∈ J∗ ⊆ G(V ) by Fact 3.31(1), so
γn,ma ∈ G(V ).

Conversely, suppose g ∈ G(V ) has γn,mg ∈ G(V ) for all m ∈ ω. Write g = a +∑
n′,m′ γn′,m′an′,m′ with a ∈

⊕
V R and an′,m′ ∈ ε−1(Vn′) and all but finitely many an′,m′ = 0.

Fix m∗ ∈ ω so that an,m∗ = 0. As we are assuming γn,m∗g ∈ G(V ), we can similarly write

γn,m∗g = b +
∑
n′,m′

γn′,m′bn′m′ .

Rewriting, we have

−b−
∑

(n′,m′)6=(n,m∗)

γn′,m′bn′,m′ + γn,m∗

(
a +

∑
n′,m′

γn′,m′an′,m′ − bn,m∗

)
= 0.

Recall that all of this takes place within
⊕

V R̂. By sufficient genericity applied at each
coordinate, we get that there is some open Ok such that the above equation remains true
whenever we perturb γn′,m′ by anything in Ok. By perturbing γn,m∗ and leaving fixed all

other γn′,m′ (and using an,m∗ = 0) we get that Ok

(
a +

∑
n′,m′ γn′,m′an′,m′ − b0

)
= 0, i.e.

Ok(g − b0) = 0, i.e. g − b0 ∈ J∗. Since b0 ∈ ε−1(Mn) we are done.

Next, extend the R-homomorphism ε to ε∗ : M → V by ε∗(a + j) = a. By Fact 3.31(2),
ε∗ is a well-defined R-homomorphism and is surjective because ε was. Let K∗ := ker(ε∗). It
follows that ε∗ induces an isomorphism between the tagged R-modules (M/K∗,Mn/K∗)n∈ω
and V .

Recall that V0 = V and V1 = 0. Hence M0 = M ; also, an easy computation shows that
M1 = K∗.

With the above results, we now finish. Suppose there is an R-module isomorphism
f : G(V )→ G(V

′
), Then by Lemma 3.28, f extends to an R̂-isomorphism, and by Fact 3.32,

f maps Mn onto M ′
n for each n (and hence maps M to M ′ and K∗ to K ′∗). Thus V ∼=

(M/K∗,Mn/K∗)n∈ω ∼= (M ′/K ′∗,M
′
n/K

′
∗)n∈ω

∼= V
′
.
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4 Proof of Theorem 1.2

We conclude the paper by using the results above to prove Theorem 1.2. In light of Theo-
rem 1.1 it suffices to show that if R is a commutative, countable ring for which the theory
of R-modules is not Borel complete, then R is an Artinian principal ideal ring.

4.1 Gathering Ingredients

In this section we collect together some algebraic facts and some corollaries of our previous
theorems. First we recall some definitions for a commutative ring R:

Definition 4.1. 1. An ideal p is prime if R/p is an integral domain, i.e. ab ∈ p implies
a ∈ p or b ∈ p.

2. An ideal m is maximal if R/m is a field, i.e. m is a maximal element of the poset of
proper ideals of R. (Any maximal ideal is prime.)

3. An element a ∈ R is nilpotent if an = 0 for some n. An ideal I is nilpotent if In = 0
for some n. I is locally nilpotent (or nil) if each element of I is nilpotent.

4. The Jacobson radical of R is the intersection of all maximal ideals of R.

5. The nilradical of R is the intersection of all prime ideals, or equivalently, the set of all
nilpotent elements of R. This is contained in the Jacobson radical.

6. R is Artinian if there are no infinite descending chains of ideals. R is Noetherian if
every ideal is finitely generated, i.e. there are no infinite ascending chains of ideals.

7. R is a principal ideal ring if each ideal of R is principal, i.e., is generated by a single
element.

8. R is local if it has a unique maximal ideal.

9. An element e ∈ R is idempotent if e2 = e. Two idempotents e, e′ are orthogonal if
ee′ = 0.

Lemma 4.2 (Chinese Remainder Theorem). Suppose R is a commutative ring and (mi :
i < n) is a sequence of distinct maximal ideals of R. Then the natural homomorphism
R→

∏
i<nR/mi is surjective.

Proof. This is a special case of Theorem 2.1 of [7].

Lemma 4.3 (Hopkins-Levitsky). If R is Artinian then R is Noetherian. (This holds for all
rings, not just the commutative case.)

Proof. See for instance Theorem 4.15 of [6].
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Lemma 4.4. The class of Artinian principal ideal rings is closed under finite direct products.

Proof. Suppose R =
∏

i<nRi where each Ri is Artinian and principal. Note that each ideal
J of R can be written as

∏
i<n Ji where Ji is an ideal of Ri. Since each Ji is principal, so

must J be; and since the finite product of well-founded linear orders is still well-founded, R
is Artinian.

Lemma 4.5. Suppose R is a commutative ring with locally nilpotent Jacobson radical (i.e.
the Jacobson radical is equal to the nilradical). Suppose further R has only finitely many
maximal ideals. Then R is a finite direct product of local rings.

Proof. Since J(R) is locally nilpotent, by Lemma 21.28 of [6], idempotents can be lifted
modulo J(R). Since R has finitely many maximal ideals, R/J(R) is a finite product of
fields, hence is semisimple. By definition, this implies R is semiperfect. By Theorem 23.11
of [6], we get that R is a finite direct product of local rings.

Lemma 4.6. Suppose R is a commutative ring such that R-modules are not Borel complete.
Then the following all hold:

a) Every prime ideal of R is maximal.

b) The Jacobson radical of R is equal to its nilradical, and hence is locally nilpotent.

c) There is no infinite family of pairwise orthogonal idempotents.

Proof. (a) If p were some prime ideal that is not maximal, then R/p would be an integral
domain that is not a field. By Theorem 3.6, the theory of R/p-modules would be Borel
complete (let r ∈ R/p be any nonzero nonunit); but this contradicts Lemma 3.1.

(b) Follows immediately from (a).
(c) We prove the contrapositive. Let {en : n < ω} be the family of pairwise orthogonal

idempotents. Let I = AnnR(en : n < ω). Since each enen 6= 0, we have each en 6∈ I, so we
can mod out by I without disturbing the hypotheses. We have then arranged that for all
r ∈ R there is some n < ω with ren 6= 0. For each n < ω let In = AnnR(em : m < n). Note
that en+1 ∈ In\In+1, so this is a strictly descending chain of annihilator ideals with empty
intersection. By Theorem 3.24, R-modules are Borel complete.

4.2 Infinitely Many Maximal Ideals

In this subsection we prove the following theorem.

Theorem 4.7. Suppose R is a countable, commutative ring that has infinitely many maximal
ideals. Then the theory of R-modules is Borel complete.

Proof. Fix such an R.

Claim 1. There is a sequence (mn : n < ω) of distinct maximal ideals of R such that for all
r ∈ R, {n < ω : r ∈ mn} is either finite or cofinite.
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Proof. Take X to be a countably infinite set of maximal ideals of R and let U be a non-
principal ultrafilter on X. Enumerate R = {rn : n < ω} and for each n < ω, let Xn be
either {m ∈ X : rn ∈ m} or its complement, whichever is in U . Inductively pick mn so that
mn ∈

(⋂
m≤nXn

)
\{mm : m < n}. This easily works.

Fix such a sequence (mn : n < ω) for the rest of the proof. Note that we can mod
out by

⋂
n mn without disturbing the hypotheses or conclusion (using Lemma 3.1); i.e. we

can arrange
⋂

nmn = 0. It follows that the natural homomorphism R →
∏

nR/mn is
injective, so we can view R as a subring of

∏
nR/mn. Rephrased, for r ∈ R and n < ω, put

r(n) := r + mn ∈ R/mn.
As notation, for each r ∈ R, put supp(r) = {n : r(n) 6= 0}. By arrangement we have

that for all r ∈ R, supp(r) is either finite or cofinite. Let p be the set of all r ∈ R whose
support is finite; this is easily seen to be a prime ideal.

For each n, let en ∈
∏

nR/mn be the idempotent defined via en(n) = 1, and en(m) = 0
for all m 6= n. Then (en : n < ω) is an infinite family of orthogonal idempotents. Let u ⊆ ω
be the set of all n such that en ∈ R.

Claim 2. For each n 6∈ u, we have p ⊆mn.

Proof. Rephrased, we want to show that if r ∈ p, then supp(r) ⊆ u. So let n ∈ supp(r); it
suffices to show en ∈ R. By the Chinese Remainder Theorem (see Lemma 4.2), we can find
some s ∈ R such that s(n) = r(n)−1, and for all m ∈ supp(r) with m 6= n, s(m) = 0. Then
rs = en so en ∈ R.

Now if u is infinite then R-modules are Borel complete by Lemma 4.6(c), so we can
suppose u is finite. In that case, (mn : n 6∈ u) is an infinite family of distinct maximal ideals
containing p, so in particular, p is not maximal. By Lemma 4.6(a), R-modules are Borel
complete in any case.

4.3 The Local Case

In this subsection we prove the following theorem.

Theorem 4.8. Suppose R is a local commutative ring. If R-modules are not Borel complete,
then R is an Artinian principal ideal ring.

Proof. Fix a local commutative ring R with maximal ideal m, such that R-modules are not
Borel complete. Note that m is locally nilpotent, by Lemma 4.6(b).

Claim 1. The ideals of R are linearly ordered under inclusion.

Proof. By way of contradiction, suppose there were ideals I, J with I 6⊆ J and J 6⊆ I.
Necessarily, I, J ⊆ m. We can mod out by I ∩ J without disturbing the hypotheses (using
Lemma 3.1); so suppose I ∩ J = 0.

Choose r ∈ I \ J and s ∈ J \ I. Since the principal ideal (s) ⊆ J , we have (r) 6⊆ (s) and
dually, (s) 6⊆ (r). By arrangement we have (r) ∩ (s) = 0. But note that Ann(r) ⊆ m and
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Ann(s) ⊆ m, so by Theorem 3.21, the theory of R-modules is Borel complete, contradicting
our hypothesis on R.

Claim 2. The following both hold.

a) If J ( I are ideals, then J ( (a) ⊆ I for every a ∈ I \ J : and

b) For any ideal I, there is no ideal J with mI ( J ( I.

Proof. (a) Choose any a ∈ I \J . Clearly, (a) ⊆ I. However, since a 6∈ J , (a) 6⊆ J , so J ⊆ (a)
by linearity.

(b) Note that this is trivial if mI = I, so assume mI ( I. After modding out we can
suppose mI = 0, and so I is naturally an R/m-vector space; subspaces of I are the same as
subideals. By Claim 1, the subspaces of I are linearly ordered under inclusion. This implies
that dim(I) = 1, since if a and b are linearly independent, then (a) and (b) contradict
linearity. It follows that I = (a) for every nonzero a ∈ I, so there are no J with 0 ( J ( I,
as desired.

Claim 3. m is finitely generated.

Proof. Suppose otherwise. Then R is not Noetherian, so by Lemma 4.3, R is not Artinian.
Choose a strictly decreasing sequence (Jn : n ∈ ω) of ideals and put J :=

⋂
n∈ω Jn. Note

that we can mod out by J without disturbing the hypotheses (using Lemma 3.1); i.e. we
can arrange R has no minimal nonzero ideal. Note that this implies AnnR(m) = 0, by Claim
2b).

Since m is countable but not finitely generated, repeatedly using Claim 2a), we get a
strictly increasing sequence ((rn) : n ∈ ω) of principal ideals contained in m with m =⋃

n∈ω(rn). For each n, put In := AnnR(rn). Clearly, In+1 ⊆ In for each n. Now each
rn is nilpotent (and we may assume non-zero); let k ≥ 2 be least with rkn = 0. Then
rk−1n ∈ AnnR(rn), so In 6= 0. Also,

⋂
n∈ω In = AnnR(m) = 0, as remarked above. Thus,

we have a descending sequence of annihilator ideals with zero intersection, so the theory of
R-modules is Borel complete by Theorem 3.24, contrary to hypothesis.

Claim 4. m is principal.

Proof. By the preceding claim, we can write m = (ai : i < n) for some ai ∈ m. By linearity,
we can suppose (ai) ⊆ (aj) for i ≤ j. But then m = (an−1).

We can now finish. Write m = (x). Let k be least with xk = 0; so k ≥ 1. Write x0 = 1.
Then 〈(xi) : i ≤ k〉 is a strictly descending sequence of principal ideals. Moreover, note that
each (xi+1) = m(xi). By Claim 2b), 〈(xi) : i ≤ k〉 enumerates all of the ideals of R, and so
R an Artinian principal ideal ring.
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4.4 Putting it all together

We now Prove Theorem 1.2. So suppose R is a commutative ring, such that the theory of
R-modules is not Borel complete. We aim to show R is an Artinian principal ideal ring.

By Theorem 4.7, R has only finitely many maximal ideals, and by Lemma 4.6(b), the
Jacobson radical of R is locally nilpotent. By Lemma 4.5, R is a finite product of local rings
R =

∏
n<n∗

Rn. By Lemma 3.1, for each n, the theory of Rn-modules is not Borel complete.
By Theorem 4.8, each Rn is an Artinian principal ideal ring. By Lemma 4.4, R is an Artinian
principal ideal ring.

A Appendix: Constructing limit objects with rich au-

tomorphism groups

In this appendix, we describe suitable families of classes K of algebraic objects that have a
limit structure with a rich automorphism group. Our method is an extension of the notion
of merging that appears in [1].

Definition A.1. Let L be a countable language with a distinguished unary predicate X. A
class K of L-structures is X-growing if every A ∈ K has an extension B ⊇ A in K with XB

properly extending XA.
A class K of countable L-structures is suitable if K is closed under isomorphism, has

disjoint amalgamation, is X-growing, and there is some A ∈ K with XA = ∅.
An L-structure M is a K-limit if M =

⋃
{An : n ∈ ω} with each An ∈ K and An ⊆ Am

whenever n ≤ m.

Our main theorem is the following:

Theorem A.2. Suppose a class K is suitable. Then there is some K-limit M admitting an
equivalence relation E on XM with infinitely many classes, such that each h ∈ Sym(XM/E)
lifts to an automorphism of M .

The following simple corollary might also be useful in some settings.

Corollary A.3. Suppose K is a class of countable structures, is closed under isomorphism,
has disjoint amalgamation and is X-growing. Then there is some K-limit M admitting some
Y ⊆ XM and some equivalence relation E on Y with infinitely many classes, such that each
h ∈ Sym(Y/E) lifts to an automorphism of M .

Proof. Let K′ be obtained from K by adding a new unary predicate Y and insisting only
that it is interpreted as a subset of X; apply the preceding theorem.
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A.1 Extending and amalgamating equivalence relations

We collect some simple remarks. It is obvious that given any equivalence relation (I, EI)
and any set J ) I, there are (many) equivalence relations EJ on J so that (J,EJ) ⊇ (I, EI)
(note that this is a stronger statement than EJ ⊇ EI).

Now suppose (I, EI) is a substructure of both (J,EJ) and (K,EK) with J ∩K = I and
we investigate equivalence relations E∗ on J ∪K extending EJ ∪ EK . Transitivity requires
E∗(x, y) to hold whenever x/EJ and y/EK extend the same EI-class. Recognizing this, call
a bijection ` : J/EJ → K/EK permissible if for all x ∈ I we have `(x/EJ) = x/EK .

Lemma A.4. Suppose (I, EI) is a substructure of both (J,EJ) and (K,EK) with J ∩K = I
and ` : J/EJ → K/EK is a permissible bijection. Then there is a unique equivalence relation
E` on J ∪K extending EJ ∪ EK satisfying E`(x, y) whenever `(x/EJ) = y/EK.

Proof. Put E` := EJ ∪ EK ∪ {(x, y) ∈ J ×K : `(x/EJ) = y/EK}.

Definition A.5. Given an equivalence relation (J,EJ), a partial function f : J → J is EJ-
preserving if, for all x, y ∈ dom(f), EJ(x, y) iff EJ(f(x), f(y)). Such an f induces a partial
map f/EJ : J/EJ → J/EJ . When we have (J,EJ) ⊆ (K,EK) then we like to identify f/EJ

with f/EK ; we write f/E for both.

A.2 General construction of structures with infinitary indiscernibles

In this section, we prove Theorem A.2 in the special case when K is strongly suitable (see
below). Actually, in our applications, this special case would be enough.

Definition A.6. Suppose L is a countable language with a distinguished unary predicate
X. (We allow multi-sorted languages, and we allow sorts to be empty.) For an L-structure
A and I ⊆ A, let clA(I) denote the smallest substructure of A containing I, which may
be empty. We consider classes K of countable L-structures. Call K unbounded if every
A ∈ K has a proper extension B ) A in K, and say K has disjoint amalgamation if for all
A,B,C ∈ K with A ⊆ B,C and B ∩ C = A, there is some D ∈ K with B,C ⊆ D.

Definition A.7. A class K is strongly suitable if

1. K is closed under isomorphism;

2. For every A ∈ K, XA is finite and generates A, i.e., A = clA(XA);

3. K is unbounded;

4. There is (at least one) A ∈ K with XA = ∅; and

5. K has disjoint amalgamation.

Clearly, K strongly suitable implies K suitable. In particular, every structure in K is
countable as it is generated by a finite set in a countable language.
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Theorem A.8. If K is strongly suitable then there is some K-limit M admitting an equiv-
alence relation E on XM with infinitely many classes, such that each h ∈ Sym(XM/E) lifts
to an automorphism of M .

We note that with a little extra work, one can also arrange that the K-limit M is
homogeneous, i.e. for all A ⊆ M with A ∈ K, every embedding f : A → M extends to an
automorphism of M . But we won’t need this.

Proof. Suppose K is a strongly suitable class of L-structures. Let L∗ := L∪{E}, where E is
a new binary relation symbol and let K∗ consist of all expansions A = (A0, E) with A0 ∈ K
and E interpreted as an equivalence relation on XA.

Lemma A.9. Suppose A′ ⊆ B,B′ are in K∗ with B ∩ B′ = A′. Suppose g : B ∼= B′ is an
isomorphism (which need not fix A′). Suppose h ∈ Sym(XB/EB) satisfies that for all a ∈ A′,
h(g−1(a)/EB) = a/EB. Then there is some amalgam C of B and B′ over A, such that if we
compute g/E in C then we get g/E = h.

Proof. Let B0, B
′
0, A

′
0 be the reducts of B,B′, A′ to K.

By disjoint amalgamation in K, we can find C0 ∈ K with B0, B
′
0 ⊆ C0. Now, to obtain

an amalgam C of B and B′ over A′, it is enough to specify EC amalgamating EB and EB′ .
We obtain EC in two steps; first we find the (unique) equivalence relation E∗ on XB ∪XB′

extending EB ∪EB′ satisfying E∗(g(x), y) for every x ∈ XB and y ∈ h(x/EB). Then, given
E∗, any equivalence relation EC on XC0 extending E∗ will work.

By Lemma A.4, finding such an equivalence relation E∗ on XB∪XB′ amounts to showing
that the bijection ` : XB/EB → XB′/EB′ given by `(h(x/EB)) = g(x)/EB′ is permissible.
We verify this. ` is well-defined since g preserves E. Choose any a ∈ A′; we need to show
`(a/EB) = a/EB′ . We have a/EB = h(g−1(a)/EB) by hypothesis. So by definition of `, we
have `(a/EB) = g(g−1(a))/EB′ = a/EB′ as desired.

Rephrasing:

Lemma A.10. Suppose A ⊆ B are in K∗ and f : A → B is an L∗-embedding and h ∈
Sym(XB/E) extends f/E. Then we can find C ⊇ B in K∗ and an L∗-embedding g : B → C
extending f , with g/E = h.

Proof. Write A′ = f [A]. Choose B′ ∈ K∗ with A′ ⊆ B′ and B′∩B = A′, such that there is an
L∗-isomorphism g : B ∼= B′ extending f . It is enough to show the hypotheses of the previous
lemma are met. For this it suffices to show that for all a ∈ A′, h(g−1(a)/EB) = a/EB.
Note g−1(a) = f−1(a); since h extends f/E, we have h(g−1(a)/EB) = h(f−1(a)/EB) =
f(f−1(a))/EB = a/EB as desired.

Lemma A.11. For every A ∈ K∗ there is B ∈ K∗ with B ⊇ A such that XB has at least
one new E-class.
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Proof. As K is suitable, choose B0 ∈ K properly extending the L-reduct A0 of A. As
A0 = clA0(XA) and B0 = clB0(XB), it follows that XB properly extends XA. Choose any
equivalence relation EB on XB extending EA with at least one new class. Then B = (B0, E

B)
works.

Definition A.12. Suppose B ⊆ C are in K∗. Then say that C is B-big if XC/EC ) XB/EB

and for all A ⊆ B in K∗, for all embeddings f : A→ B and for all h ∈ Sym(XB/E) extending
f/E, there is an embedding g : B → C extending f with g/E = h.

Lemma A.13. Suppose B ∈ K∗. Then there is C ⊇ B in K∗ which is B-big.

Proof. For any B ∈ K∗, being B-big describes finitely many constraints on an extension. We
can handle each of these constraints by an application of either Lemma A.10 or Lemma A.11.
Thus, via disjoint amalgamation, we can construct a finite chain in K∗ to satisfy them all.

To finish the proof of Theorem A.8, recursively build a sequence (An : n < ω) from K∗
such that XA0 = ∅ and each An+1 is An big. Let M∗ =

⋃
nAn, a K∗-limit. and let M be

the reduct to K. Write E = EM∗ . We claim (M,E) works. Clearly E has infinitely many
classes; we just need to verify the lifting property. Let h ∈ Sym(XM/E) be given. Let Fh be
the set of all triples (A,A′, f) where A,A′ ⊆M∗ are in K∗, and f : A ∼= A′ satisfies f/E ⊆ h.
We verify that Fh is a back-and-forth system of L∗-isomorphisms. Clearly, Fh is nonempty
since (A0, A0, id) ∈ Fh. By symmetry, it suffices to check that Fh is a forth system. So
suppose (A,A′, f) ∈ Fh and A ⊆ B; we want to find (B′, f ′) with (B,B′, f ′) ∈ Fh extending
(A,A′, f). Choose n large enough so that A,A′, B ⊆ An and such that for all x ∈ XB,
h(x/E) has a representative in An. Let h′ denote the restriction of h to XB/E. Since An

contains a representative of h′(x/E) for all x ∈ XB, h′ is a finite partial injection from
XAn/EAn to itself. Let h′′ be an arbitrary extension of h′ to Sym(XAn/EAn). Since An+1 is
An-big, we can find some L∗-isomorphism g : An → An+1 extending f with g/E = h′′. Let
f ′ := g � B and put B′ := g[B]. Then (B,B′, f ′) ∈ Fh and extends (A,A′, f).

A.3 From strongly suitable to suitable

We now finish the proof Theorem A.2. Let K be suitable. By adding a dummy sort con-
taining just a named constant, we can suppose that every structure in K has nonempty
domain.

Let L′ be the two-sorted language with sorts U and V ; let it contain L, considered as
operating on the U -sort, and additionally, let it contain a binary relation symbol R ⊆ U×V ,
and also n-ary functions fn,m : V n → U for each n,m < ω (so when n = 0 we have countably
many constants for elements of U). Let K′ consist of all structures A satisfying:

• V is finite;

• RA is (the graph of) a surjective function from XA onto V ;

• A = clA(V );
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• The reduct of A to U is an element of K.

Easily, (K′, V ) is strongly suitable. Let (M ′, E ′) be as given by Theorem A.8. Let M be
the reduct of M ′ to U and let E be the equivalence relation on XM given by: xEy if and
only if R(x)E ′R(y). This works.
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