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Abstract

We establish the existence of a weak solutions for a coupled system of
kinetic and fluid equations. More precisely, we consider a Vlasov-Fokker-
Planck equation coupled to compressible Navier-Stokes equation via a
drag force. The fluid is assumed to be barotropic with ~-pressure law
(v > 3/2). The existence of weak solutions is proved in a bounded domain
of R*® with homogeneous Dirichlet conditions on the fluid velocity field
and Dirichlet or reflection boundary conditions on the kinetic distribution
function.

1 Introduction

In this paper, we establish the existence of weak solutions for a system of a
kinetic equation coupled with compressible isentropic (or barotropic) Navier-
Stokes equations. Such a system models, for example, the evolution of dispersed
particles in a fluid: The cloud of particles is described by its distribution function
f(z,v,t), solution to a Vlasov-Fokker-Planck equation:

Ouf + v Vof +dive(Faf — Vof) = 0. (1)

The fluid, on the other hand, is modeled by macroscopic quantities: Its density
p(z,t) > 0 and its velocity field u(z,t) € R®. Assuming that the fluid is viscous,
compressible and barotropic, we are led to consider the following Navier-Stokes
system of equations:

Op + dive(pu) =0 @)
O(pu) + divg(pu @ u) + Vup — pAu — AVdivu = Fy
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with g >0and p+A=v>0.

In this system, the fluid-particles interactions are taken into account via a
friction (or drag) force Fy exerted by the fluid onto the particles. This force
typically depends on the relative velocity u(z,t) — v and on the density p of
the fluid. In this paper, we will consider a very simple model, in which F, is
independent on p and proportional to the relative velocity of the fluid and the
particles:

Fy; = Fo(u(z,t) —v)

where the coefficient Fj is a constant (we will take Fy = 1). Note that the right
hand-side of the moment equation in the Navier-Stokes system has to take into
account the action of the cloud of particles on the fluid, and so

—/Fdfdv ) /(v e, )z, 0,t) v,

Finally, we will assume that the pressure follows a ~y-law:

with v > 3/2.

This kind of system arises in a lot of industrial applications. One example
is the analysis of sedimentation phenomenon, with applications in medicine,
chemical engineering or waste water treatment (see Berres, Biirger, Karlsen,
and Tory [2], Gidaspow [9], Sartory [17], Spannenberg and Galvin [18]). Such
systems are also used in the modeling of aerosols and sprays with applications,
for instance, in the study of Diesel engines (see Williams [20], [19]).

In a related paper, [14], we investigate the asymptotic regime corresponding
to a strong drag force and strong Brownian motion. More precisely, we consider
the following system of singular equations:

Ofe +v-Vaufe + %divv(fs(ufv) —V.,fe)=0

Orpe + divy(peus) =0
1
O (petie) + divg (pete @ ue) + Vupl — pAu — AVdive = g(jE — Neuy)

where n, = /fg(x,v,t) dv and j. = /vfs(x,v,t) dv, and we prove that weak

solutions (f., pe,uc) that satisfies a natural entropy inequality converges, as &
goes to zero, to (M, ., p,u), where M, , denotes the Maxwellian distribution
with density n(z,t) and velocity u(z,t). Moreover, (n, p,u) solve the following
system of hydrodynamic equations:

Ogn + div, (nu) =
Orp + divy(pu) =
h((p+mn)u) + leT((p +n)u@u)+ Vy(n+ p?) — pAu — AVdive = 0



This asymptotic analysis was first performed (formally) by J. Carrillo and T.
Goudon in [5]. The rigorous approach is developed in [14] when v > 0 and
v € (1,2). We also refer to [5] for further considerations on various modelling
issues and stability properties of this system of equations.

The purpose of this paper is thus to prove that for fixed € > 0, there exists a
solution of the coupled system of equations (1)-(2) that satisfies all the hypoth-
esis necessary to apply our convergence result of [14]. We work under slightly
different hypothesis (namely v > 0 and v > 3/2), but we note that when v > 0
and v € (3/2,2), both the existence result and the asymptotic result hold.

As in [14], we assume that (1)-(2) is set in a bounded subset  of R3. The
system has to be supplemented with initial and boundary conditions. We will
only make relatively minimal assumptions on the initial data

f(z,v,0) = fo(z,v), p(z,0)=po(x), wulz,0)=wuo(z),

and on 02, we will consider homogeneous Dirichlet boundary conditions for the
fluid equations and Dirichlet or reflection conditions for the distribution function
f. Naturally, the case of periodic boundary conditions could be treated similarly.

The existence of solutions for kinetic equations coupled with hydrodyamic
equations has been studied before. In particular, the coupling of Vlasov-Fokker-
Planck equation with Poisson equation (in that case u is an electric field) was
investigated by J. Carrillo et al. [6], [3] in the case of Dirichlet and reflection
boundary conditions, and by F. Bouchut [4] when the equation is set in the whole
space Q = RY. Global existence results for the coupling of kinetic equations
with incompressible Navier-Stokes equations was proved by Hamdache in [11].
The existence of solutions for short time in the case of the hyperbolic system
(i.e. no viscosity in the Navier-Stokes equation (v = 0) and no Brownian effect
in the kinetic equation) is proved by Baranger and Desvillettes in [1].

On the other hand, the main existence result for compressible Navier-Stokes
equation is due to P.-L. Lions in [12]. Tt shows the existence of weak solutions
under only physical assumptions for the initial data (finite mass and energy),
and when v > 9/5 (in dimension 3). This result was later improved by E. Feireisl
[8] to include the case of all 4 > 3/2. In our study, we will use many of the idea
of P.-L. Lions (in particular to regularize the system), and one of the key point
will be the compactness results for the density (in its improved form establised
by E. Feireisl) which will allow us to pass to the limit in the regularized problem.

In the case of reflection boundary condition for the particles, one of the
difficulty will be to deal with the lack of regularity of the trace of f along
the boundary. This is a very classical problem, which has been addressed,
in particular by Hamdache [10] and Cercignani et al. [7] for the Botlzmann
equation, and by J. Carrillo [6] for the Vlasov-Poisson-Fokker-Planck system of
equations. Our main reference on those issue will be the more recent work of S.

Mischler (see [16] and [15]).

In the next section, we describe our result more precisely. In particular we
specify the boundary conditions, make precise the notion of weak solutions, and



state our result. The proof of the existence of weak solutions with Dirichlet
boundary condition on the kinetic variable f is then detailed in Section 3. The
last section deals with the case of reflection conditions.

2 Main results

2.1 Notion of weak solutions

The system under consideration is the following:
Of+v-Vuf +divy((u—v)f =V,f)=0 (3)
Orp + divy(pu) =0 (4)
O(pu) + divy(pu @ u) + Vip? — pAu — AVdivu = (j — nu) (5)

where

n(z,t) = f(z,v,t)dv, Jjlz,t) = /R3 v f(z,v,t) dv.

R3

The kinetic variable v (the velocity) lies in R?, while the space variable x lies
in a bounded subset £ of R3. We assume that the boundary 95} is a smooth
hypersurface and we consider homogeneous Dirichlet condition for the velocity
field u of the fluid:

u(z,t) =0 VY € 0Q, Vt > 0.

To make precise the boundary conditions on the kinetic distribution function,
we denote the traces of f by v& f(z,v,t) = f|s=, where

»E = {(z,v) €I xR3| £v-7(z) > 0}.

We also introduce
1/p
(%) = {g@c,v); ( [ a0 lo- @)l deo) dv) < oo}

where do(x) denotes the euclidean metric on 9. We consider two types of
boundary conditions: the case of Dirichlet boundary conditions, which read

v flzovt) = g(z,v)  Y(z,v) €XT, (6)
and the case of reflection conditions, which can be written as
v f(@vt) =BT ) V(z,v) € X7, (7)

(the hypothesis on the boundary operator B will be discussed in the next sec-
tion).



In this framework, we say that (f, p,u) is a weak solution of (3)-(5) on [0, 7T

if
flz,v,t) >0 V(z,v,t) € Q x R® x (0,7)
Fec(o,T;; LM (2 x R*)) N L>®(0,T; L' N L>=(Q x R?)),
v’ f € L=(0,T; L' (2 x R?))

and

plx,t) >0  Y(x,t) € 2 x(0,T)

p € L=(0,T; L7 (92)) N C([0,T]; L' (%))

we L*(0,T; Hy (), plul® € L®(0,T; L ()

pu € C(0,7]; I/ +D(Q) — w)
where (4)-(5) holds in the sense of distribution. In particular, we will see that
the conditions on f yield n(z,t) € L>(0,T; L5/5()) which is enough to give a

meaning to the product nu in L'((0,T) x Q).
In the case of Dirichlet boundary conditions (6), we also ask that

YEfELNO,T;LYEF)), and 7y (f)=g

and (3) hods in the sense of distribution, that is for any ¢ € C>=(Q x R? x [0, T)
we have

T
/ / [0 +v- Voo + (u—0) Voo + Aypl| dodvdt
0 JOaxrN

T
+/QXRN fop(x,v,0) dxdv+/0 /E(U'T(x))’yfgoda(x) dodt =0. (8)

In the case of reflection boundary conditions, it is a well known fact that
grazing collisions with the boundary of the domain are responsible for a loss
of regularity of the traces of f. In general, we cannot expect to have y*f in
LY(0,T; LY (%)), and we only ask that (3) be satisfied in the following sense:

T
/ / f[(’“)tcp—i—v-vz(p—l—(u—v)~Vvap+Avcp]dxdvdt
0 JOxRN
[ foplao0)dedo =0 (9)
QxRN

for any ¢ € C®°(Q x R3 x [0,77]) such that ¢(-,7) = 0 and v+¢ = B*y~¢ on
¥t x [0,7].

Remark 2.1 The weak formulation (9), together with the entropy inequality is
all that is needed for the asymptotic result of [14] to apply.



2.2 Reflection boundary conditions

We recall that Q is a bounded subset of R3. Moreover, we will assume that 952
is a smooth hypersurface. More precisely, we require that he following holds:

00 is a Cimanifold. Moreover, there exists a W1 vector field r(x)
defined in © which is equal to the outward unit normal vector to 92 for
all z € 00

In its most general form, the reflection operator B can be written as

Bf(v) = / Bl )W) v

The usual assumptions on the kernel B are the following:
(i) The operator B is non-negative (i.e. B >0).

(ii) For every v’ € R3 such that v'-n >0, we have
/ B(t,z,v,v")|v-r(z)|dv =1
v-n<0

(iii) If M(v) = (2m)~3/2 exp(—|v|?/2) denote the Mazwellian distribution, we
have
/ B(t,z,v,0"YM(W)|v" - r(z)| dv' = M(v).
v -n>0

Those three conditions are very classical in kinetic theory, and it is readily
seen that (i)-(iii) implies that B is a bounded operator from L!(%%) into L(X7),
with

1Bzt (=), 5y < 1.

However, we will also need to control the trace of f in LP(X) for p > 1, and to
that purpose we need to assume the following condition:

(iv) The operator B is a bounded operator from LP(X) into LP(X7) for all
p € [1,00], with
HB||£(LP(E+),LP(E—)) <1

This additional condition is satisfied, for example, if the reflections are elas-
tic, i.e. if we have

B(z,t,v,v") = bz, t,v,0")5(|v]* — [v'[*).
For example, we can take
B(g) = aJ(g) + (1 — @) K(g)
with a local reflection operator J defined by

J(9)(z,v) = g(z, Ryv)



with R,v = —uv (inverse reflection) or R,v = v — 2(v - r(x)) r(z) (specular
reflexion), and the elactic diffusive operator given by

1 / !/ !
=— z, v ) -rdv.
dm|v|? /s+(z,v)g( )

where St (z,v) = {v/ € R®; v - r(z) > 0, |v'|* = |v|?}.

Note that condition (ii) on B yields that if yp(z,v) = g(x) is independent
on v then v"¢p = B*y~ . So the weak formulation (9) holds in particular for
test function ¢ indepedent of v.

K(g)(z,v)

Finally, hypothesis (i)-(iii) yield the following classical lemma which will be
crucial in the sequel to make use of the entropy inequality:

Lemma 2.1 (Cercignani et al. [7]) Let vf > 0 satisfy v~ f = By*f and
assume that (14 |v|> + |logyf)yf € LY(S%). Then we have

[ o r@yrran=0
R3
and

/Rs(v -r(z)) <1}2|2 +10g('yf)> ~fdv>0

2.3 Entropy inequality

Before stating our main results, we briefly review the classical energy/entropy
inequalities satisfied by smooth solutions of (3) and (4)-(5).
First of all, setting

2
an= [ ("5r+nogs) do

it is readily seen that (multipying (3) by % +log f + 1 and integrating with

respect to z,v) smooth solutions of (3) satisfy:

d 1
%/Qéal(f)dx—k/ﬂ-/RN|(u—v)f—va‘2?dvd$

o]

+/3ng3(1} r(z)) <2 +logvf + 1) ~f do(z) dv

:/Q/RNu(u—v)fdvda:.

Next, defining



it is a well-konwn fact that smooth solutions of (4)-(5) satisfy:

i/éag(p,u)das—i—u/ |V$u\2dm:// u(u — ) fdvde.
dt Jo Q Q JrN

We deduce the following proposition:
Proposition 2.1 The function

e(f >—/ s+ flog 1| v o5 4 L
,p,u—RN 5 og vt 771/)

is an entropy for the system (8)-(5), with dissipation

— _ _ 21 v 2
D(f,u)—/Q/RNKu v)f = Vo f| fdvdJH— /Q|V$u| dx.

More precisely, if (f,p,u) is a smooth solution of (3)-(5), then the following
energy equality holds:

t ,1
/Q[é”(f,p,u)(t)} dsc—i—/o /QXRJJ(u—v)f—VUﬂ ?dvd:vds

t
+l// /|Vmu\2dmds:/é"(fmpo,uo)da:
0 Ja Q
|v[?

- /ot /ég&gx)) (2 +logvf + 1> vf do(z) dvds.

The entropy inequality will be crucial in deriving a priori estimates on the
solutions (f, p,u) of the approximated system of equations. Note however that
the entropy &1 may be negative (when f < 1). We will thus make extensive use
of the following classical Lemma [7]:

Lemma 2.2 Assume that f >0 and [v|>f € LY(Q x R3). Then
/ flog_fdxdv§C(6,Q)+5/|v|2fdxdv
QXR3

for any ¢ > 0. Similarly, if |v|>vf € LY((0,T) x %), then vflog™ (vf) €
LY((0,T) x %) and a similar estimate holds.

2.4 Main results

We can now state our main results. Throughout the paper, we will assume that
the intial data have finite mass and energy. More precisely, we assume:

fo(z,v) >0 Y(z,v) € 2 xRN, fo € LY N L>®( x R?) (10)



and
po(r) >0  VeeQ po € L(Q) (11)

/ (g)(fo,po,U()) dx < 400 (12)
Q
In the case of Dirichlet boundary condition, we also assume that

glz,v,t) >0 ge L'NL®(2 x (0,T))

/./JW9$UWTUWd)Mﬁ<m

Theorem 2.1 (Dirichlet boundary conditions) Let fy, po and ug satisfy
(10)-(12) and let g satisfies (13) for every T > 0. Assume that v > 3/2 and
v > 0. Then there exists a weak solution (f, p,u) of (3)-(5) satisfying (6) defined
globally in time. Moreover, f satisfies the additional bounds for every T > 0:

(i) v*f € LP(0,T; LP(XT)) for all p € [0, 0]
(ii) [0y f € LY(0, T3 LY(Z)).
and the following entropy inequality holds:

/@@ L u(t) dm+/ D(f,u ds—l—u/ /|Vu|2dxds

2
// <| v +log’Yf+1> ’yfda(x)dvdsﬁ/@@(fo,PO,UO)dx(M)
6Q><1R3 @

The proof of this result will be developed in Section 3. It relies on the
introduction of a regularized system of equation (for which the existence of a
solutions is given by a fixed point argument), and it makes use of a compactness
result of P.L. Lions [12] and E. Feireisl [8] for weak solutions of compressible
Navier-Stokes equation.

(13)

In the case of reflection boundary condition, we have the following result:

Theorem 2.2 (Reflection boundary conditions) Let fy, po and ug satisfy
(10)-(12) and assume that v > 3/2. Then there exists a weak solution (f,p,u)
of (8)-(5) satisfying (7) defined globally in time. Moreover the following entropy
inequality holds:

/£ dm+/ D(f,u ds+l// /|Vu|2dxds
SAg%mme (15)

We recall that in this case, (3) holds in the sense of (9). In particular, we stress
out the fact that we do not have vf in L'(0,7;L'(¥)), and that we cannot
write the weak formulation (8).

The proof of this second theorem relies on the first result and a fixed point
argument on the trace. It will be the object of Section 4.



3 Proof of theorem 2.1: Dirichlet boundary con-
ditions

The proof of Theorem 2.1 is divided in three steps. First, we introduce a reg-
ularized system of equations for which we prove the existence of solutions by a
fixed point argument on the velocity field u. Then we investigate the properties
of these solutions and show, in particular, that they satisfy an approximated
entropy inequality. Finally, we pass to the limit on the regularization param-
eters and show that we obtain weak solutions of (3)-(5) satisfying the entropy
inequality.

3.1 Regularization

In this section, we regularized the system (3)-(5) and construct a solution of
the regularized system of equations. The main difficulty is to control the right
hand side in (5), i.e. to control some L? norm of the kinetic density n(x,t) and
current j(x,t). To that purpsoe, we modify the kinetic equation by truncating
the velocity field u: We consider

Ocf +v- Vo f +dive((xa(u) —v)f = Vo f) =0 (16)

where
Xa(u) = u gy <ay-

We need to modify Navier-Stokes system of equations accordingly, in order to
preserve the entropy inequality. This can be done by replacing the right hand
side in (5) by (j —nu)lyy<x}- Finally, following P.-L. Lions, we regularize the
transport term pd; + pu - V in the moment equation, leading to the following
system of equations:

Op + divy(pu) =0 (17)
O¢(pru) + dive ((pu)r @ u) + Vep? — pAu — AVdivu = (j — nu)lq,<ay (18)

where the subscript & in (18) denotes the convolution with a mollifier hy(x)
with respect to x:
pe=pxhe  (pu)r = (pu)* hy,

Finally, we need to regularize the initial data (fo, po, up) and boundary con-
dition g. Here also, the main issue is to gain control on some norms of n(z,t)
and j(z,t), and this is achieved by taking fy and g with finite moments of
order higher than those given by the energy. More precisely, we assume that
(fo, po,uo) satisty (10)-(12), and

/ || fo(z,v) dzdv < +00 Vm € [0, mp], with mg > 5, (19)
Q

xR3

10



We also assume that g satisfies (13) and

t
/ / [v|"g|v - r(x)| do(z) dvds < oo VYm € [0,mg], with mg > 5. (20)
o Ju-

The main result of this section is the following proposition:

Proposition 3.1 Let fy, po and ug satisfy (10)-(12) and (19). and let g satisfy
(13) and (20). Then, for all k and X > 0 and for all T > 0, the system of
equations (16)-(18) has a weak solution (f,p,u) defined on [0,T] with initial
condition

fli=o = fo,  pli=o = po, uli=0 = uo.

Moreover, the following inequalities hold

3
sup ||f(O)|lLr@sxa) < e"/T(”fO”LP(R?’xQ)“"HQHLP((O,T)XE*)) (21)
t€[0,T

v Flleeqomxsey < | follrexa)y + 9]l ze(o,m)x5-) (22)

(note that those bounds are independent of ).

The notion of weak solutions that we use for (16)-(18) is similar to that in-
troduced in Section 2.1 for (3)-(5). In particular, we request that the weak
formulation (8) holds (with () instead of u) and that

v flz,v,t) = g(x,v,t) V(z,v,t) € 37 x (0,T).

The rest of this section is devoted to the proof of Proposition 3.1. It follows
from a fixed point argument on the velocity field: For a given @, there exists a
solution f to the Vlasov-Fokker-Planck equations (16). Setting n = [ fdv and
j = [vfdv, we can then define (p, u) solution of (17)-(18) with the force term
in (18) given by

(J —na)lga<
The key point is thus to have enough regularity on n and j in order to make
use of the result of P.-L. Lions [12] on compressible Navier-Stokes equations and
get the existence of such a (p,u). A simple fixed point argument then yields the
existence of a @ such that & = w which in turn gives Proposition 3.1.

We thus start by taking
@€ L*(0,T, L*()),
and we consider the following boundary value problem:

Of +v-Vuf +divy((xa(@) —v)f —V,f) =0 in QxR3x(0,7)
v~ f(z,v,t) = g(x,v,1) in X~ x(0,7) (23)
f(z,v,0) = fo(z,v) in Q x R?

11



Thanks to the truncation, we have

xa(a) € L=(Q % (0,T)).

It is thus a classical result (see J. Carrillo [6]) that the V-F-P equation (23) has
a weak solution f > 0 as soon as fj satisfies (10) and (12) and g satisfies (13).
This solution satisfies, for all T' > 0,

FeL™0,T; L' N L>(Q x R?)),
Vof € L>®(0,T; L*( x R?))
[v|?f € L*(0,T; L' (Q x R?))

v f e L*(0,T) x 1),

and (23) holds in the sense of (8) with x (@) instead of u. Moreover, we have
the following bounds (see [6]):

Lemma 3.1 For any fo satisfying (10), g satisfying (13), and for any u €
L2(0,T, L*(R)), the solution f(x,v,t) of the Vlasov-Fokker-Planck equation (23)
satisfies inequalities (21) and (22).

Moreover, for any positive m, there exists a constant C' depending on A\, m
such that

/ [o]™ f(x,v,t)drdv < C’()\,m)/ [v|™ fo(z,v) dz dv
Q QxR3

XR3
C(A,m) // |v - n|lv|™g(z,v,t) do(x) dv.(24)

and similar bounds hold for fo Js+ v - nllo["yT fdo(z) dv.

We recall, for further references, that the LP bounds are obtained by multiplying
(16) by pfP~!, which yields

%/f”dwdv—i—/(v-r(m))fpda(x)dv
_/ (» —1)f”dxdv—|—4/—\v PPRArdv=0  (25)

Thanks to (24) and Hypothesis (19) and (20), we are now able to control
some LP norms of the moments n(z,t) and j(x,t), by mean of the following
classical lemma:

Lemma 3.2 Assume that f satisfies

Ilfll o (0,7 xR3x ) < M

and

//|U|mf(x,v,t)dxdv <M vVt € (0,T), Ym € [0, mo).

12



Then there exists a constant C(M) such that

[[n()]Lr) < C(M),  for every p € [1,(mo + 3)/3) (26)
i) < C(M),  for every p € [1,(mo + 3)/4)
for all t €10,T).

In particular, under Hypothesis (19)-(20), the kinetic density and current
n(z,t) and j(z,t) are bounded in L°°(0,T; L*(Q)) (by a constant depending on
A).

Proof. Let p € (1,00) and let ¢ be such that 1/p+ 1/¢ = 1. Then, for all r, we
have:

/
ety = [asireoe) L

(/(1 + o))" f(v) dv)l/p (/ (1+f|(:|§rq/p d’l))l/q

In particular, if rq/p > 3, we deduce

IN

1/p
) < CIFOILE ( [+ iy s ao)

and so

In()I[?, = / n(@, b dz < C / / (L+[o])" (v) dv da.

Finally, note that the condition rq/p > 3 is equivalent to

r+3
3 )
A similar argument holds for the current:
1/q
; v/p £1/p f
ety < [l s do

IA

(/ 1+ v|)rf(v)dv>1/ ’ ( / (1+f())/ dv)l/q

In particular, if rq/p — ¢ > 3, we deduce

1/p
J(at) < ClLFO] < Janiriw dv)

and so
5@, = /n(x,t)p dz < c//(1 4 o) f(v) dv de,
and the condition rq/p — ¢ > 3 is equivalent to

<7“+3
p 1

13



O

Next, we consider the regularized Navier-Stokes system of equations with
force term (j — ni)1qg1<ay:

Orp + divg(pu) =0 (27)

Oy (pru) + dive ((pu)r ® u) + Vap? — pAu — AVdivu = (j — na)1ga<xy (28)

with the initial condition

p(x,0) = po(x) u(z,0) = up(x).
We note that the right hand side is bounded in L>°(0,T; L?(2)):

(7 —na)lga<xllzz) < ill2) + MInllLz@),

so the existence of a weak solution (p,u) of the system (27)-(28) can be proved
as in P.-L. Lions [12]. More precisely, we can prove:

Lemma 3.3 The system of equations (27)-(28) has a weak solution (p,u) sat-
isfying the following entropy inequality:
d u?

a ) e T,

oY dx + 1// |Vul? = /(j —nt) g <ayude. (29)
We can therefore introduce the operator

T:L%(0,T)x Q) — L2(0,T) x Q)
U = u

and Proposition 3.1 follows if we can prove the existence of a fixed point for 7.
This will be a consequence of the following lemma:

Lemma 3.4 There exists a constant C(k,\,T) such that

T 20,1), 151 () < C

and
10¢T 0| 20,7y, 5-1 () < C

From this lemma, it follows that the operator 7 is compact in L*((0,7) x )
and that the image of 7 is bounded in L2((0,T) x ). By Schauder’s fixed point
theorem, we deduce that the operator 7 has a fixed point in L2((0,T) x Q).
The corresponding (f, p,u) furnishes a solution of (16)-(18), which concludes
the proof of Proposition 3.1.

Proof of Lemma 3.4. Let w = T 4. Using (26) and Sobolev’s inequalities we
have:

IN

‘/(j — nt)lgjaj<xyude il z2[lull2 + Allnl| 2 [Jul] L2

N

(31122 + Allnll2)* + [lul|Z
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Hence (29) gives

d u? 1
Bl Z 4= d Vul?d
dt pk2+1—7p :(:+u/| ul” de

< Julf22 + C. (30)

Next, we note that since  is bounded and [, p(t,z) dz = [, po(x) dz > 0,
we have pg(t,x) = px hy > ¢, > 0 for all z, ¢. In particular, it follows that
2

u

lul[32 < C’k/pk? dx.

Inequality (30) thus becomes

d u2Jr
at | PP o T

u2
< C(k) /Pk? dr +C,

1
pYdx + l// |Vu|? da
-

and Gronwall lemma gives ||u||2Loo(07T;L2(Q)) < C(k), which gives the first esti-
mate in Lemma 3.4.
To deduce the second estimate, we note that (27) yields

Orpr + dive(pu)p =0

so that (28) can be rewritten as

1
(J — n@)Lgaj<ny-

prOru + (pu)g - Vu+ Vep? — vAu = -

The result follows using once again the fact that px > ¢ > 0. O

3.2 Approximated entropy inequality

In order to obtain further estimates on the solution (f, p, u) of the approximated
system (16)-(18), we prove that it satisfies an approximated entropy inequality.
We will use the following notations for the approximated entropy functions:

& =8+ &g
with
|v]?

&(f) = Tf-l-flogf dv

and | |2
u 1
& —p L
2,k(pu) = P M

15



We also introduce the approximated dissipation

U)=//I(m(u)—v)f—wﬁ%dxdv.

Then, we have the following result

Proposition 3.2 The weak solution (f,p,u) of (16)-(18) given by Proposi-
tion 3.1 satisfies the following entropy inequality:

/éak(f(t) da:+/ Dy(f ))ds+v/ /|Vu|2d1;ds

/é”k fos po, o) dx—//v T) <||2+1og7f—&-1) ~vfdo(xz)dvds. (31)

Proof. J. Carrillo proves in [6] that (since y(u) € L=((0,T) x R3)) the weak
solution f of (23) given by Lemma 3.1 satisfies:

% [' |2f+flogf] dvdm+//| (xa(u) —v)f — Vf|2 dx dv

~ [ [xowat - o deo
//v T) (||2+log7f+1>'yfdo(x)dvds.

(formally, this equality is obtained by multiplying (23) by |v|?/2 + log f).
Thus, using Lemma 3.3 together with the fact that

/(j—nu)l{mg,\}Udﬂ? = //(v—u)f1{|u|§,\}udx

/ / (W) (xa(w) — v) f dz do.

we easily deduce (31). O

3.3 Proof of Theorem 2.1

We now use the results of the previous sections to construct a weak solutions
of (3)-(5). We assume that the initial data (fy, po,uo) satisfy (10)-(12) and
that the boundary data g satisty (13). In order to use the result of the previous
section, we thus consider approximating sequences (fJ, py, ul) and g™ satisfying
(10)-(13) uniformly with respect to n and such that for every n, (19)-(20) hold.

For every A, k, n, we denote by (fn, pn, u,) the solutions of (16)-(18) with
initial data

f|t=0 = f(?y P|t=0 = Pga u\t:o = Ug

16



(we do not keep track of the subscripts k and A for the sake of clarity).

A priori estimates.
Lemma 3.1 yields the existence of a constant C' independent on A, k and n such

that

| frllos0,7;r 3502y < C

v fallLe o100 (z) < C

for all p € [1, 0.
Moreover, using Lemma 2.2, we have

//” r(z (' |2+10g7f+1>7fd0(x)dvds
//E+\v r( < \2+10g (+f)+1)’Y+fd0(I)dvds
[ e rlos o oyt s dote) duds
//_|U r(a (|2+logg+l)gda(x)dvds

S_7/ /z:+ '”‘T(xﬂ(' P4 rogt(y *f)+1)v+fda(x)dvds
//7lv 7( (|2+logg+1)gda(z)dvds+c

and proceeding similarly with &(f, p, ), Proposition 3.2 gives

Jul?

2
/(ﬂl +logf|>fdvdx+/p 7—%— 11,07d:v
// lv-r(z < |2+log ty +f)—i—l)’erfda(x)dvds
>+
u)ds +v ul? da ds
+/0Dk(f,)d+/0/Q\V\dd

S/cg’k(foapo,uo)dx
/ / |v-r(x (||2+logg+1)gda(x)dvds+0. (32)

We deduce that there exists a constant C' independent on A, k and n such that

/ (L4 [o2) ful, 0, ) dedo < C Vi€ [0,T]
QxR3

IN

T
/o /ﬁ(l + YT fulz, v, t) |v - r(x)| do(z) dvds C,

17



and

llpnlle©or:L1nLv() < C
Iv/Prun | Lo (0,7;02(0)) < C
[[Vun||22(0,myx0) < C.

This implies in particular the following result (using Lemma 3.2 with my = 2):

Lemma 3.5 There exists a constant C independent on A\, k and n such that

5
(@l <K ¥p< g

and 5
n@llr < K Vo< 3

Limits.
We now explain how to take the limit as A, k¥ and n go to infinity. In order
to keep things simple, we will keep the notation (f,,, pn,u,) for the solutions
constructed in the previous section, being understood that the limit with respect
to A and k are treated in a similar way.

First of all, the a priori estimates gives the existence of a function f such
that

fo—f  L=(0,T:L(Q x R?) — weak

for all p € (1,00). Moreover, for any ¢(x) smooth, compactly supported test
function, we have

/ <j" B /“f d“) p(x) da
st (fonn)
<C (//(fn 1) 1*1(9”'3)' dmdv>1/3

which goes to zero as n goes to infinity since Jffv)l lies in L*(Q x R3?) and f,

converges weakly to f in LP for all p > 1. It follows that

Gn—37  L>®(0,T:LP(Qx R?) —weak Vpe (1,5/4)
Ny =N L>®(0,T : LP(Q x R?)) — weak Vp € (1,5/3)

with j = [vfdvand n = [ fdv.

Next, since 2 is bounded and u satisfies homogeneous Dirichlet boundary
conditions, Poincaré inequality yields

[|ullzs ) < Cllull o) < 1IVullzz,
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so that u, is bounded in L?(0,T; L°(£2)). We then have

ImnunllL20,18/5(0)) < lunllzzo.riee @) 1nnll 2 0,750572 ()

where 3/2 < 5/3. In particular, the right hand side in (18), j, —ny, Uy, is bounded
in L2(0,T; L%%(Q)). This is the crucial bound that allows us to proceed as in
P.-L. Lions [12] and E. Feireisl [8] to prove the stability of weak solution for
compressible Navier-Stokes equations. This leads to the following convergences:

pn — pin L' ((0,T) x Q) and C([0, T]; L) _..())

U, — u weakly in L2(0,T; [Wy 2 ()]%)
putin — pu in C(10,T); L/ (@)

weak

Moreover, (see Lions [12]), we have

(pn * hi)uy, — pu, and  p,7 — p,7.

Thus, in order to show that (f,p,u) is a weak solution of (3)-(5), it only
remains to show that we can pass to the limit in the coupling terms x(un) fn
in (16) and npUn 1 {ju,| <2} = MuXA(Uy) in (18) and in the boundary conditions.

For that purpose, we write

nnun1{|un|<)\} = Npln — nnun1{|un|>)\}a

where the second term can be bounded as follows:

170 Un L {un > 23 121 (0,7)x )
< mallpoe o2y lunll L2 oy 11w, > 23 122 (20)

[lunllz2(zs)

S ||nn||L00(L3/2)||un||L2(L6) <n)\(
C
< —.
A

Thus, we only have to show that n,u, converges in the sense of distribution
to nu. We recall that n,, converges in L?(0,T; L3/%(Q))-weak and u, converges
in L2(0,T; L3(2))-weak. Moreover, integrating (16) with respect to v, we find
O¢ny = —divyj,, and so

diny, s bounded in L(0,T; W~11(Q)).

Since Vuy, is bounded in L?((0,T) x ), we can make use of a classical result
(see P.-L. Lions [12] for details) to deduce

npUy, — nu in the sense of distribution.

Therefore
npXx(tn) — nu in the sense of distribution
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when A, k and n go to infinity.
We proceed similarly with the xx(uy)fn: we only have to show that for any
test functions ¢(v), we have

Up, / frnp()dv — u / feo(v)dv in the sense of distribution.

We note that [ f,¢(v)dv is bounded in L°°(0,T; LP(f2)) for all p. Moreover,
multiplying (16) by ¢(v) and integrating with respect to v (and using the fact
that V, f, is bounded in L?(0,T; L?(Q x R3))), it is readily seen that

/fncp(v) dv  is bounded in L*(0,T; W ~11(Q)).

We can thus conclude as before.

Finally, we show how to handle the boundary condition for the kinetic equa-
tions: Since v* f,, is bounded in LP(0, T; LP(X%)), it converges weakly to some
h* € LP(0,T; LP(X%)) satisfying h~ = g. Passing to the limit in (8), we get:

T
/ / [0 +v-Vop+ (u—v) Voo + Ayp| dodvdt
0 JOxXRN

T
+/Q><RN fop(z,v,0) dx dv + /0 /E(v -r(x))hedo(z)dvdt =0. (33)

Using Carrillo [6] (see also Mischler [15]), we can now prove that f has trace v f
in LY(0,T; L}(X)) and that it satisfies the Green formula. Equality (33) thus
yields h = ~f and f satisfies (8).

Entropy inequality:

So we have proved that as A, n and k go to infinity, (fx k.n, Pk n, U kn) COL-
verge to a weak solution (f, p,u) of (3)-(5) with boundary conditions (6). In
order to complete the proof of Theorem 2.1, it only remains to check that (f, p, u)
satisfied the appropriate entropy inequality, but this is a direct consequence of
(31). As a matter of fact, taking the limit in (31) and using the convexity of the
entropy and the weak convergence of f,,, fi x hg, pn, un and 7 f,, we deduce:

[ o0 u) dn+ [ D(f(s), u(s)) ds + v / t [ v dsds
+/0t/2+lv 7| ('U; +logy*f + 1) v fdo(z) dvds
Jof?

t
< /@ﬂ(fo,l)o,uo)dx +/ v 7| (2 +logg + 1> gdo(z) dvds.(34)
0

n-
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4 Proof of Theorem 2.2: Reflection Boundary
conditions

In the section, we detail the proof of the existence result in the case of reflection
boundary conditions. The first idea is to do a fixed point argument on the

trace. Since ||B||z(z1,21) = 1, we introduce an € € (0,1), and we first construct
a solution of (3)-(5) with boundary condition

v f==)Bytf  Vavt) €T x (0,T) (35)
Such a solution is constructed by an iterative argument: Using Theorem 2.1,

we construct a sequence (f™, p™, u™) of solution of (3)-(5) with Dirichlet bound-
ary condition

’Y_fn—‘rl _ (1 o 5) B’}/+fn V(gj,v,t) €Y X (O,T)

(we can take, for example, v* fO = 0 to initiate the sequence). Then, we note
that for every n, we have (using (22)):

||7+fn+1\|Lp(o,T;Lp(z+)) <|lfoller + (1 - 5)\|7+fn||Lp(o,T;Lp(z+))

for all p € [1, 00]. Morever, Lemma 2.1 yields
g Kl
Lt (B et ) o dote) o
0 _
T |U‘2 + rn + rn
<(1-¢) [v-r| | —= +log(y"f")+ 1| ~" f*do(z)dvdt.
0o Je+ 2
and so, using (34), we get:
[t @ .0 0) do
t t
+/ D(f”+17u”+1)ds+l// / |Vu" T2 da ds
0 0o Ja
' |v|?
—|—// v -7 ( +log(y T + 1) vt do(x) dv ds
0Je+ 2
< [ 6fospo,uo) do
' v[?
+(1 - 5)/ [v -7 (2 +log(y T f™) + 1) vt frdo(x) dvds. (36)
0J3+

Since € > 0, we deduce (by iterating those estimates):

n 1 n
v o o,msne(s+y) < ngoHLP + @ =)y e (o,100 (5+)) -
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for all p € [1, ], and

T 2
/ / v -7 <|v| +log(y* ) + 1) Tt do(x) dv ds
0 Je+ 2
1
< 7/g(f0,po,U())d$

+(1—¢e)” //Z|U r|<| |2+log( T+ >7+f1da(x)dvds.

We thus have all the necessary estimates to proceed as in the previous section
and take the limit n — co. we deduce the following proposition:

Proposition 4.1 Assume that (fo, po,uo) satisfies (10)-(12), then for every
€ > 0, there exist a weak solution (fz, pe,uc) of (3)-(5) with boundary value + fe
in LP(0,T; LP(X7T)) satisfying

v fe=(1—e)Bytf V(z,v,t) € 37 x (0,T).
Moreover, the following entropy inequality holds (by taking the limit n — oo is
(36)):
t t
/éa(fs(t),pg(t)mg(t)) dx + / D(fe(s),uc(s))ds + I// / |Vue|* dx ds
0 o Ja

t 2
+€/0/2+|U -7 (|v2 + log(vt fo) + 1) vt fodo(x)dvds < /5(fo,p0,u0)dx,

Limit ¢ — 0.

In order to prove Theorem 2.2, it only remains to show take the limit ¢ — 0.
Using (25) and (35) we see that the solution (f., ps,u.) given by Proposition
4.1 satisfies

d
%/ff dajdv+(1—(1—6)p)/ |v-r(z)] |'y+f5|p do(z)dv < 3(p—1) /fpdxdv
In particular, f. is bounded in L? for all p € [1,00) (and e||v* fell L1 (0,1 (=+))

is bounded).
Next, we note that Lemma 2.2 yields:

[ torliog (S ot dvds < [ o o e dotw) o+ €
>+ >+
and thus

t 2
//+|v.r| <|”2| +log*y+f€+1> v f. do(z) dvds > —C
0JX

22



We deduce
/éa(fs(t)vpa(t)vue(t))dx+/O D(fg,ug)dS+VA A|VUE|2d$dS
S/g(fo,po,uO)dx—FOE. (37)

In particular [ &(f-(t), pe(t), ue(t)) dz is bounded uniformly with respect to ¢,
and so ([, pe, uc) satisfies the same a priori estimate as in Section 3.3 uniformly
with respect to e, except for the estimate on the trace of f.. In particular, we
can proceed as in Section 3.3 to take the limit in the fluid equations (4)-(5), and
the entropy inequality (15) follows directly from (37), using the convexity of &.

So, we are left with the task of passing to the limit in the weak formulation
of (3) in order to get (9). For all o € C°((0,T) x  x R3), (33) gives:

T
/ / fg[atgo—i—v-vmgo—i—(u—v)~chp+AU<p] dx dv dt
0 JOaxRN

+/QXRN fop(z,v,0) dx dv + /0 /Z(U -r(x))he pdo(x) dvdt = 0. (38)

Moreover, h¢ is a non-negative function such that ho = (1 — €)BhS, so if we
take ¢ such that
Yo =BTy

we get

/oT /Z(U “)he pdo(x) dv dt

If we had yTh. bounded in L'(0,T; L}(X1)), it would be easy to deduce that
this last term goes to zero when € — 0. However, this is not true for general
reflection condition because of the lack of regularity due to grazing collisions
(this is a very classical difficulty when dealing with boundary value problems
for transport equations, see for instance Hamdache [10] or Cercignani et al.
[7]). In general, the best we can hope for is to prove that (v -7)y*h is bounded
in L'(0,T; L*(X%)), which is typically not enough to pass to the limit in the
weak formulation. There are several way to handle this difficulty. In the case
of Maxwell reflexion, for instance, it is actually possible to show that vTh, is
bounded in L'(0,T; L}(X¥)), and for more general operator, one method is to
decompose vV h, into its projection on ker(I — B) (which is typically a constant
times a maxwellian distribution) and on ker(I — B)* (for which the norm of B
is strictly less than 1). We refer to [7] for more details on this issue.

T
= 5/ / (v-r)ytheyTodo(z) dvdt|.
0o Jo+

Here, we chose a different approach, which was first used in [13] for the
Vlasov equation, but which applies only to the case of elastic reflection operator
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(such operators are the most physically relevant operator that satisfy all of the
conditions listed in Section 2.2).

First, multiplying (3) by (v - r(x))fet(v) where r(z) is an extension of the
normal unit vector to € and 1 (v) is a compactly supported function (supp ¢ €
Bpr), we can show that there exists a constant C(R, ||n|/w1.-) such that

T
/ / Y(v)hi(v - r(x))? do(x) dv dt
)
< O£l orsza@nieny + Ve a0 rsmqaesny
el 0,y xm) 1ol oe 0,200 ko)
In particular, taking ¥ (v) such that ¢» =1 on Bg, ¥ = 0 on Byg, we deduce

/T/ h:(v-r(z))* do(x)dvdt < C
0 00X Br

and so (using Cauchy-Schwartz inequality):

T
/ / helv - r(z)|do(z) dvdt < C.
0 8Q><BR

This is enough to pass to the limit in (38), if we take as a test function
nlw,0,8) = oo, v, ) ([0]?) with (e) = 1 on [0,n] and gu(e) = 0 for e >
n + 1. As a matter of fact, we then have

<elly T hell Lo, @ox By IV @l L (0,1 x5+)

/oT /E(U -)he @n do () dv dt

which allows us to take the limit € — 0 for n fixed in (38). We can then let n
goes to infinity to obtain (9) and conclude the proof of Theorem 2.2.
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