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Summary

Computerised Record Linkage methods help us combine multiple data sets from different sources when a single data set with all necessary information is unavailable or when data collection on additional variables is time consuming and extremely costly. Linkage errors are inevitable in the linked data set because of the unavailability of error-free unique identifiers. A small amount of linkage errors can lead to substantial bias and increased variability in estimating parameters of a statistical model. In this paper, we propose a unified theory for statistical analysis with linked data. Our proposed method, unlike the ones available for secondary data analysis of linked data, exploits record linkage process data as an alternative to taking a costly sample to evaluate error rates from the record linkage procedure. A jackknife method is introduced to estimate bias, covariance matrix and mean squared error of our proposed estimators. Simulation results are presented to evaluate the performance of the proposed estimators that account for linkage errors.
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1 Introduction

In record linkage, or exact matching, one compares two or more files on a single population in the absence of a unique error-free identifier for the purpose of unduplication or production of an enhanced, merged database (e.g. Newcombe et al., 1959; Fellegi & Sunter, 1969; Herzog et al., 2007). Record linkage differs from statistical matching in terms of the types of units to be linked or matched. The primary goal of record linkage is to link an entity (e.g. person and household) from one file to the same entity in other file(s). In contrast, the primary goal of statistical matching is to link similar units (e.g. matching the same demographic group from different files). In this paper, our focus is on the statistical estimation related to record linkage and not statistical matching. Readers interested in statistical matching are referred to Rässler (2002), D’Orazio et al. (2006), and others.

A merged or linked data set, created by record linkage, is of great interest to analysts interested in certain specialised multivariate analysis, which would be otherwise either impossible or difficult as variables are stored in different files. Record linkage is used in many applications, including population size estimation at the US Census Bureau (Winkler, 1994, 1995; Jaro, 1989, 1995), epidemiology and medical studies (Newcombe, 1988; Gill, 1997), sociological studies, survey frame improvement and, more recently, counterterrorism (Gomatam & Larsen, 2004). The National Death Index is matched to existing insurance, medical, and other databases for...
studies (e.g. Livingston & Ko, 2005; Rauscher and Sandler, 2005; Thompson et al., 2005). For more applications, see Alvey and Jamerson (1997) and references therein.

Record linkage can be broadly classified into deterministic and probabilistic. They both use common variables available in files to be linked that are indicative of a true match status of an entity. Such variables used for comparison are called ‘matching fields’. Some of these matching fields contain lots of information for identifying population units, such as name and date of birth, while others contain very little information, such as race and gender. In deterministic record linkage, a record pair is deemed a link if the two records agree on all or some available matching fields according to a pre-specified rule, and hence, there is no stochastic element in the deterministic record linkage process. On the other hand, the linkage is called probabilistic if a record pair is deemed a link with certain probability. This paper concerns probabilistic record linkage.

Whether deterministic or probabilistic, any record linkage procedure is subject to linkage or mismatch errors. There are two kinds of linkage errors. The linkage error is called false positive if a mismatch is deemed a link by the record linkage procedure. On the other hand, the linkage error is called false negative if a true match is deemed a non-link by the record linkage procedure. In the context of finite population sampling, Neter et al. (1965) observed that a relatively small amount of linkage errors could lead to a substantial bias in estimating the relationship between response errors and true values. If ignored, analysis of linked data could yield misleading results in a scientific study. Hence, the importance of accounting for linkage errors in statistical analysis cannot be overemphasised. To account for linkage errors in the analysis of linked data, additional data that inform about the two error rates are clearly needed.

The information on the quality of record linkage procedure may come from a new sample of the linked data. The main purpose of this sample is to determine the true matching status of the linked records in the sample through clerical review. Such a sample may be available as a part of evaluation of record linkage methodology. If the linked data as well as the evaluation sample are available to researchers, there is a scope for correcting bias in the secondary statistical analysis. Neter et al. (1965) discussed this secondary analysis using an audit sample. In the context of understanding the effects of low-level radiation exposure on cancer death rate, Lahiri (1996) and Krewski et al. (2001) suggested analysis of the Cox proportional hazard model using information contained in a sample to correct for linkage error biases. More recently, following Neter et al. (1965), Chambers (2009) put forward a variety of methods for different secondary data analyses that uses a sample to correct for linkage error biases. Following the work of Chambers (2009), researchers advanced the secondary data analysis of linked data in several different directions; see Chambers et al. (2009), Chipperfield et al. (2011), Kim and Chambers (2012a, 2012b, 2013), Samart and Chambers (2014), Dasylva (2014), Chipperfield and Chambers (2015), and Chambers and Kim (2016). Kandari and Lahiri (2016), following up on Lahiri (1996), suggested a theory for predicting a function of misclassified binary variables using information from a sample.

The information about linkage errors can be obtained as a part of the record linkage process. This is generally not available to the secondary data users but is accessible to primary data users. The information is contained in the common matching fields that are used to perform the record linkage operation. Some matching fields have more discriminatory power than the others in distinguishing matches from mismatches. A comparison vector, derived from the matching fields, is a vector that records the pattern of agreement and disagreement on different matching fields for a record pair. The components of a comparison vector could be binary (1 if a record pair agrees on the matching field and 0 if otherwise) or continuous (e.g. a score produced by a string comparator; see Winkler, 1990b). If an evaluation sample is not available as a part of record linkage process, it might be difficult to convince funding for a costly evaluation sample.
On the other hand, the primary users, if desired, can think of collecting appropriate summary information that measures the quality of the record linkage operation, which can be potentially used to correct for the linkage biases in statistical procedures.

Scheuren and Winkler (1991, 1993, 1997) showed how to use record linkage process information in correcting linkage bias of the ordinary least square (OLS) estimator of the regression coefficient in a standard multiple linear regression model. Their approach involves first estimating an analytical expression of linkage bias of the OLS estimator using the record linkage process information and then applying the estimated bias correction to the OLS estimator. Lahiri and Larsen (2005) obtained an exact unbiased estimator of the regression coefficient by deriving the expected value of the linked response variable when linkage errors are uncorrelated with the true response given the comparison vectors. The unbiased estimator, however, depends on parameters of the assumed linkage model, which are then estimated using a two-class mixture model (see, e.g. McCutcheon, 1987; McLachlan & Peel, 2000) on comparison vectors. The mixture model uses the so-called conditional independence assumption, introduced in the well-celebrated paper by Fellegi and Sunter (1969), to reduce the number of parameters. Although one-to-one matching was assumed under the linkage error model proposed by Lahiri and Larsen (2005), it was not enforced in the actual implementation of record linkage. Holf and Zwinderman (2012) followed up on the Lahiri–Larsen approach and showed how to extend it to link multiple files or when one-to-one matching is not desired. Estimation under the conditional independence assumption could still provide accurate decision rules even though the assumption is violated; see Thibaudeau (1993) and Winkler (1989aa, 1992, 1994). The conditional independence assumption can, however, be relaxed; see Armstrong and Mayda (1993), Thibaudeau (1993) and Larsen and Rubin (2001). Mixture models have been used to model the data arising from comparing records in two files; see Winkler (1988, 1994, 1995a), Jaro (1989, 1995) and Larsen and Rubin (2001).

Bayesian approaches to record linkage have been suggested by Larsen (1999a, 2002), Fortini et al. (2000, 2002), McGlinchey (2004), Tancredi and Liseo (2011, 2015), Steorts et al. (2017) and Tancredi et al. (2017). A new procedure that explicitly uses the one-to-one matching assumption and allows parameter values to vary by blocks, subsets of the data being linked, is likely to benefit from a Bayesian approach. This is because of the relatively small sample sizes within blocks and the difficulty of calculating expectations under complex restrictions on unobserved data. A Bayesian or an empirical best prediction approach can take advantage of borrowing strength across sites and deal with expectations via simulation. Bayesian record linkage alternatives can be developed to make use of prior information and experience and to formally deal with one-to-one matching.

In Section 2, we extend Lahiri and Larsen (2005) to a general model that accounts for linkage errors in the analysis of a wide range of variables – discrete and continuous. We provide a general class of estimating equations that can generate different estimators corrected for linkage bias using the record linkage process information rather than information from a new sample. In Section 3, we give a brief review of the two-class mixture model built on comparison vectors, which is used to estimate the probability of a record pair being a true match and designate the record pairs into links and non-links. In Section 4, we propose a jackknife method to estimate bias, variance and mean squared error, which incorporates variability due to linkage errors. In Section 5, we devise a Monte Carlo simulation study to compare the performance of different estimators. In Section 6, we offer a few concluding remarks and scope for future work in this area.

2 Analysis of General Model with Linked Data

Suppose we are interested in estimating a parameter or a vector of parameters associated with the conditional distribution of a scalar random variable $y$ given a $p \times 1$ vector of auxiliary
variables $x$. File $F_x$ of size $N$ contains observations on $x$. Let $x_i$ denote the value of $x$ for unit $i$ in $F_x$. We will treat $x_i$ as the value $x$ for the correct unit $i$. In other words, $x$-observations are correctly aligned to the units of $F_x$. File $F_y$ of size $n \leq N$ contains observations on $y$ for a subset of $F_x$. Let $y_i$ be the true value of $y$ for correct unit $i$, which corresponds to $x_i$. But $y_i$ is not observed in any of the two files. Instead, $y$ observations for a subset of $F_x$ of size $n$ available in $F_y$. Let $z_i$ be the value of $y$ for the unit $i$ in $F_y$. Because the units in $F_y$ are not in the same order as the units in $F_x$, $z_i$ may or may not be the value of $y$ for unit $i$ of $F_x$, but $z_i$ takes one of the values from the set \{$y_1, \ldots, y_N$\}. Define $y = (y_1, \ldots, y_N)'$, $X' = (x_1, \ldots, x_N)$ and $z = (z_1, \ldots, z_n)'$, then $z$ is a permutation of $y$. Let $l$ be a binary variable specifying the true matching status of a record pair; that is, $l$ and Larsen (2005). It can reduce the computational burden without losing much accuracy and probability of 

To illustrate our methodology, we assume that the linkage mechanism is at random (LAR). To be specific, the conditional probability of $L$ given $y$ comparison vectors $\gamma$ (to be defined in Section 3) and $X$ depends on $\gamma$ and $X$ but not on $y$. Thus,

$$P(l_{ij} = 1 | y, \gamma, X) = q_{ij}(\psi), \quad i = 1, \ldots, n, \quad j = 1, \ldots, N. \tag{1}$$

Here, $q_{ij}(\psi) = q_{ij}(\psi; y, X)$ represents the matching probability of record pair $(i, j)$, which could depend on $\gamma$ and/or $X$. In this paper, we will view $\psi$ as parameters of a mixture model assumed on comparison vectors, which are derived from a set of matching fields that contain information about the matching status. We postpone the discussions on matching fields, comparison vectors, mixture model on the comparison vector and estimation of $\psi$ until Section 3.

To illustrate our methodology, we assume

$$E(y | X) = \mu(\beta; X) = \mu(\beta). \tag{2}$$

Here, $\beta$ is a $p \times 1$ vector of unknown parameters, and $\mu(\beta) = (\mu(\beta; x_1), \ldots, \mu(\beta; x_N))'$ is an $N \times 1$ vector, where the functional form of $\mu(\cdot)$ is known.

Note that, under LAR, $E(z_i | y, X) = Q(\psi)y$, where $Q(\psi) = (q_{ij}(\psi))$ is an $n \times N$ matrix of matching probabilities so that

$$E(z_i | y, X) = Q(\psi)\mu(\beta). \tag{3}$$

When $\psi$ is known, we can focus on the following class of system of $p$ estimating equations:

$$H(\beta, \psi) [z - Q(\psi)\mu(\beta)] = 0, \tag{4}$$

where $H(\beta, \psi) = H(\beta, \psi; X, y)$ is a given $p \times n$ matrix. In order to simplify the methodology, one can replace the matrix $Q$ in (4) by its simplified versions $Q^M$ or $Q^{M^2}$. Here, $Q^M$ ($Q^{M^2}$) is obtained by setting all entries in each row of $Q$ to zeros except for the largest (two largest). In this way, $E(z_i | y, X)$ is truncated to utilise the most likely one or two links. Suppose that $q_{ij}$ and $q_{ij}^*$ are the largest and the second largest among \{$q_{tt} : t = 1, \ldots, N$\}, respectively, $i = 1, \ldots, n$. Then, $E(z_i | y, X) = q_{ij}\mu_j$ when $Q^M$ is used, and $E(z_i | y, X) = q_{ij}\mu_j + q_{ij}^*\mu_{j'}$ when $Q^{M^2}$ is used. The same idea can be found in Scheuren and Winkler (1993) and Lahiri and Larsen (2005). It can reduce the computational burden without losing much accuracy and
is especially useful to simplify the expression of $\text{Var}(z | \gamma, X)$ when the variance–covariance matrix is considered; see Han (2018).

For known $\psi$, let $\hat{\beta}_F(\psi)$ denote an estimator of $\beta$ obtained as a solution to (4) for a given choice of $H(\beta, \psi)$. The corresponding estimator of $\beta$ when $Q$ is replaced by $Q^M$ (or $Q^{M^2}$) in (4) is denoted by $\hat{\beta}_M(\psi)$ (or $\hat{\beta}_{M^2}(\psi)$). When $\psi$ is unknown, one can estimate $\beta$ by $\hat{\beta}_F(\hat{\psi})$, where $\hat{\psi}$ is a consistent estimator of $\psi$. In this paper, we view $\psi$ as parameters of a mixture model and estimate it using the expectation maximisation (EM) algorithm; see Section 3 for details. The corresponding estimator of $\beta$ when $Q$ is replaced by $Q^M$ (or $Q^{M^2}$) in (4) is denoted by $\hat{\beta}_M(\hat{\psi})$ (or $\hat{\beta}_{M^2}(\hat{\psi})$).

In case of blocking, if the linkages are assumed to occur only within blocks, the estimating Equation (4) can be simplified. Suppose that there are $B$ blocks. For the $b$th block, define $z_b = (z_{b1}, \ldots, z_{bn_b})^T$ as an $n_b \times 1$ vector of observed response, $\mu_b(\beta) = (\mu_{b1}(\beta), \ldots, \mu_{bN_b}(\beta))^T$ as an $N_b \times 1$ vector of conditional means, and $Q_b(\psi) = (q_{ij}^b(\psi))$ as an $n_b \times N_b$ matrix of matching probabilities, where $b = 1, \ldots, B$. Thus, $z^t = (z_1^t, \ldots, z_B^t)$, $\mu^t = (\mu_1^t, \ldots, \mu_B^t)$, and $Q(\psi) = \text{block-diag}(Q_1(\psi), \ldots, Q_B(\psi))$. Then (4) can be written as

$$\sum_{b=1}^B H_b(\beta, \psi) [z_b - Q_b(\psi)\mu_b(\beta)] = 0, \quad (5)$$

where $H_b(\beta, \psi)$ is a given $p \times n_b$ matrix.

**Remark 1.** As a special case, consider the linear model: $E(y | X) = X\beta$. In the absence of linkage errors, the OLS estimator is obtained from (4) when $H(\beta, \psi) \equiv H(\psi) = X^tQ'$ because $Q = [I_n \ 0]$, where $I_n$ is the identity matrix of order $n$ and $0$ is an $n \times n$ matrix of zeros. The choices $H(\beta, \psi) \equiv H(\psi) = X^tQ'(\psi)$ in (4) and $H_b(\beta, \psi) \equiv H_b(\psi) = X_b^tQ_b'(\psi)$ in (5) yield the estimator proposed by Lahiri and Larsen (2005).

**Remark 2.** Our proposed method is different from the one proposed by Chambers (2009) in three different aspects:

1. Assumptions on data availability: The method proposed by Chambers (2009) focused on secondary data analysis. The researchers can only have access to the linked data, which contain nothing but designated links. Chambers (2009) assumed that the linked data were generated by linking two files (say, $F_y$ and $F_x$) of the same size, which respectively contain the observations on $y$ and $x$ for the same population, without duplicate. It was also assumed that the resulting linkage was complete and one-to-one. However, these assumptions are likely to be violated in practice. For example, the record linkage techniques may be used to merge survey and administrative data sets in order to increase the number of variables for the sampled units. Also, the problem of one-to-many or many-to-one linkage commonly exists in most record linkage processes. For example, any record pair with its likelihood ratio score above the upper threshold would be designated as a link for the well-known method proposed by Fellegi and Sunter (1969). It is possible that one record in one file is linked to two different records in the other file. In contrast, our proposed method is for primary data analysis that starts with the original data from the files to be linked. The observed data include the observations on $y$ and $w$ in $F_y$ and on $x$ and $w$ in $F_x$, where $w$ represents a vector of matching fields. Also, the sizes of $F_y$ and $F_x$ are allowed to be different, and one-to-one linkage is not required.
Assumptions on the linkage error model: Chambers (2009) proposed an exchangeable linkage error model, which is built on the assumption that the probability of a designated link (or non-link) being a true match is the same within each block. These probabilities depend only on the block-specific parameters \( \{\lambda_b, b = 1, \ldots, B\} \). To be specific, \( q_{ij}^b = \lambda_b \) if the record pair \( (i, j) \) is designated as a link, and \( q_{ij}^b = (1 - \lambda_b)/(N_b - 1) \), otherwise. It implies that the linkage mechanism is assumed to be LCAR. However, our linkage error model is built on the assumption that the probability of a record pair being a true match depends on its corresponding comparison vector; that is, \( q_{ij}^b = P(\mathbb{I}_{i,j} = 1|v_{ij}^b; \psi) \), which varies across record pairs. Hence, our proposed model is built on the LAR assumption, rather than LCAR.

Dependence on training data: In practice, \( \lambda_b \) and \( \psi \) are unknown and need to be estimated. Estimation of \( \lambda_b \) requires a clerically reviewed training sample of the linkage data for each block. It can be simply estimated by the sample proportion of the correctly linked record pairs among all the designated links in block \( b, b = 1, \ldots, B \). The estimate of the block-specific parameter \( \lambda_b \) can be unreliable if there are not enough samples in block \( b \), which occurs often because smaller blocks are usually preferred in order to reduce the computational burden. In contrast, training data is not required by our proposed method. The maximum likelihood estimate of the global parameter \( \psi \) is approximated using the EM algorithm. In this way, \( \psi \) is estimated by using values of the comparison vector for all record pairs.

Generally speaking, the difference between the two approaches can be attributed to the fact that Chambers (2009) focused on secondary data analysis while we focus on primary data analysis. In contrast, the ability to access the original data and the detailed information about record linkage enables us to build a more sophisticated model to capture the characteristic of linkage errors.

Remark 3. Although our method is designed for primary data analysis, it can be used for secondary analysis under certain conditions. It is not rare that record linkage and statistical analysis are separately performed by two different groups of persons, linkers and analysts. Our proposed method requires linkers to provide the following information to the analysts: (1) the observations on \( y \) and \( x \) from \( F_y \) and \( F_x \) for each block in the same order as they were in the original file and (2) the matrix \( Q_b(\psi) \) for each block. Note that the linkers have to use the mixture-model-based record linkage approach to estimate the linkage probabilities. Under this case, point estimation is quite straightforward. However, it is not possible to estimate variance using the standard jackknife method introduced in Section 4, if the linkers do not provide the replicate estimates \( \hat{\psi}_b \). We could simplify the jackknife method by using the full estimate \( \hat{\psi} \) instead of the replicate estimate \( \hat{\psi}_b \) when estimating \( \hat{\beta}_b \) using the system of estimating equations shown in (7). In this case, the variance would be underestimated because it does not take account of the uncertainty of \( \hat{\psi} \). However, the simulation result in Han (2018) shows that the difference of the variance estimates obtained from the standard and simplified jackknife methods is negligible.

Remark 4. Researchers (e.g. Chambers, 2009) considered estimator of \( \beta \) as a solution to the system of optimal estimating equations derived under an exchangeable linkage model. Evidently, such an optimal estimator will not be optimal under a more complex linkage model such as the one suggested here needed to incorporate information from the record linkage process. It is possible to derive a system of optimal \( H_b(\beta, \psi) \) in (5) by assuming a covariance structure for \( y \). However, expression for such a system of optimal estimating equations will be complex, and the resulting estimator will be optimal only if \( H_b(\beta, \psi) \) is known, which is not the case in practice.
Remark 5. Consider the situation when $F_x$ is the sampling frame for a finite population sampling and $F_y$ is a probability sample drawn from $F_x$. In this situation, let $w_i$ denote the survey-weight associated with $z_i$ in File $F_y$. We can carry out the survey-weighted analysis in a straightforward way by simply introducing weights $w_i$ in $H(\beta, \psi)$ in (4) or $H_b(\beta, \psi)$ in (5). For example, the survey-weighted version of Lahiri and Larsen (2005) is obtained for the choices $H(\beta, \psi) = H(\psi) = X'Q'(\psi)W$ in (4) and $H_b(\beta, \psi) = H_b(\psi) = X_b'Q'_b(\psi)W_b$ in (5), where $W = \text{block-diag}(W_1, \ldots, W_B)$ and $W_b$ is an $n_b \times n_b$ matrix of survey weights ($b = 1, \ldots, B$). For the use of estimating equations in survey statistics, readers are referred to Binder (1983), Särndal et al. (1992, pp. 494–500), Rao (2002) and others.

3 Mixture Model for Record Linkage

Comparison vectors are used to record patterns of agreement and disagreement on matching fields between records from two files. Let $K$ be the number of matching fields used for comparison. The comparison vector for a record pair can be simply constructed based on whether the record pair agrees on a specific matching field or not. The comparison vector is a vector of order $K$ and can be denoted by $\gamma = (\gamma_1, \ldots, \gamma_K)$. Define $\gamma_k = 1$ if the record pair agrees on matching field $k$ and $\gamma_k = 0$ otherwise. For example, all the possible outcomes of a comparison vector for a record pair from two data sets with $K = 3$ matching fields are $(0,0,0)$, $(0,0,1)$, $(0,1,0)$, $(0,1,1)$, $(1,0,0)$, $(1,0,1)$, $(1,1,0)$ and $(1,1,1)$.

The set of all comparison vectors can be partitioned into two classes. One class represents the group of matches $(m)$ and the group of mismatches $(\bar{m})$. Among matches and mismatches, respectively.

The probability mass function of comparison vector $\gamma$ can be written as $P(\gamma|l = 1) = \frac{\pi P(\gamma|l = 1)}{1 - \pi} + \frac{(1 - \pi) P(\gamma|l = 0)}{1 - \pi}$. Here, $\pi$ is probability of a record pair being a match, and $P(\gamma|l = 1)$ ($P(\gamma|l = 0)$) is the probability of observing $\gamma$ in group of matches (mismatches). Conditional independence of the matching fields is assumed. That is, agreement on matching fields for a pair of records is assumed to be independent within matches and mismatches. Then,

$$P(\gamma|l = 1) = \prod_{k=1}^{K} m_k^{\gamma_k} (1 - m_k)^{(1 - \gamma_k)}, \quad P(\gamma|l = 0) = \prod_{k=1}^{K} u_k^{\gamma_k} (1 - u_k)^{(1 - \gamma_k)},$$

where $m_k = P(\gamma_k = 1|l = 1)$ and $u_k = P(\gamma_k = 1|l = 0)$ are the probabilities of agreement on matching fields $k$ among matches and mismatches, respectively.

The parameters in the mixture model can be denoted by $\psi = \{\pi, m_k, u_k, k = 1, \ldots, K\}$. The maximum likelihood estimator of $\psi$ can be obtained by using the EM (Dempster et al., 1977) and the expectation conditional maximisation (Meng & Rubin, 1993) algorithms.

The probability of a record pair $(i, j)$ with $i \in F_y$ and $j \in F_x$ being a match can be estimated using Bayes’ Theorem:

$$q_{ij}(\psi) = P(l_{ij} = 1|\gamma_{ij}) = \frac{\pi P(\gamma_{ij}|l_{ij} = 1)}{\pi P(\gamma_{ij}|l_{ij} = 1) + (1 - \pi) P(\gamma_{ij}|l_{ij} = 0)},$$

where $\gamma_{ij}$ is the value of comparison vector $\gamma$ for record pair $(i, j)$.

As described in Larsen and Rubin (2001), the estimated probabilities can be used to partition the record pairs into designated links and non-links and to estimate error rates. Jaro (1989),

4 Variance Estimation

As mentioned previously, when \( \psi \) is known, estimate of \( \beta \) can be obtained by solving the following system of estimating equations. That is,

\[
\hat{\beta}(\psi) : \sum_{b=1}^{B} H_b(\beta, \psi) (z_b - Q_b(\psi) \mu_b(\beta)) = 0.
\]

(6)

In order to estimate the bias, covariance matrix and mean squared error of an estimate \( \hat{\beta}(\psi) \), the unified jackknife theory proposed by Jiang et al. (2002), henceforth referred to as JLW, can be used. The jackknife replicate \( b \) is obtained by deleting data from block \( b \) in both files \( F_x \) and \( F_y \), and the delete-\( b \) estimates of \( \beta, \hat{\beta}_{-b}(\psi), \) are the solutions of

\[
\hat{\beta}_{-b}(\psi) : \sum_{b' \neq b}^{B} H_{b'}(\beta, \psi) (z_{b'} - Q_{b'}(\psi) \mu_{b'}(\beta)) = 0.
\]

(7)

for \( b = 1, \ldots, B \). When \( \psi \) is known, the JLW jackknife estimate of bias, covariance matrix and mean squared error of \( \hat{\beta}(\psi) \) are given by

\[
\text{bias}_J \left( \hat{\beta}(\psi) \right) = (B - 1) \left( \tilde{\beta}(\psi) - \hat{\beta}(\psi) \right),
\]

\[
\text{var}_J \left( \hat{\beta}(\psi) \right) = \frac{B - 1}{B} \sum_{b=1}^{B} \left( \hat{\beta}_{-b}(\psi) - \tilde{\beta}(\psi) \right) \left( \hat{\beta}_{-b}(\psi) - \tilde{\beta}(\psi) \right)',
\]

\[
\text{mse}_J \left( \hat{\beta}(\psi) \right) = \frac{B - 1}{B} \sum_{b=1}^{B} \left( \hat{\beta}_{-b}(\psi) - \tilde{\beta}(\psi) \right) \left( \hat{\beta}_{-b}(\psi) - \tilde{\beta}(\psi) \right)',
\]

where \( \tilde{\beta}(\psi) \) is the average of the replicated estimates \( \hat{\beta}_{-b}(\psi), b = 1, \ldots, B \).

In practice, however, \( \psi \) is unknown. The maximum likelihood estimate of \( \psi, \hat{\psi}, \) can be obtained using the EM algorithm. It can also be treated as a solution of an estimating equation derived from the maximum log-likelihood function based on the distribution of comparison vector \( \gamma \). In order to account for uncertainty of \( \hat{\psi} \) in (6) and (7), \( \psi \) can be replaced by \( \hat{\psi} \) and \( \hat{\psi}_{-b} \), respectively, where \( \hat{\psi}_{-b} \) is the delete-\( b \) estimate of \( \psi \) by removing values of comparison vectors in block \( b, b = 1, \ldots, B \). Then the bias, covariance matrix and mean squared error of \( \hat{\beta}(\hat{\psi}) \) can be estimated. The properties of \( \hat{\beta}(\hat{\psi}) \) are expected to be similar to those of \( \hat{\beta}(\psi) \) if \( \psi \) is assumed to be independent of \( y \), that is, the distribution of the matching variables (e.g. last name, phone number) is assumed to be independent of the response variable \( y \) (e.g. income) and hence of \( z \). This is true in many applications. The bias, variance and mean squared error of any smooth function of \( \beta \) can be proposed in a straightforward way. For large \( B \), under regularity conditions, asymptotic properties of \( \hat{\beta}(\hat{\psi}) \) and the jackknife estimators proposed in this section can be obtained from the unified theory on jackknife given in Jiang et al. (2002).
of linkage errors. Four different estimators are evaluated: naive estimator 

\[ \beta_N \]

\[ \sum_{b=1}^{B} X'_b \{ y'_b - \mu_b(\beta) \} = 0 \]

\[ \beta_F \]

\[ \sum_{b=1}^{B} X'_b \{ z_b - Q_b \mu_b(\beta) \} = 0 \]

\[ \hat{\beta} \]

\[ \sum_{b=1}^{B} X'_b Q^M_b \{ z_b - Q_b^M \mu_b(\beta) \} = 0 \]

\[ \beta_{M2} \]

\[ \sum_{b=1}^{B} X'_b Q^M_{b2} \{ z_b - Q_b^{M2} \mu_b(\beta) \} = 0 \]

Note: \( y'_b \) is the vector of \( y \) values that are linked to \( X'_b \), and \( \mu_b(\beta) = (\mu_{bi}(\beta), \ldots, \mu_{bni}(\beta)) \), where \( \mu_{bi}(\beta) = \exp(x_{bi} \beta) / [1 + \exp(x_{bi} \beta)] \).

Remark 6. Consider the case of finite population sampling described in Remark 5. The jackknife covariance estimator for \( \beta \) proposed previously will underestimate the true covariance matrix because it does not incorporate the sampling variability. Let \( \mathrm{Var} \) denote (expectation, variance) with respect to the randomness introduced by the linkage errors and sampling errors, respectively. Note that the total covariance matrix of \( \hat{\beta}(\hat{\psi}) \) is given by

\[
\mathrm{Var}[\hat{\beta}(\hat{\psi})] = \mathrm{E}_L \left[ \mathrm{Var}_S(\hat{\beta}(\hat{\psi})) \right] + \mathrm{Var}_L \left[ \mathrm{E}_S(\hat{\beta}(\hat{\psi})) \right].
\]

Let \( \mathrm{var}_S \) be any standard estimator of \( \mathrm{Var}_S(\hat{\beta}(\hat{\psi})) \) proposed in the survey statistics literature [e.g. Binder, 1983; Särndal et al., (1992, pp. 494–500); Rao, 2002]. Then, \( (8) \) motivates us to propose \( \mathrm{var}_S(\hat{\beta}(\hat{\psi})) + \mathrm{var}_L(\hat{\beta}(\hat{\psi})) \) as an estimator of \( \mathrm{Var}(\hat{\beta}(\hat{\psi})) \).

5 A Monte Carlo Simulation Study

In this section, we design a simulation study to compare finite sample performances of different estimators of the regression coefficient \( \beta \) in a simple logistic model in the presence of linkage errors. Four different estimators are evaluated: naive estimator \( \hat{\beta}_N = \hat{\beta}_N(\hat{\psi}) \) that ignores linkage errors, proposed estimator \( \hat{\beta}_F = \hat{\beta}_F(\hat{\psi}) \) that incorporates linkage errors and two of its computational simpler versions \( \hat{\beta}_M = \hat{\beta}_M(\hat{\psi}) \) and \( \hat{\beta}_{M2} = \hat{\beta}_{M2}(\hat{\psi}) \). These estimators can be derived by solving a set of corresponding estimating equations (see Table 1), where \( Q^M_b \) and \( Q^{M2}_b \) are simplified versions of the matrix \( Q_b = (q_{ij}^B) \), \( b = 1, \ldots, B \). All the entries except for the largest one are set to zero on each row in \( Q^M_b \), while all the entries except the first two largest are set to zero on each row in \( Q^{M2}_b \).

In the simulation, we consider the case where \( F_X \) and \( F_Y \) are of the same size within each block, that is, \( N_b = n_b \). However, we allow block sizes to vary across blocks. We assume that linkage errors only exist within blocks, but not across blocks. The conditional independence assumption is also made. Two sets of simulation conditions are considered in order to compare the performances of different estimators under different levels of linkage errors. We consider \( B = 100 \) blocks and \( R = 100 \) independent simulation replications under each simulation condition.

5.1 Simulation Conditions

The number of records in each block \( b \), \( n_b \), across different simulation replications varies from 10 to 40 in Case 1, and from 20 to 40 in Case 2. The number of observations in each file is \( N = \sum_{b=1}^{B} n_b \), and there are \( \sum_{b=1}^{B} n_b^2 \) potential links in total with \( n_b^2 \) potential links in block
Table 2. Simulation conditions for Case 1 and Case 2 under the equal scenario.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower limit</td>
<td>Upper limit</td>
</tr>
<tr>
<td>B</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>R</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>X</td>
<td>X ~ N(0, 1)</td>
<td>X ~ N(0, 1)</td>
</tr>
<tr>
<td>β</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>n_b</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>K</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>m_k</td>
<td>0.55</td>
<td>0.95</td>
</tr>
<tr>
<td>u_k</td>
<td>0.10</td>
<td>0.50</td>
</tr>
</tbody>
</table>

b ranging from 100 to 1600 in Case 1 and from 400 to 1600 in Case 2. The number of matching fields, K, across different simulation replications varies between 8 and 10 in Case 1, and between 6 and 10 in Case 2. Across different replications, probability of agreement on matching field k among matches, m_k, and among mismatches, u_k, takes values from interval (0.55, 0.95) and (0.10, 0.50), respectively, in Case 1, whereas they take values from interval (0.55, 0.85) and (0.20, 0.50) in Case 2. In general, linkage errors are less likely to occur under Case 1 than under Case 2, because it has smaller area sizes, more matching fields and larger probabilities of agreement among matches and smaller probabilities of agreement among mismatches. Hence, we would expect to have better estimates in Case 1 than those in Case 2. A summary of simulation conditions for Case 1 and Case 2 is shown in Table 2.

5.2 Simulation Steps

(1) Data Generation: N values of x in F_x and y in F_y are generated based on simulated regression coefficient β. A comparison vector CR can be generated for each record pair based on their true matching status, the number of matching fields K, probabilities of agreement on matching fields among matches, m_k, and among mismatches, u_k; k = 1, ..., K. Note that only the records within the same blocks are compared. The observed data for statistical analysis include observations of x in F_x, y in F_y (which is denoted by z), and comparison vector γ.

(2) Record Linkage: A two-class mixture model is fitted to observed comparison vectors CR using the EM algorithm. All the parameters {π, m_k, u_k, k = 1, ..., K} in the mixture model are estimated. The probability of a record pair (i, j) within block b being a link, q_{ij}^b, is the same as the probability of its corresponding vector γ_{ij}^b belonging to class of matches. It can be estimated by applying Bayes’ Theorem and can be used to partition the record pairs into links and non-links.

(3) Parameter Estimation: In order to obtain ˆβ_N, it is essential to determine designated links. The designated link to a record i within block b in F_y is a record j within the same block in F_x whose corresponding linkage probability q_{ij}^b is the largest among {q_{it}^b, t = 1, ..., n_b}. In our case, it is possible that a record j in F_x is linked to two or more records in F_y because one-to-one assignment is not enforced. For our proposed estimators, the matrices Q_b, Q_M^b and Q_M^2 for block b need to be constructed based on the estimated probabilities {q_{ij}^b, i = 1, ..., n_b; j = 1, ..., n_b}. Then the four estimators ˆβ_N, ˆβ_F, ˆβ_M and ˆβ_M^2 can be estimated by solving the estimating equations shown in Table 1.

(4) Variance Estimation: Jackknife is used to estimate bias, variance matrix and mean squared error of each estimate of β. A jackknife replicates is generated by leaving out data of one block from the two files at a time. Hence, there are B = 100 jackknife replicates in total. For each jackknife replicate, Step 2 and Step 3 are performed and estimates of β are re-evaluated.
The jackknife estimates of the bias, variance and mean squared error of an estimator can be obtained by aggregating \( B \) replicate estimates of \( \hat{\beta} \). A 95% confidence interval can be obtained for each estimate of \( \hat{\beta} \).

Steps (1) to (4) are performed for \( R = 100 \) simulation runs.

5.3 Performance Evaluation

The performance of the four estimators can be evaluated by the average absolute deviation (AAD) and average squared deviation (ASD) over all the simulation runs. The formulas for AAD and ASD of an estimator \( \hat{O} \) are shown in the following.

\[
AAD(\hat{\beta}) = \frac{\sum_{r=1}^{R} |\hat{\beta}^{(r)} - \beta|}{R}, \quad ASD(\hat{\beta}) = \frac{\sum_{r=1}^{R} (\hat{\beta}^{(r)} - \beta)^2}{R},
\]

where \( \hat{\beta}^{(r)} \) is value of \( \hat{\beta} \) calculated based on simulation run \( r \). We can also measure improvement of an estimator \( \hat{\beta} \) over \( \hat{\beta}_N \) with respect to AAD and ASD by relative per cent improvement (RPI). The formulas are shown in the following:

\[
RPI_{AAD}(\hat{\beta}) = \left( \frac{AAD(\hat{\beta}) - AAD(\hat{\beta}_N)}{AAD(\hat{\beta}_N)} \right) \times 100\%, \quad RPI_{ASD}(\hat{\beta}) = \left( \frac{ASD(\hat{\beta}) - ASD(\hat{\beta}_N)}{ASD(\hat{\beta}_N)} \right) \times 100\%.
\]

A 95% confidence interval for \( \beta \) is obtained as

\[
\hat{\beta} \pm 1.96 \sqrt{\text{var}_J(\hat{\beta})},
\]

where \( \text{var}_J(\hat{\beta}) \) is the jackknife variance estimate. The coverage rate is defined as the percentage of times that the previous 95% confidence interval covers the true value of \( \beta \) among the \( R \) simulation runs.

The Monte Carlo estimates of the bias, variance and mean squared error of an estimator \( \hat{\beta} \) are respectively given by

\[
\text{bias}(\hat{\beta}) = \frac{1}{R} \sum_{r=1}^{R} \hat{\beta}^{(r)} - \beta, \quad \text{var}(\hat{\beta}) = \frac{1}{R-1} \sum_{r=1}^{R} (\hat{\beta}^{(r)} - \hat{\beta})^2, \quad \text{mse}(\hat{\beta}) = \frac{1}{R} \sum_{r=1}^{R} (\hat{\beta}^{(r)} - \beta)^2,
\]

where \( \bar{\beta} = \frac{1}{R} \sum_{r=1}^{R} \hat{\beta}^{(r)} \). The Monte Carlo estimates of the bias, variance and mean squared error of the relative deviation \( (\hat{\beta} - \beta)/\beta \) are denoted by R.bias(\( \hat{\beta} \)), R.var(\( \hat{\beta} \)) and R.mse(\( \hat{\beta} \)), respectively. They are given by

\[
\text{R.bias}(\hat{\beta}) = \frac{\text{bias}(\hat{\beta})}{\beta}, \quad \text{R.var}(\hat{\beta}) = \text{var}(\hat{\beta}), \quad \text{R.mse}(\hat{\beta}) = \frac{\text{mse}(\hat{\beta})}{\beta^2}.
\]

To assess the accuracy of the Monte Carlo estimates, the Monte Carlo standard deviation is used. It is defined as the standard deviation of a Monte Carlo estimate estimator, that is, for a Monte Carlo estimator \( \hat{\theta} \),

\[
SD_{MC}(\hat{\theta}) = \sqrt{\text{var}(\hat{\theta})},
\]
where \( \text{var}(\hat{\theta}) \) is the estimated variance of \( \hat{\theta} \). For example, the Monte Carlo standard deviations of the estimated bias and mean squared error are given by

\[
SD_{MC}(\text{bias}(\hat{\theta})) = \sqrt{\frac{\text{var}(\hat{\theta})}{R}}, \quad SD_{MC}(\text{mse}(\hat{\theta})) = \sqrt{\frac{\text{var}[(\hat{\theta} - \theta)^2]}{R}}.
\]

### 5.4 Simulation Results

In this part, we compare the performances of different estimators of regression coefficient \( \beta \) in a simple logistic model. In each simulation run, values of a scalar-independent variable \( x \) are randomly and independently selected from \( N(0,1) \), and the corresponding values of \( y \) are given by

\[
P(y_{ij} = 1|x_{ij}) = \mu(\beta) = \frac{\exp(\beta x_{ij})}{1 + \exp(\beta x_{ij})}, \quad j = 1, \ldots, n_i, \ i = 1, \ldots, m,
\]

where \( \beta \) is randomly selected from the uniform distribution \( U(0,1) \).

Figure 1 displays scatter plots for deviations of different estimates from the true values of \( \beta \) over 100 simulation runs in Case 1 and Case 2. A red, solid and horizontal reference line with intercept 0 is plotted. If an estimator performs well, the deviations of its corresponding estimates should gather closely and evenly around the reference line. Recall that the true values of \( \beta \) range from 0 to 1 across the 100 simulation runs. In order to investigate whether the true values affect the performance of the four different estimators, the simulation runs are sorted in an increasing order based on the true values of \( \beta \); that is, the true value of \( \beta \) used in the first (last) run is the smallest (largest) among all the true values for the 100 simulation runs.

Based on the result, we can clearly see that the deviations for \( \hat{\beta}_N \) are mostly below the reference line and get further from the line as the true value of \( \beta \) increases. The phenomenon is especially obvious in Case 2, where the linkage errors are more likely to occur. It implies that \( \hat{\beta}_N \) usually underestimates \( \beta \), and the degree of underestimation expands as the true value of
Figure 2. Simulation results for logistic regression under Case 1 and Case 2 in the equal scenario: Box plots for deviations of $\hat{\beta}_N$, $\hat{\beta}_F$, $\hat{\beta}_M$ and $\hat{\beta}_{M2}$ from the true value of $\beta$ over 100 simulation runs. (Colour figure can be viewed at wileyonlinelibrary.com)

$\beta$ increases. That is because the linkage errors weaken the correlation between $y$ and $x$, which introduces a bias towards zero when estimating the regression coefficient.

In contrast, all of our proposed estimators seem to correct the linkage bias to varying extents under the two cases, with $\hat{\beta}_N$ and $\hat{\beta}_{M2}$ being the most efficient, and $\hat{\beta}_M$ being the least efficient. The performance of $\hat{\beta}_N$ and $\hat{\beta}_{M2}$ are quite consistent for the varying values of $\beta$, while $\hat{\beta}_M$ appears to overestimate $\beta$ a little bit, and the degree of overestimation intensifies as $\beta$ increases. However, $\hat{\beta}_M$ still performs much better than $\hat{\beta}_N$, especially in Case 2. In general, our proposed estimators perform better than $\hat{\beta}_N$ based on the visual inspection. This is probably because they take account of the linkage errors in the linked data.

We can also compare the four estimators based on their overall performance using the two box plots of their corresponding deviations across the 100 simulation runs shown in Figure 2, one for Case 1, and the other for Case 2. Note that the solid black dots shown at the end of a box plot are the outliers of the estimates. The overall performance can be measured by the median of deviations over the 100 simulation runs, which is indicated by the segment inside the rectangle box. It can also be measured by the interquartile range of deviations, which is indicated by the extent to which the central rectangle box spans. Based on the result, we can see that the medians of $\hat{\beta}_F$ and $\hat{\beta}_{M2}$ (almost) overlap with the red, dashed, horizontal reference line with intercept zero in both cases. Numerically, the medians for $\hat{\beta}_N$, $\hat{\beta}_F$, $\hat{\beta}_M$ and $\hat{\beta}_{M2}$ are $-0.058$, $-0.002$, $-0.040$ and $0.004$ in Case 1, and $-0.202$, $-0.015$, $0.054$ and $0.008$ in Case 2. Besides, the interquartile ranges of $\hat{\beta}_F$ and $\hat{\beta}_{M2}$ are almost the same and are the smallest two among the four estimators in both cases. In summary, our proposed estimators performs better than $\hat{\beta}_N$ in both cases based on the overall performance of their corresponding estimates, with $\hat{\beta}_F$ and $\hat{\beta}_{M2}$ being the best two.

Figure 3 shows heatmaps of 100 absolute deviations and squared deviations of each estimates from true values of $\beta$ in a simple logistic model under two cases. The darker the colour, the smaller is the absolute deviation. We can clearly see that our proposed estimators perform much better than $\hat{\beta}_N$, especially in Case 2. Table 3 displays the AAD and ASD of estimates for $\beta$, as well as the RPI over $\hat{\beta}_N$ under Case 1 and Case 2 in the equal scenario. Values of AAD and ASD are shown in black, and values of RPI are shown in blue. Under both cases, $\hat{\beta}_N$ has the largest values of AAD and ASD among the four estimators, implying that it performs the worst in estimating the regression coefficient in a simple logistic model; $\hat{\beta}_M$ performs better, but not as well as $\hat{\beta}_F$ and $\hat{\beta}_{M2}$. We can also see that values of AAD and ASD increase under Case 2.
Figure 3. Simulation results for logistic regression under Case 1 and Case 2 in the equal scenario: Heatmap for absolute deviations (top 2) and squared deviations (bottom 2) of estimators of regression coefficient $\hat{\beta}$. [Colour figure can be viewed at wileyonlinelibrary.com]

Table 3. Simulation results for logistic regression under Case 1 and Case 2 in the equal scenario: Average absolute deviations (AAD) and average squared deviations (ASD) of $\hat{\beta}_N$, $\hat{\beta}_F$, $\hat{\beta}_M$ and $\hat{\beta}_{M2}$ of regression coefficient $\beta$. [Colour table can be viewed at wileyonlinelibrary.com]

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AAD</td>
<td>ASD</td>
</tr>
<tr>
<td>$\hat{\beta}_N$</td>
<td>0.0811</td>
<td>0.0112</td>
</tr>
<tr>
<td>$\hat{\beta}_F$</td>
<td>0.0527</td>
<td>0.0045</td>
</tr>
<tr>
<td>$\hat{\beta}_M$</td>
<td>35.01%</td>
<td>59.78%</td>
</tr>
<tr>
<td>$\hat{\beta}_{M2}$</td>
<td>0.0681</td>
<td>0.0080</td>
</tr>
<tr>
<td></td>
<td>16.02%</td>
<td>28.60%</td>
</tr>
<tr>
<td></td>
<td>0.0517</td>
<td>0.0043</td>
</tr>
<tr>
<td></td>
<td>36.24%</td>
<td>61.28%</td>
</tr>
</tbody>
</table>

The per cent relative improvement of the proposed estimator over naive estimator is shown in blue.

when compared with Case 1. This is as expected because Case 2 has more difficult simulation conditions (less matching fields, larger block sizes, small probabilities of agreement among matches and larger probabilities of agreement among mismatches), resulting in more linkage errors. However, our proposed estimators improved more over $\hat{\beta}_N$ in Case 2 then in Case 1, indicated by the larger values of RPI under Case 2. It shows that our proposed estimator would be especially useful when linkage errors are more likely to occur.

In order to further evaluate the performances of these four estimators, another set of 100 simulation runs for logistic regression under Case 1 in equal scenario is performed with $\beta$ fixed at 0.5. Box plot of deviations and relative deviations of different estimators from the true value of $\beta$ is shown in Figure 4. Table 4 gives Monte Carlo estimates of bias, relative bias, mean squared error, relative mean squared error, length and coverage of nominal 95% confidence
Figure 4. Simulation results for logistic regression under Case 1 in the equal scenario: Box plots of deviations and relative deviations of $\hat{\beta}_N$, $\hat{\beta}_F$, $\hat{\beta}_M$ and $\hat{\beta}_{M2}$ from the true value of $\beta$ over 100 simulation runs. The value of $\beta$ is fixed at 0.5 for each simulation run. [Colour figure can be viewed at wileyonlinelibrary.com]

Table 4. Simulation results for logistic regression under Case 1 in the equal scenario: Monte Carlo estimates of bias, relative bias, variance, relative variance, mean squared error, relative mean squared error, length and coverage rate (C.R.) of the nominal 95% confidence intervals of $\beta$ by different methods over 100 simulation runs. [Colour table can be viewed at wileyonlinelibrary.com]

<table>
<thead>
<tr>
<th>Method</th>
<th>Bias</th>
<th>R.bias</th>
<th>Var</th>
<th>R.var</th>
<th>MSE</th>
<th>R.MSE</th>
<th>Length</th>
<th>C.R.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive</td>
<td>-0.0731</td>
<td>-0.1462</td>
<td>0.0044</td>
<td>0.0175</td>
<td>0.0097</td>
<td>0.0387</td>
<td>0.1869</td>
<td>63%</td>
</tr>
<tr>
<td></td>
<td>0.0066</td>
<td>0.0132</td>
<td></td>
<td></td>
<td>0.0011</td>
<td>0.0045</td>
<td>0.0022</td>
<td>0.0485</td>
</tr>
<tr>
<td>Full</td>
<td>-0.0096</td>
<td>-0.0192</td>
<td>0.0046</td>
<td>0.0185</td>
<td>0.0047</td>
<td>0.0187</td>
<td>0.2429</td>
<td>93%</td>
</tr>
<tr>
<td></td>
<td>0.0068</td>
<td>0.0136</td>
<td></td>
<td></td>
<td>0.0007</td>
<td>0.0027</td>
<td>0.0048</td>
<td>0.0256</td>
</tr>
<tr>
<td>Max</td>
<td>0.0430</td>
<td>0.0859</td>
<td>0.0042</td>
<td>0.0167</td>
<td>0.0060</td>
<td>0.0239</td>
<td>0.2388</td>
<td>90%</td>
</tr>
<tr>
<td></td>
<td>0.0065</td>
<td>0.0129</td>
<td></td>
<td></td>
<td>0.0009</td>
<td>0.0035</td>
<td>0.0051</td>
<td>0.0302</td>
</tr>
<tr>
<td>Max2</td>
<td>-0.0007</td>
<td>-0.0014</td>
<td>0.0037</td>
<td>0.0148</td>
<td>0.0037</td>
<td>0.0147</td>
<td>0.2259</td>
<td>95%</td>
</tr>
<tr>
<td></td>
<td>0.0061</td>
<td>0.0122</td>
<td></td>
<td></td>
<td>0.0005</td>
<td>0.0019</td>
<td>0.0034</td>
<td>0.0219</td>
</tr>
</tbody>
</table>

Value of $\beta$ is set to 0.5 for each simulation run. The corresponding Monte Carlo standard deviations are shown in blue.

In summary, a total of 300 simulation runs (three sets of $R = 100$ runs) are performed to investigate the performance of different estimators under various conditions. The first two sets are performed under Case 1 and Case 2, respectively, and allow the true value of $\beta$ to vary across simulation runs. The third one is performed under Case 1, and the values of $\beta$ are fixed at 0.5. The results are quite consistent across the three set of 100 simulations, showing that $\hat{\beta}_F$ and $\hat{\beta}_{M2}$ perform more efficiently than the others. A larger number of simulation runs can better demonstrate the validity of our proposed method. However, we found it difficult to increase
the number because the method is computationally intensive in estimating variance with the standard jackknife method introduced in Section 4. The method requires us to re-estimate \( \psi \) for 100 jackknife replicates, resulting 101 iterations (one for the full estimate, 100 for the replicate estimates) for each simulation run. In order to reduce the computational burden, we recommend to use the simplified version of the jackknife method, by using the full estimate \( \hat{\psi} \) of \( \psi \) in each iteration. We realise that the simplified jackknife method would underestimate the variance because it does not take account of the uncertainty of \( \hat{\psi} \). The simulation study reported in Han (2018) shows that there is not much difference in the variances estimated by the two methods, implying that the variability of \( \hat{\psi} \) is negligible. This could be due to the fact that the number of comparison vectors (that is, \( \sum_{b=1}^{B} N_b n_b \)) is large, which is usually the case in practice. In terms of \( \beta \) estimation alone, the simulation is not quite computationally intensive.

6 Concluding Remarks

We present a general integrated model that incorporates linkage errors resulting from a record linkage process. The proposed methodology corrects the bias in the standard statistical analysis due to linkage errors by exploiting record linkage process data. This can lead to substantial cost reduction incurred due to taking an additional sample from the linked data required in secondary data analysis for the purpose of gaining information about the error rates in the record linkage procedure. The method proposed can be extended to the analysis of complex survey data from a finite population. Simulation results are encouraging and demonstrate the superiority of the proposed methods over the standard method that does not correct for biases due to linkage errors. Our proposed methodology does not use information from a sample that is used for secondary data analysis for bias reduction. We plan to extend the proposed method to incorporate the evaluation sample data, if available, to improve our methodology.

As mentioned in Section 2, the linkage mechanism can be classified into three different categories based on the conditional distribution of the matching status indicator \( l \) given the data \( y, \gamma, X \). The method proposed by Chambers (2009) is an example of applying LCAR, because the probability \( P(l_{ij} \mid y, \gamma, X) \) does not depend on \( y, \gamma, X \). Scheuren and Winkler (1997), Lahiri and Larsen (2005) and our proposed method are several examples of the application of LAR. Up to date, little research has been performed under the assumption of LNAR, where the linkage mechanism depends on the response variable \( y \). It is possible that an estimator derived under the LCAR or LAR assumption would be actually biased under the LNAR assumption. This is a good research area to pursue in the future.

Chambers and Tzavidis (2006), Sinha and Rao (2009), Chambers et al. (2014), Gershunskaya and Lahiri (2018) and others proposed small area estimation methods that are relatively insensitive to a model misspecification or to the presence of outliers. Recently, Fabrizi et al. (2018) discussed extensions of small area estimation methods in the presence of outliers. However, their proposed method was built under the exchangeable linkage error model. It is of interest to extend our methodology in order to make the methodology robust against model misspecification and outliers. We will leave that for future research.
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