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ABSTRACT. In this project we are interested in the reduction of high-dimensional data points
x from a space R” to a lower dimensional space R? (where d << D) in a way that preserves
certain important characteristics. In particular, we are interested in reducing the size of high-
dimensional points for their application to the classification of signals. We first examine a
MatLab implementation of the Locally Linear Embeddings [LLE] algorithm, and apply it to a
specific image database. We then use the output of the LLE and the original dataset to test
and compare the performance ability of a MatLab implementation of a support vector machine
[SVM].

1. BACKGROUND & INTRODUCTION

We start by introducing the necessary background and motivation for this project. We first
describe how high-dimensional datasets can cause problems when attempting to process. We
then give a brief overview of Linear and Nonlinear Dimensionality Reduction techniques. In
the following section, the particular dimension reduction technique discussed in this paper is
presented. An introduction to Support Vector Machines follows. And finally, we present our
results, conclusions, further work, and references.

1.1. High Dimensional Data. At a basic level, the field of dimensionality reduction is con-
cerned with taking high-dimensional data points and representing them with fewer elements
while preserving the important features of the data. In current data collection and processing
applications, an enormous amount of data can now be stored easily and efficiently. This allows
for tons of information to be collected on any specific task. The issue then becomes the useful-
ness of this high-dimensional data. “Handling” data points in higher dimensions requires more
computing power, but it may not be the case that all of the collected data is meaningful. Redun-
dant and unnecessary information may be present. This is the curse of dimensionality; we want
to collect more information to create more accurate model predictions, but we sometimes are
not sure which information is relevant to the application at hand. Errors in our measurements
can also lead to problems when dealing with high dimensions.

1.2. Dimensionality Reduction. To combat the curse of dimensionality, various techniques
and algorithms have been developed to choose only the important features from a high-dimensional
point. There are two fields in dimension reduction, linear techniques, that use a linear map-
ping to reduce the dimension, and nonlinear techniques, which are the focus of this project,
that make the assumption that the data available is embedded on a manifold (or surface in
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lower dimensional space). The data is then mapped onto a lower-dimensional manifold for more
efficient processing.

1.3. Linear Dimensionality Reduction [LDR]. With Linear Dimension Reduction tech-
niques [LDR], we are searching for a matrix Arpp, such that when we apply it to our dataset
X € RPN we get a “faithful” lower dimensional representation Y € RN (d << D).

(1) ALDR~X=Y

“Faithful,” in this context can be any structure, or properties of your data that you wish to
retain. Principal Component Analysis [PCA] is an example of a Linear Dimension Reduc-
tion technique. We reduce the dimension of a dataset by retaining only the largest eigenval-
ues/eigenvectors of X and set the remaining eigenvalues to 0.

Linear Dimension Reduction techniques are, in general, faster to implement than other reduction
methods, but they make the key assumption that the data can be viewed as lying on a linear
manifold. This is rarely the case in real-world data.

Some other examples of LDR techniques are: Linear Discriminant Analysis [LDA], Independent
Component Analysis [ICA], etc.

1.4. Nonlinear Dimensionality Reduction [NLDR]. For cases when we cannot assume
that our data lies on a linear manifold, we must resort to more powerful techniques. Any
dimensionality reduction method that cannot be written in the form A - X =Y, is considered
a Nonlinear Dimensionality Reduction technique [NLDR]. Here, instead of looking for a linear
mapping to a lower dimensional space, we look for an optimal mapping subject to some objective
(usually to preserve some geometric properties).

Nonlinear Dimensionality Reduction techniques allow us to accurately represent a wider range
of data in low dimensions, but at the cost of computational efficiency in the best case (and
stability in the worst). Specifically for this project, we only consider the nonlinear reduction
scheme, Local Linear Embeddings (LLE). In this scheme each high-dimensional data point
x € RP is represented by a linear combination of its nearest neighbors (in euclidean distance).
A lower-dimensional point y € R? (d << D) is then constructed to preserve local properties in
an optimal way. This scheme is computationally simple and has other qualities that render it
useful in a variety of signal processing applications.

It is important to note that many NLDR schemes rely heavily on the assumption that the local
structure of a dataset X is approximately linear. Furthermore, many NLDR methods come
about as a modification of a linear method. As an example, take the Linear Dimensionality
Reduction method of taking the inner products of each data point and a number of basis
elements. If we truncate our result, this scheme can be written as

(2) Iixn-(A-X)=Y

What we have written here is a linear dimensionality reduction method. If we further add the
requirement that instead of using the first d components of our projection (the matrix Ijx ),
we keep the largest d components for each data point on our set X, we have now created a
nonlinear dimensionality reduction technique. We are not able to express this requirement as a
matrix operation, and thus, it is not a linear technique.

More information on nonlinear dimensionality reduction techniques, refer to [Leel].

2. LocaLLy LINEAR EMBEDDINGS [LLE]

Locally Linear Embeddings [LLE] is a non-linear dimension reduction scheme that takes a
data point lying in a high dimension and maps the point in a low dimension. Developed by
Roweis and Saul and published in the journal Science in 2000 [Saul], LLE is described as a
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neighborhood preserving embedding algorithm. The data points are assumed to lie on a well-
behaved manifold where we further assume that any small patch of the manifold is approximately
linear. Implicitly, it is also assumed that the data points can actually be efficiently represented
in a lower dimensional space. This is the equivalent of saying the data point in high dimensional
space has irrelevant or redundant information.
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Ficure 1. This figure illustrates the steps of the LLE algo-
rithm. It was provided by the Sam Roweis from his LLE webpage.
http://www.cs.nyu.edu/~roweis/lle/algorithm.html

More formally, given a set of data points X = {z;|x; € RP, fori = 1,2,..., N} where D is
large, the LLE algorithm finds a corresponding set of data points Y = {y;|y; € R?, for i =
1,2,..., N} where d is small and the relative distance between points is preserved from {x;} to
{y;} (the distance metric here is Euclidean). This mapping is accomplished through three steps
that are detailed below.

Step 1: Given a data set X, where |X| = N, we must first find K nearest neighbors for each
point in our data set. These neighbors form the structure we wish to preserve. The nearest
neighbors of each data point z; are denoted {nij}fil. The double subscript (ij) refers to the
j-th nearest neighbor of the i-th data point. It’s important to note that the set of nearest
neighbors does not include the i-th data point itself.

Step 2: With the set of nearest neighbors for each data point, we now want to approximate
these points with a linear combination of their nearest neighbors, and we want the difference
of the approximation and the data point to be as small as possible. For each neighbor 7;;, we
denote the coefficient of the linear combinations w;;. We also denote the matrix of these values
(from here on referred to as the weights matrix) W = [w;;]. We can model this as a constrained
minimization problem.
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The first constraint of this problem is that

(4) wij =0

for any indices (ij), where z; is not a nearest neighbor of x;, or more succinctly, when z; ¢
{mk}f:l. This constraint ensures that the algorithm only attempts to preserve the structure
between data points and their nearest neighbors. It’s also worth noting that for all 7,

(5) Wy; = 0

The second constraints is that

N
(6) > wiy=1, fori=1,2,...,N
j=1

This constraints ensures the rows of the weight matrix W sum to one. It’s required to ensure
that the solution is invariant to the scaling, rotation, and translation of data points. With
this constraint, the data is no longer dependent on the current frame of reference. Instead, the
weights will only represent relationships between data points.

Step 3: Now that we have the optimal weight matrix, we must find the lower-dimensional
representation Y = {y; |y; € R?} for the high-dimensional data points X = {z; |z; € RP}. As
we wish to maintain the same structure in this mapping, we can model our search as another
constrained optimization problem. Here, for clarity, we denote {p;; | pi; € Rd}]K:l to be the low

dimensional data points corresponding to the nearest neighbor sets {#;; }JKzl

N N 2
(7) min : e(Y) = Z Yi — Zwijﬂw‘
=1 j=1 9
The first constraint is that
N
(8) > yi=0
i=1

This constraint centers the points around the origin (to remove translational invariance). The
other constraint is that

1 N
9 - Ty =1

This constraint removes the rotational invariance. It’s worth noting that sz y; is an outer
product.
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Once this problem has been solved, the solution Y is the set of lower-dimensional representations
of the original data points. Using details from the original paper by Roweis and Saul [Saul],
the book by Theodoridis and Koutroumbas [Koul], and the book by O’Leary [Olel], solution
methods are presented in the following subsections.

2.1. Nearest Neighbor Search. Finding the K nearest neighbors is the first step in the LLE
algorithm. To do this, we will use a full enumeration scheme which involves computing the
pairwise distances between the data points, then selecting the K closest points. An algorithm
is presented below.

Algorithm 1 Nearest Neighbor Search by Full Enumeration

1: for each point x; € X do

2 compute the distance between z; and each other point z; € X

3 sort distances in ascending order (keeping track of the original indices)
4: choose the K indices with the smallest distances

5 return the indices of the K nearest neighbors

6: end for

2.2. Validation. To validate our implementation of the nearest neighbor search, we will use
MatLab’s implementation. The comparison results are now presented. Let Si(g, Q) be the
ordered set of nearest neighbors to point ¢ residing in point-set () resulting from the MatLab
code knnsearch.m. And let S2(q, @) be the ordered set of nearest neighbors to point ¢ residing
in point-set @ resulting from the MatLab code knn.m (our implementation). We apply both
functions to random datasets and compare based on two metrics:

1. [Presence| Are the same neighbors present in both sets (S2(q, Q) C Si(q, Q)).

2. [Preservation] Is the neighbor order preserved (the same) in both sets (S1(¢,Q) =

S 2 (qv Q) ) .
The Presence of Nearest Neighbors The Preservation of Nearest Neighbors
1 T T T 1 T T T
0.8 B 0.81
0.61 b 0.61
o 04f o 04f
=} o
= s
2 o2 < o2}
o [}
= S
5 0 5 0 GF———<——<—<—<——<—<—<——<——
g ]
5 -02 g -02
[ 9]
= =4
F -04 = -04
-0.6 -0.6
-0.8 -0.8
-1 L -1 |
10° 10" 10° 10° 10' 10° 10" 10° 10° 10°
Matrix Size (N) Matrix Size (N)

FIGURE 2. As the two graphs show, there is no difference in the output of the
methods in the preservation or presence of nearest neighbors.

2.3. Minimal Reconstruction Error. After the nearest neighbors have been found, the
weights that reconstruct each point as a linear combination of its neighbors must be found.
This is accomplished by solving
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N K 2
(10) mmi/n Z T — Zwijnij
=1 J=1 9

st.. w;; =0 for x; not a neighbor of z;
N
d wi=1,fori=12,...,N
j=1

There is a closed formula solution to this problem, and the following algorithm implements this
solution

Algorithm 2 Weight Construction
1: for each point z; € X given its neighbors {n;;} do

2: center the points, 1;; = 7;j — x;
3: compute the Gram matrix G = [Gj;] whose elements are (7;;, 7;k)
1
4: solve the system Gw) = ilK for w;
5 compute the Lagrange multiplier A = %
D=1 W)
6:  set w; = \-w)
7 return the weights w;
8: end for

2.4. Validation. From the algorithms above, MatLab code was implemented (weights.m). The
validation of this code is incorporated into other tests and so we only present figures showing
that the constraints are satisfied in our code. For a derivation of the algorithm, see [Unk1] or
Appendix (A).
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Ficure 3. This graph shows the difference, in norm, of the actual optimal
weights and the output of weights.m.

2.5. Reconstruction in Low Dimension. The final step in the Locally Linear Embeddings
Algorithm is the computation of the lower dimensional embedding Y. This is accomplished by
solving
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It has been shown by [Unk1], [Saul], and [Sau2] that solving the above problem is equivalent to
performing an eigen-decomposition of (W —1In)T (W —Iy). We denote the matrix whose columns
are eigenvectors V' = [v1 va ... vp]. Our lower-dimensional dataset (whose rows are data points)
is then set to be Y = [vj vy ... vg], where the eigenvectors correspond to the smallest eigenvalues
(this assumes the eigenvalue/eigenvector pair corresponding to an eigenvalue of 0 is removed).
An algorithm is presented below.

Algorithm 3 Embedding Construction

construct the matrix (W — In)T(W — Iy)

compute the eigenvalues and eigenvectors of (W — In)T(W — Iy)

remove the eigenvalue/eigenvector pair corresponding to the eigenvector of 0
collect the eigenvectors corresponding to the lowers d eigenvalues

return the eigenvectors [v1 va ... v4] as the dataset Y

2.6. Validation. From the algorithm above, MatLab code was implemented (embd.m). The
validation of this code is incorporated into the full LLE test, and so we only present figures that
show that the code satisfies the constraint requirements.

Embedding Constraint Satisfaction

Determinant of Outer Product
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Matrix Size (N)

FIGURE 4. This graph shows that the constraints for problem (7) are enforced.

3. EIGENVALUES & EIGENVECTORS

In finding the lower dimensional embedding, we must perform an eigen-decomposition, so we also
implement an eigen-solver for real, symmetric, and positive definite matrices. Because we plan
to use this eigen-solver (eigQR.m) to find eigenvectors for large datasets, an iterative method
is employed. To find our eigenvalues, we wish to decompose our matrix A into VDV7T. We can
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accomplish this decomposition, we factor A into QR, where @ is an orthogonal matrix, and R
is an upper triangular matrix. We then multiply A by @ such that A < QA. By repeatedly
performing these two operations, A approaches D, and the product of our ()’s converges to V.
The algorithm is shown below, but for more background, see [Panl].

Algorithm 4 Iterated QR Method

1: designate the real, symmetric, positive definite matrix A
2: V = Iy (the approximation of the eigenvectors)

3: D = A (the approximation of the eigenvalues)

4: for k=1,2,... do

5: (@, R] = the QR factorization of D

6

7

8

3.1. Complexity & Convergence. We now turn to the analysis of the complexity of this al-
gorithm. It requires three main operations, a QR factorization, and two matrix multiplications.
To analyze the complexity of the QR factorization, we take the view that it is accomplished
through Gram-Schmidt Orthogonalization [Olv1l]. In brief, the Gram-Schmidt process takes
a set of vectors [here, represented as a matrix A € RV*N = [ay,as,...,ay]] and iteratively
transforms them into the orthonormal basis vectors of @ = [q1,q2,...,qn]. The matrix R is
then formed by taking the inner-product of the columns of ) and the columns of A, such that
for R = (ri;), rij = (gi, a;) for j > i, and r;; = 0 otherwise.

Now we count the number of inner-products required to factor A € R™*". There are n iterations
in the Gram-Schmidt process, and at the p-th iteration, we require (p — 1) inner-products and
a norm computation (the inner-product of a vector and itself). We then perform (n)(n + 1)/2
inner-products to fill the upper-triangular matrix R. By summing these operations, we achieve
a complexity of

1 2

—-(n +n)+%-(n2+n) =0 [n?]

(12) 0|5

The number of inner-products required to update V and D is n? and n? respectively, which
results in a complexity of

(13) O[n? + n?*] = O[n?]

Combining these, we get a complexity of

(14) O[n?]

If we go further, we can account for multiplications as well, by adding an order of magnitude
to our result, which gives us

(15) O[n’]

If we now try to analyze to complexity of the full algorithm, we must supply a stopping iteration,
but supplying this doesn’t guarantee convergence. To bypass this stumbling block, we can try to
empirically divine the amount, and below, we present graphs exploring the number of iterations
required to converge. Convergence is defined to be the maximum absolute value of the off-
diagonal elements being below a tolerance (set to be 1E-5).
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Ficure 5. This graph displays some of the convergence properties of the itera-
tive QR method.

Looking at this graph, we may make the observation that the number of iterations required
to converge (m) is related to the size of A (which we designate n). This relation seems to be

relatively linear,

(16) m=0C-n

where C' in this case appears to be approximately 10. This would give us a total complexity

of
(17) O[m - n®] = O[10n - n®] = O[nf]

required multiplications.

3.2. Validation & Testing. We now present some results that show the correctness of our

code. We use random datasets of various sizes.

Validation of Eigen-solver for Eigenvector

B Validation of Eigen-solver for Eigenvalues 5
10 10 T
1079 [ -4 “ﬂ
10+ [\ 1
|
10 |
9 10 9 [\
£ S10° ¢ [\ 1
g ¢ "
-11 | Sﬂ
&0 & | {
5} | © 8| i \ i
g 12 \ “ % . ’ \\
o ) |
z 10 /1 / z / \
< ”, \\ / < 10—107 ’q \\ B
o 13 / \ [ 5} [ \
@ . // \\ | \ @ !‘J \\
Q Q |
£ \ | £ -12 i \ i
8 1 ’/r’ \ ”r 510 "J \
/ \ /
/
/ \ @ @\®/Q
L /, b 0 / 1
N
107 ‘ ‘ P < ‘
¥ 10' 10° 10° 10° 10" 10° 10°
Random Dataset Size (N)

Random Dataset Size (N)

FiGURE 6. The left figure shows the difference in eigenvalue of our function
eigQR.m and MatLab’s eigs.m. The right figure shows the inner product between

eigenvectors. The tolerance here is 1E-5.
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Ficure 7. The left figure shows the difference in eigenvalue of our function
eigQR.m and MatLab’s eigs.m. The right figure shows the inner product between

eigenvectors. The tolerance here is 1E-16.

As a further comparative measure, we present timing results of our function (eigQR.m) versus
MatLab’s eigs.m function.
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FIGURE 8. The left figure shows the times required per dataset size.

4. PARALLELIZATION OF LLE

One thing to consider in the LLE algorithm is its ability to be parallelized. To parallelize an
algorithm, there must be elements that can be decoupled from each other, or there must be
certain notion of independence in its steps. This is achievable when determining the optimal
weights. For each point, we must solve a linear system, and each of these are independent,
which implies that we can parallelize this step. This isn’t as possible with determining the
eigenvalues of our matrix (although with additional information, this may be possible).

With our LLE algorithm now fully formed, we turn our attention to image classification, starting
with the machine learning algorithm Support Vector Machines [SVM].
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5. SUPPORT VECTOR MACHINES [SVM]

The specific application of this proposed project is in image classification. Given a set of images
{Z;}, we want to be able to correctly distinguish between their various properties. Here we take
the simple case of binary classification, where we assume that any image considered is either in
a class A or class B. One of the main goals in pattern recognition is to be able to detect the
differences between various objects. There are a variety of ways to do this, but one of the most
popular utilizes Support Vector Machines [SVM]. Various features of the image under study are
arranged into a vector (data point z;) that is a representation of its properties. Each data point
is then assigned one of the classes above. For notational convenience, we will designate z; as
the class designation of a data point x;, where z; € {—1, 1}.

With support vector machines, a number of these data points are collected and called a training
set, as their classes are known. These are used to find a hyperplane H = (u, up) that separates
the two classes. Here, u is the normal vector to the hyperplane. wug is the offset of the hyperplane
from the origin. In general there are an infinite number of hyperplanes that have this property,
but the hyperplane desired is the one that maximizes the distance between elements in a class
and the hyperplane itself (this is called the maximal margin hyperplane). The objective for
this problem becomes finding the hyperplane whose normal vector u accurately classifies each
training vector and has maximal margin. Our problem can be solved through constrained
optimization, formulated below.

1
(18) arg min : §Hu||2

This problem is subject to the constraint that all of the data points x; are labeled correctly,
or

(19) zi(ulz; 4+ ug) > 1

This problem will only have a solution if there exists a hyperplane that separates the data. To
account for the case where our data is not separable in this way, we can relax the constraints,
or form the Lagrangian problem, presented below.

N
. 1
(20) arg min L(v, v, u) = 5”““2 - Z/J:z[Zz(usz + up) — 1]
i=1

With this, we can test classification accuracy, when the dataset output for LLE is applied.

6. SOFTWARE & HARDWARE

The algorithms stated above are to be implemented in the programming language MatLab.
This decision is primarily due to the languages’ flexibility in syntax, its ubiquitous use by the
scientific community, and the wide availability of support and toolboxes. In particular, the
optimization, linear algebra, and sparse matrix support, make it an ideal choice for scientific
computing tasks.

The main machine used for development, validation, and testing was a Dell PC with Windows
7. The 64-bit machine has 6GB of RAM, and 4 AMD Phenom II 3.00 GHz processors.

7. OuTSIDE CODE & TOOLBOXES

A few outside toolboxes and code written by other authors (not included in MatLab) are used
in development, validation, and testing.
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7.1. MatLab’s Dimensionality Reduction Toolbox. Available from the LLE author’s web-
site (http://homepage.tudelft.nl/19j49 /Matlab_Toolbox_for_Dimensionality_Reduction.html) there
is an implemented and validated code set for performing data dimensionality reduction as well

as some associated Locally Linear Embedding. Using this code, and some of the test func-
tion mentioned in Standard Topological Manifolds, the results can be compared to ensure an
accurate implementation.

7.2. Author’s Locally Linear Embedding Code. Available from the LLE author’s website
(http://www.cs.nyu.edu/ roweis/lle/) there is an implemented and validated code set for per-
forming Locally Linear Embedding. Using this code, and some of random datasets, the results
can be compared to ensure an accurate implementation.

7.3. Databases. A database of handwritten images (of the digits 1-9) is used in the following
testing. The full dataset contains 60,000 (28 x 28) training images, and 10,000 (28 x 28) testing
images. In the processing of these images, we stack the columns into single 784-length data
points.

This dataset is provided by the National Institute of Standards and Technology [NIST] and is
available at:

http://yann.lecun.com/exdb/mnist/

E3 S
7

AAHAE

8. LLE VALIDATION & TESTING

Given that we have now validated the constituent pieces of the LLE algorithm, we can now
validate the algorithm in full, as well as perform some tests. We first compare the preservation
properties of our implementation of LLE (LLE.m) against the implementation of the author
(Sam Roweis). Our datasets, in these tests, consist of randomly generated matrices X € RP*V
where D = N and N is varied. The number of nearest neighbors (K) used is set to be some
scalar of the log of the dimension. And the target dimension (d) is set in a similar way.
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FIGURE 9. (Left) Random Data Embedding with a norm difference of absolute
value 1.1165e — 11. (Right) Random Data with a norm difference of absolute

value 2.2495e¢ — 12

8.1. Topological Surfaces. We also validated the algorithm with a few standard topological
surfaces (namely the Swiss Roll, Twin Peaks, Gaussian, and Logarithmic). For these functions,
the 2 dimensional manifold is known, which allows us to check our LLE output against the

known 2-D manifolds of these surfaces.

Swiss Roll:

(21)

Gaussian Distribution:

F:(z,y) — (xcos(x),y,xsin(x))

(22)

Twin Peaks Function:

(23)

Logistic Function:

(24)

g(z,y) = z* + 227 + 49 + 8z



MJTHOR: CHAE CLARK DEPARTMENT OF MATHEMATICS UNIVERSITY OF MARYLAND, COLLEGE PARK ADVISOR: DR. KASS

y—-axis

Swiss Roll Embedding

2.
+ + My Implementation
+  Author's Implementation
15F
1k
0.5-
0 SRR o ++
++ + o+
-0.5
1t
-15F
;
-2 i i i i i i i i
-2 -15 -1 -05 0 05 1 15 2
x-axis
FiGURE 11.

5.9560e — 13

y—axis

081

061

04r

0.2r

Swiss Roll Embedding

(Left) Swiss Roll Embedding with a norm difference of absolute
value 5.2766e — 13. (Right) Swiss Roll with a norm difference of absolute value

Gaussian Surface Embedding

+ + My Implementation
+  Author's Implementation

y—-axis

Gaussian Surface Embedding

0.5 A4+ + + L4+
+ My Implementation
+  Author's Implementation
ok
=05
b
-15p
+ 0+
s
i+
25 i i i i i i
-15 -1 -0.5 0 0.5 1 15
x-axis

F1aure 10. (Left) Gaussian Embedding with a norm difference of absolute value
7.3131e — 10. (Right) Gaussian Embedding with a norm difference of absolute
value 5.1161e — 12



NONLINEAR DIMENSIONALITY REDUCTION APPLIED TO THE BINARY CLASSIFICATION OF IMAGESL5

14p

Logistic Embedding

Logistic Embedding

15p
+ My Implementation
+ +  Author's Implementation
L2F b +ot ottt AR .
+
1F
05F
081 +
2 @
: o
> >
0.6 4
~05)
04
i
b : . : +
021 + o+
+
0 i i i j i i i i -15 i i i i i i i
-2 -15 -1 -0.5 0 0.5 1 15 2 -2 -15 -1 -05 0 05 1 15

FIGURE 12. (Left) Logistic Embedding with a norm difference of absolute value
1.4568¢ — 12. (Right) Logistic Embedding with a norm difference of absolute
value 1.3797e — 9

Twin Peaks Embedding
25 2r

Twin Peaks Embedding

+ My Implementation + My Implementation
2L * +  Author's Implementation +  Author's Implementation
+ 15F
i
15F
1k
+
1 + + + + + 1
05 e + +o4 05r N
) 2
§ 0 § 0
> >
-05F+ + + ot +
-05
-1 + + o+ R + + o+
b
-15F
+ 15 i
b i

-25 i i i i i i i ] -2

F1GURE 13. (Left) Twin Peaks Embedding with a norm difference of absolute
value 1.8453e — 9. (Right) Twin Peaks Embedding with a norm difference of
absolute value 4.6439¢ — 13

The reader may note that the embedded points, resulting from the two algorithms, do not
exactly match. This is due to the two different eigen-decompositions used. The eigenvectors are
orthonormal, but multiplying elements by -1 retains orthonormality and is different from the
original eigenvector. This is why taking the absolute value of the points first provides a small
difference in norm.

9. RESULTS

We now turn to the goal we stated in the introduction. We wish to test the ability of the dimen-
sionality reduction algorithm LLE to pre-process images to allow for more accurate classification
(in one case), and mitigation of accuracy loss (in the other).

For these test, a training set of images is used to train an SVM classifier. We then take a
testing set, and see how well our SVM training step performed. We then take the same training
and testing sets, and apply the LLE algorithm. We train an SVM with the embedded training
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set, and collect the accuracy of the trained SVM on the embedded testing set. With these two
results, we can then compare and analyze the effect of pre-processing with LLE.

We start with small values of NV for the training set size, and increase them. We take a constant
M throughout all tests (M = 3000) for the testing set size. In these tests, we also take various
numbers of nearest neighbors K (these are labeled in the figures as a number next to the
algorithm name llel5).
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9.1. Conclusion. The first observation we make is with regards to the classification accuracy
of the embedded dataset for small training sizes. We have cases where the embedded data
obtains a higher classification accuracy than the unprocessed data. This happens for two main
reasons. The first is that for small training set sizes, finding a good separating hyperplane
becomes increasingly difficult (as the dimension D increases). This results in a poor classification
accuracy for the testing set. The other reason for this result, is that the LLE processed datasets
map close points, closer together, resulting in a better separating hyperplane.

It’s interesting to note that for larger training set sizes, we see a steady increase in the classi-
fication accuracies of the SVM’s, where the increase is more rapid for the unprocessed dataset.
In this case, the lost information (during the embedding) becomes the limiting factor for the
embedded data.

In summary, considering the results as a whole, we can make the following cursory conclusion.
When very few data points are available for training it may be wise to pre-process the data
and accept the small information loss. But for larger datasets this may not be as sound an
idea.

10. DELIVERABLES

The deliverables for this project are the MatLab code that implements the LLE algorithm and
any code used for testing (i.e. scripts for the surface creation, MatLab toolbox files, and other
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pre-packaged code). The code will be optimized for performance and effective memory manage-
ment, as well as being fully documented. Reports at various stages throughout the course will
detail the approach, implementation, validation, testing, and extensions of the algorithm. With
this information, a researcher will be able to reproduce any results present in our reports.
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12. ApPENDIX A (WEIGHTS DERIVATION)

The find the weights for the data point z;, we minimize

2
N

K
min : E(W) = Z Ty — Zwijnij
j=1

w °
=1

Our weights sum to one, implying that

K
E wijl'i = X;
J=1
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We can now write our objective function as

K
mwi/n cE(W) = Zwij(ﬂfi — 1ij)
j=1

which we can further re-write as

K
min : E(W) = > wij(nig — i)
j=1

Let z; = [mi1 — x;, mi2 — @i, ... |. Expanding the norm, we have
EW) = w!'zl' zTw; = w!l Gu;
Forming the Lagrangian with our sum-to-one constraint, we have
L(wi, \) = w] Gw; — M1k w; — 1)
Vu, L =2Gw; — A1y =0y
This is now the system presented in the weights construction algorithm.





