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Abstract

We present the first fifth-order, semi-discrete central-upwind method for approximating solutions of multi-dimen-

sional Hamilton–Jacobi equations. Unlike most of the commonly used high-order upwind schemes, our scheme is

formulated as a Godunov-type scheme. The scheme is based on the fluxes of Kurganov–Tadmor and Kurganov–

Noelle–Petrova, and is derived for an arbitrary number of space dimensions. A theorem establishing the monotonicity

of these fluxes is provided. The spatial discretization is based on a weighted essentially non-oscillatory reconstruction of

the derivative. The accuracy and stability properties of our scheme are demonstrated in a variety of examples. A

comparison between our method and other fifth-order schemes for Hamilton–Jacobi equations shows that our method

exhibits smaller errors without any increase in the complexity of the computations.

� 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

We are interested in approximating solutions of multi-dimensional Hamilton–Jacobi (HJ) equations of

the form

/t þ Hðr/Þ ¼ 0; ~xx ¼ ðx1; . . . ; xdÞ 2 Rd ; ð1:1Þ

where / ¼ /ð~xx; tÞ, and the Hamiltonian, H , depends on r/ and possibly on x and t. Solutions of (1.1) may
develop discontinuous derivatives even for smooth initial data. This loss of regularity presents difficulties
*Corresponding author.

E-mail addresses: bryson@nas.nasa.gov (S. Bryson), dlevy@math.stanford.edu (D. Levy).

0021-9991/03/$ - see front matter � 2003 Elsevier Science B.V. All rights reserved.

doi:10.1016/S0021-9991(03)00201-8

mail to: bryson@nas.nasa.gov


64 S. Bryson, D. Levy / Journal of Computational Physics 189 (2003) 63–87
both in the analysis of these equations as well as in numerically approximating their solutions. Significant

advances in the theoretical understanding of the HJ equations were achieved in the last two decades. Most

notable is the introduction of the so-called ‘‘viscosity solution’’ which provides a consistent definition of a

weak solution of (1.1) past the time where the discontinuities develop. See [6,7,21,22] and the references

therein.

In recent years there has been increassing activity in developing numerical methods for approximating

solutions of the HJ equations. Converging first-order methods for the HJ equations were introduced by

Souganidis in [29]. High-order upwind methods were introduced by Osher, Sethian and Shu in [27,28]. The
schemes in [27,28] were based on an ‘‘essentially non-oscillatory’’ (ENO) reconstruction by Harten et al.

[10] and a monotone numerical flux. A more compact upwind scheme which is based on a weighted ENO

(WENO) reconstruction is due to Jiang and Peng [11]. WENO reconstructions were originally introduced in

the context of numerical schemes for hyperbolic conservation laws in [12,25]. They increase the order of

accuracy by using wider stencils in smooth regions while automatically switching into one-sided stencils in

regions that include singularities. All these reconstructions include non-linear limiters in order to control

the spurious oscillations that might develop in the solution. For extensions to unstructured grids see [1,30].

A class of Godunov-type approximations for HJ equations was recently introduced by Lin and Tadmor
in [23,24]. Their first- and second-order central schemes were based on the first-order Lax–Friedrichs

scheme [8] and the second-order Nessyahu–Tadmor scheme [26] for approximating solutions of hyperbolic

conservation laws. Central schemes incorporate internal averaging over discontinuities and hence they do

not require Riemann solvers. Moreover, systems can be solved without a characteristic decomposition,

and this makes central schemes simple, robust, and particularly suitable for treating complex geometries.

We developed in [3] an efficient version of the central schemes of [23,24] for multi-dimensional HJ

equations. Our first- and second-order, non-oscillatory, non-staggered schemes were designed to scale well

with an increasing dimension. Efficiency was obtained by carefully choosing the location of the evolution
points and by using a one-dimensional projection step. In [4,5] we introduced third- and fifth-order fully

discrete central schemes, which were the first central schemes for HJ equations of accuracy greater than

two. High-order accuracy was obtained using a suitable high-order WENO-type reconstruction. We would

like to note that ENO and WENO interpolants were already used in central schemes for conservation laws

[2,18–20].

One way to improve the above schemes [3–5,23,24] is to use semi-discrete methods to reduce the nu-

merical dissipation. In principle, one expects to obtain a semi-discrete scheme from a fully discrete scheme

in the limit as Dt ! 0. Unfortunately, this limit does not exist for the fully discrete schemes in [3–5,23,24]. A
different strategy is to consider at every grid point more precise information regarding the local speed of

propagation, which can then be used to develop a different class of fully discrete approximations that do

enjoy a semi-discrete limit. An estimate of the local speed of propagation at every grid point can then be

used to determine new points where the solution is evolved to the next time step. The distance of these

evolution points from the original grid points is proportional to the time step Dt, and hence it is possible to

obtain a semi-discrete scheme in the limit Dt ! 0. This strategy was first used to develop semi-discrete

central schemes for hyperbolic conservation laws: a second-order method was developed by Kurganov and

Tadmor in [17], and a third-order method by Kurganov and Levy in [14]. Semi-discrete schemes for HJ
equations were then introduced in [16], and further improved in [15] by utilizing a more accurate estimate of

the local speed of propagation, hence reducing numerical dissipation. We would like to stress that both

schemes [15,16] are only second-order accurate.

In this paper we present fifth-order, semi-discrete, Godunov-type, central schemes for HJ equations.

These are the first high-order semi-discrete central schemes for HJ equations. 1 These schemes are generated
1 High-order is assumed to be an order greater than two.
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by considering a general formulation of semi-discrete schemes along the lines of [15,16], and augmenting it

with an appropriate high-order WENO-type reconstruction.

The structure of this paper is as follows. In Section 2 we develop a one-dimensional fifth-order semi-

discrete scheme. In the semi-discrete limit, Dt ! 0, the fifth-order WENO interpolant we obtain turns out

to be identical to the one used in upwind methods [11]. The flux we use is the Kurganov–Noelle–Petrova

flux [15], or a variant of the simpler Kurganov–Tadmor flux [16]. We state a theorem establishing the

monotonicity of these fluxes, the proof of which is left to the appendix. We observe that for the one-di-

mensional linear advection, our method reduces to an upwind scheme with a Lax–Friedrichs flux. In
Section 3 we generalize the method to an arbitrary number of space dimensions, writing out the schemes

explicitly for two and three dimensions in Section 3.2. We conclude in Section 4 with several numerical

examples in one, two and three space dimensions that confirm the expected order of accuracy as well as the

high-resolution nature of our scheme. We compare the results of these numerical tests with our fully dis-

crete fifth-order scheme [5] and with the scheme of Jiang and Peng [11]. Our numerical results show that the

new method we present in this paper has stability properties that are equivalent to those of [11]. The relative

L1 errors we obtain in all our simulations are consistently smaller than those in [11], in some cases as much

as an order of magnitude smaller.
2. A one-dimensional scheme

2.1. Semi-discrete central schemes for HJ equations

Consider the one-dimensional HJ equation of the form

/tðx; tÞ þ Hð/xÞ ¼ 0; x 2 R: ð2:1Þ

We are interested in approximating solutions of (2.1) subject to the initial data /ðx; t ¼ 0Þ ¼ /0ðxÞ. Our
methods are based on the semi-discrete central schemes for (2.1) presented in [15] (see also [16]). For

simplicity we assume a uniform grid grid in space and time with mesh spacings, Dx and Dt, respectively.
Denote the grid points by xi ¼ iDx, tn ¼ nDt. Let un

i denote the approximate value of /ðxi; tnÞ, and at a fixed

time tn let u0
i denote the approximate value of the spatial derivative /xðxi; tnÞ. We define the forward and

backward differences Dþui :¼ uiþ1 	 ui and D	ui :¼ ui 	 ui	1.

Assume that the approximate solution at time tn, un
i is given, and that a continuous piecewise-polyno-

mial interpolant ~uuðx; tnÞ was reconstructed from un
i . The construction of ~uuðx; tnÞ will be addressed below. At

every grid point xi we then estimate the maximal speed of propagation to right, aþi , and to the left, a	i . For a
convex Hamiltonian, these one-sided local speeds of propagation are estimated by

aþi ¼ max H 0 u0	
i

� �
;H 0 u0þ

i

� �
; 0

� �
; a	i ¼ min H 0 u0	

i

� �
;H 0 u0þ

i

� �
; 0

� ��� ��: ð2:2Þ

Here, u0

i are the one-sided derivatives, defined as

u0

i :¼ lim

Dt!0
~uux xi
�


 a
i Dt; tn
�
:

Remark. Our sign convention in the definition of a
i in (2.2) differs from [15]. This choice of signs simplifies

the derivation of the scheme in the multi-dimensional setup.

Following [15], we evolve ~uu according to (2.1) at the evolution points xi 
 a
i Dt, reproject onto the original

grid points, and take the limit Dt ! 0 to obtain
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d

dt
uiðtÞ ¼ 	 1

aþi þ a	i
a	i H u0þ

i

� ��
þ aþi H u0	

i

� ��
þ aþi a

	
i

aþi þ a	i
u0þ

i

�
	 u0	

i

�
: ð2:3Þ

(Compare with [15, Eq. (3.44)], accounting for our sign convention (2.2).)
We now state a new theorem establishing the monotonicity of this flux. The proof is given in the

appendix.

Theorem 2.1. Assume that H 2 C2 and that H is convex. Then

HKNP ðuþ; u	Þ ¼ 1

aþ þ a	
½a	HðuþÞ þ aþHðu	Þ� 	 aþa	

aþ þ a	
ðuþ 	 u	Þ;

is a monotone flux, i.e., HKNP is a non-increasing function of uþ and a non-decreasing function of u	.

Remark. 1. The derivation of the semi-discrete scheme (2.3) does not depend on choice of interpolants ~uu, so
long as the evolved solution is smooth at xi 
 a
i Dt during the time interval ½tn; tnþ1�. The spatial order of

accuracy of the scheme is determined by the accuracy of the reconstruction of ~uu as well as the accuracy of

the ODE solver used to solve (2.3). A suitable high-order reconstruction will be presented in Section 2.2
below.

To be precise, the scheme (2.3) does not require the construction of the interpolant ~uu, only the

point-values of the derivatives ~uu0
. In principle, the core idea of central schemes is the evolution of the

global solution, realized by a piecewise polynomial interpolant, so the non-oscillatory nature of

the scheme depends on the non-oscillatory nature of the interpolant, and not only on the point values

of the derivatives ~uu0
. In practice, however, only these point values are required to complete the

algorithm.

2. In order to economize on storage space, and sometimes also reduce the computations, it is possible to
replace aþi and a	i with ai ¼ maxfjH 0ðu0	

i Þj; jH 0ðu0þ
i Þjg. In this case, (2.3) becomes

d

dt
uiðtÞ ¼ 	 1

2
H u0þ

i

� ��
þ H u0	

i

� ��
þ ai

2
u0þ

i

�
	 u0	

i

�
: ð2:4Þ

This simpler formulation was presented by Kurganov and Tadmor in [16, Eq. (4.10)]. We denote the right-

hand side of (2.4) by 	HKT ðu0þ
i ;u0	

i Þ.

As an immediate consequence of Theorem 2.1, we have

Corollary 2.1. If H 2 C2 and H is convex, then HKT ðuþ; u	Þ is a monotone flux.

2.2. A fifth-order scheme

In order to obtain a fifth-order scheme from the general semi-discrete formulation (2.3), we need a
fifth-order approximation of the derivative u0 and a suitable ODE solver. A central-upwind interpolant

at xi starts with a central interpolant defined either on the interval ½xi; xiþ1� for a right-biased recon-

struction, or ½xi	1; xi� for a left-biased reconstruction. This central interpolant is then evaluated at the

location xiþs :¼ xi þ s, where s is a parameter introduced for notational convenience. For the semi-

discrete scheme (2.3) we take s ¼ aþi Dt for the right-biased interpolant, and s ¼ 	a	i Dt for the left-biased

interpolant.

For the right-biased interpolant at xiþs (s ¼ aþi Dt), we use three cubic interpolants u0þ
k;iþs, k ¼ 1; 2; 3,

defined on the stencil fxi	3þk; . . . ; xiþkg (see Fig. 1). Here



Fig. 1. The three interpolants used for the fifth-order reconstruction u0þ
i . In this example, because of the large gradient between xiþ1

and xiþ2, the interpolant uþ
1 will have the strongest contribution to the CWENO reconstruction at xiþs.
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u0þ
1;iþs ¼

1

6Dx
ð1
�

	3s2Þui	2þ3ð	2þ2sþ3s2Þui	1þ3ð1	 4s	3s2Þuiþð2þ6sþ3s2Þuiþ1

�
;

u0þ
2;iþs ¼

1

6Dx
ð
�
	2þ6s	3s2Þui	1þ3ð	1	4sþ3s2Þuiþ3ð2þ2s	3s2Þuiþ1þð	1þ3s2Þuiþ2

�
;

u0þ
3;iþs ¼

1

6Dx
ð
�
	11þ12s	3s2Þuiþ3ð6	 10sþ3s2Þuiþ1þ3ð	3þ8s	3s2Þuiþ2þð2	6sþ3s2Þuiþ3

�
:

ð2:5Þ

A straightforward computation shows that 8k, u0þ
k;iþs ¼ ðo=oxÞuðxiþsÞ þOððDxÞ3Þ. Also the following linear

combination is a fifth-order approximation of u0þ
i

ûu0þ
iþs ¼

X3
k¼1

cku0þ
k;iþs ¼

o

ox
uðxiþsÞ þOððDxÞ5Þ;

provided that the constants ck are taken as

c1 ¼
1

20

15s2 þ 10s 	 6	 120s3 þ 120s4

3s2 	 1
;

c2 ¼ 	 1

20

720s6 	 1080s5 þ 660s4 þ 60s3 	 81s2 	 64s þ 24

ð3s2 	 1Þð2	 6s þ 3s2Þ ;

c3 ¼
1

20

	15s2 þ 4þ 120s4

2	 6s þ 3s2
:

In the limit s ! 0, u0þ
k;i :¼ lims!0 u0þ

k;iþs ¼ ðou=oxÞðxiÞ þOððDxÞ3Þ, with

u0þ
1;i ¼

1

6Dx
ðui	2 	 6ui	1 þ 3ui þ 2uiþ1Þ;

u0þ
2;i ¼

1

6Dx
ð	2ui	1 	 3ui þ 6uiþ1 	 uiþ2Þ;

u0þ
3;i ¼

1

6Dx
ð	11ui þ 18uiþ1 	 9uiþ2 þ 2uiþ3Þ:

A right-biased fifth-order interpolant at xi is therefore given by

ûu0þ
i ¼ 3

10
u0þ

1;i þ
3

5
u0þ

2;i þ
1

10
u0þ

3;i ¼
o

ox
uðxiÞ þOððDxÞ5Þ: ð2:6Þ

By symmetry, for the left-biased interpolant (s ¼ 	a	i Dt) we use three cubic interpolants u0	
k;iþs, k ¼ 1; 2; 3,

this time defined on the stencil fxi	4þk; . . . ; xi	1þkg. In the limit s ! 0, u0	
k;i :¼ lims!0 u0	

k;iþs ¼ ðou=oxÞðxiÞþ
OððDxÞ3Þ, where
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u0	
1;i ¼

1

6Dx
ð2ui	3 	 9ui	2 þ 18ui	1 	 11uiÞ;
u0	
2;i ¼

1

6Dx
ð	ui	2 þ 6ui	1 	 3ui 	 2uiþ1Þ;
u0	
3;i ¼

1

6Dx
ð2ui	1 þ 3ui 	 6uiþ1 þ uiþ2Þ:

In this case

ûu0	
i ¼ 1

10
u0	

1;i þ
3

5
u0	

2;i þ
3

10
u0	

3;i ¼
o

ox
uðxiÞ þOððDxÞ5Þ: ð2:7Þ

In order to suppress spurious oscillations, the coefficients in ûu0

i are replaced by non-linear weights, which

are set as to preserve the order of accuracy of the reconstruction in smooth regions while automatically

switching to the appropriate stencil in regions that contain discontinuities. To this end we define the convex

combination

u0

i ¼

X3
k¼1

w

k;iu

0

k;i;

X3
k¼1

w

k;i ¼ 1: ð2:8Þ

In smooth regions wþ
1;i � w	

3;i � cþ1 ¼ c	3 ¼ 3=10, wþ
3;i � w	

1;i � cþ3 ¼ c	1 ¼ 1=10 and w

2;i � c
2 ¼ 3=5, so

the error is of the order OððDxÞ5Þ. When the stencil supporting u0

k;i contains a discontinuity, the weight of

the more oscillatory polynomial should vanish. Following [12,25], these requirements are met by setting

w

k;i ¼

x

k;iP

l x


l;i

; x

k;i ¼

c
k

�þ S

k;i


 �p ; ð2:9Þ

where k; l 2 f1; 2; 3g. We choose � as 10	6 to prevent the denominator in (2.9) from vanishing, and set p ¼ 2
(see [12]). The smoothness measures S


k;i should be large when u is nearly singular. Following [12], we take

S

k;i to be the sum of the squares of the L2-norms of the derivatives on the stencil supporting u0


k;i. We ap-

proximate the first derivative at xi by Dþui=Dx, the second derivative by DþD	ui=ðDxÞ
2
, and define the

smoothness measure

Si½r; s� ¼ Dx
Xs
j¼r

1

Dx
Dþuiþj

� 2

þ Dx
Xs
j¼rþ1

1

Dx2
DþD	uiþj

� 2

: ð2:10Þ

Then for the right-biased interpolant we have Sþ
1;i ¼ Si½	2; 0�, Sþ

2;i ¼ Si½	1; 1� and Sþ
3;i ¼ Si½0; 2�. For left-

biased interpolant we have S	
1;i ¼ Si½	3;	1�, S	

2;i ¼ Si½	2; 0� and S	
3;i ¼ Si½	1; 1�.

For future reference, we use the notation

u0
 ¼ reconstruct u0ð
;unÞ ð2:11Þ

to denote the computation of the array fu0

i g for all i from data un at time tn, as given by (2.8).

Remark. 1. The smoothness measures (2.10) are not the same as those used in [11,12]. There, a different

normalization of the derivatives was used. Our smoothness measures are approximations to the sum of the

L2-norms of the first and second derivatives of the interpolant on a stencil. In the cases we tested, our

smoothness measures produced comparable or smaller errors when compared with [11]. We include a
comparison between the results obtained with both forms of the smoothness measures in Section 4.1.3.
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2. For obvious reasons, the interpolant (2.6) is identical to the one used in the upwind method of [11]. As

far as the scheme itself is concerned, there is some degree of similarity between the semi-discrete central

scheme and upwind schemes. It is important to note that for linear advection problems they boil down to

the same scheme. Indeed, if HðsÞ ¼ s, then H 0 ¼ 1. Hence aþj ¼ 1, a	j ¼ 0 and Eq. (2.3) becomes

d

dt
ujðtÞ ¼ 	 1

aþj
aþj H u0	

i

� �h i
¼ 	u0	

i : ð2:12Þ

The ODE system (2.12) is equivalent to

d

dt
ujðtÞ ¼ 	HLF u0þ

i ;u0	
i

� �
;

with the Lax–Friedrichs flux

HLF u0þ
i ;u0	

i

� �
¼ H

1

2
u0þ

i

��
þ u0	

i

�
	 1

2
u0þ

i

�
	 u0	

i

�
¼ u0	

i :

For this reason the schemes in [15] are called ‘‘central-upwind schemes’’. Even in this case of a linear

advection problem, there still are some differences between our scheme and the scheme in [11]: the ODE

solvers and the smoothness measures are different. For more complicated Hamiltonians the semi-discrete

scheme (2.3) is different than the scheme in [11]. A comparison between numerical results obtained with
both schemes can be found in Section 4.

3. One can easily create a third-order semi-discrete central scheme from the general one-dimensional

formulation (2.3) by using a less accurate ODE solver and a third-order interpolant. Indeed, a third-order

version of the right-biased (derivatives of the) interpolants can be written as a combination of two poly-

nomials, u0
j;i with j ¼ 1; 2, that are constructed on the stencil fxjþi	2; . . . ; xjþig (compare with (2.5)). A

straightforward computation shows that

u0
1;i ¼ lim

s!0

1

Dx

��
	 1

2
þ s


ui	1 þ ð 	 2sÞui þ

1

2

�
þ s


uiþ1

�
¼ 1

2Dx
uiþ1

�
	 ui	1

�
;

u0
2;i ¼ lim

s!0

1

Dx

��
	 3

2
þ s


ui þ ð2	 2sÞuiþ1 þ

�
	 1

2
þ s


uiþ2

�
¼ 1

2Dx
ð	3ui þ 4uiþ1 	 uiþ2Þ

satisfies u0
j;i ¼ ouðxiþsÞ=oxþOððDxÞ2Þ for s 6¼ 0 and j ¼ 1; 2. The combination

u0
c;i ¼ lim

s!0

�
	 1

3

2	 6s þ 3s2

	1þ 2s
u0

1;i þ
1

3

	1þ 3s2

	1þ 2s
u0

2;i

�
¼ 2

3
u0

1;i þ
1

3
u0

2;i

satisfies u0
c;i ¼ ouðxiþsÞ=oxþOððDxÞ3Þ: The left-biased interpolants can be easily derived by symmetry

considerations.
3. Multi-dimensional schemes

3.1. A general multi-dimensional scheme

Consider the d-dimensional HJ equation of the form

/t þ Hðr/Þ ¼ 0; ~xx ¼ ðxð1Þ; . . . ; xðdÞÞ 2 Rd ; ð3:1Þ

subject to the initial data /ð~xx; t ¼ 0Þ ¼ /0ð~xxÞ.



70 S. Bryson, D. Levy / Journal of Computational Physics 189 (2003) 63–87
For simplicity we assume a uniform grid in space Dxð1Þ ¼ � � � ¼ DxðdÞ ¼ Dx. We set~aa ¼ ða1; a2; . . . ; adÞ 2
Zd , and let~xxa ¼ Dx~aa, such that the kth coordinate of~xxa equals xðkÞa ¼ DxaðkÞ, 816 k6 d. For example, in the

conventional three-dimensional notation with indices i, j and k and components ðx; y; zÞ, ~aa ¼ ði; j; kÞ and
~xxa ¼ ðxi; yj; zkÞ. Similarly to the one-dimensional setup, un

a will denote the approximation of /ðxa; tnÞ, and
for a fixed time tn, rua will denote the approximation of r/ at xa.

Given~xxa, we define the volume

Ca ¼ �d
k¼1 xðkÞa

�
	 Dx

2
; xðkÞa þ Dx

2

�
;

and estimate the local speeds of propagation~aa
a . For example, for a convex Hamiltonian these speeds in the

coordinate direction k are given by

aðkÞþa ¼ max
Ca

oH
oxðkÞ

ðruaÞ; 0
� �

; aðkÞ	a ¼ min
Ca

oH
oxðkÞ

ðruaÞ; 0
� �����

����: ð3:2Þ

Let~qq ¼ ðqð1Þ; . . . ; qðdÞÞ denote the multi-index with components qðkÞ 2 fþ;	g, 8k. We also denote the index

opposite to ~qq by �qq, i.e., �qq ¼ 	~qq ¼ ð	qð1Þ; . . . ;	qðdÞÞ, assuming the standard algebraic operations between

elements in Z. For any given ~qq we define a vector that encodes the maximum estimated speed of propa-
gation in all coordinate directions at~xxa as

~vvq
a ¼ qð1Það1Þq

ð1Þ

a ; . . . ; qðdÞaðdÞq
ðdÞ

a


 �
: ð3:3Þ

We then denote by~xxaþq the position~xxa þ~vvq
aDt, and denote the approximation of / at~xxaþq by ~uuaþq.

For example, if d ¼ 3 and~qq ¼ ðþ;	;þÞ, then~vvq
a ¼ ðað1Þþa ;	að2Þ	a ; að3Þþa Þ and~vv�qqa ¼ ð	að1Þ	a ; að2Þþa ;	að3Þ	a Þ. In

this case

~uuaþq ¼ ~uu xð1Þa

�
þ að1Þþa Dt; xð2Þa 	 að2Þ	a Dt; xð3Þa þ að3Þþa Dt

�
:

Similarly to the one-dimensional case, we assume that the approximate solution at time tn, un
a is given, and

that a continuous piecewise-polynomial interpolant ~uuð~xx; tnÞ was reconstructed from un
a. The construction of

~uuð~xx; tnÞ will be addressed below. The interpolant ~uuð~xx; tnÞ is then evolved to the next time step, tnþ1, at the

points~xxaþq, which are located away from the propagating discontinuities assuming that the time step Dt is
sufficiently small. According to (3.1), to first-order in time, this evolution is given by the Taylor expansion

uð~xxaþq; tnþ1Þ ¼ ~uuð~xxaþq; tnÞ 	 DtHðr~uuð~xxaþq; tnÞÞ þOðDt2Þ;

where r~uuð~xxaþq; tnÞ is an approximation of the derivative r/ at~xxaþq.

A fully discrete central scheme can then be constructed by computing a weighted average of the evolved

solution uð~xxaþq; tnþ1Þ for all values of ~qq. The volume of the d-cube enclosed by ~xxaþq for all values of ~qq
divided by Dt is

Va ¼
Yd
k¼1

aðkÞþa

�
þ aðkÞ	a

�
:

For a given ~qq, the volume enclosed by the corners~xxaþq and~xxa divided by Dt is given by the product of the

components of~vvq
a

j~vvq
a j ¼

Yd
k¼1

aðkÞq
ðkÞ

a :
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Clearly,
P

q j~vvq
a j ¼ Va. See Fig. 2 for a sketch of the two-dimensional setup. An approximation of the so-

lution unþ1
a is then obtained by averaging over all uð~xxaþq; tnþ1Þ. Each term corresponding to a particular~qq is

weighted by the diagonally opposite volume j~vv�qqa j, divided by Va. Hence to first order

unþ1
a ¼ 1

Va

X
q

j~vv�qqa ju ~xxaþq; tnþ1

 �

¼ 1

Va

X
q

j~vv�qqa j ~uu ~xxaþq; tn

 �h

	 DtH r~uu ~xxaþq; tn

 �
 �i

: ð3:4Þ

We now use a Taylor expansion in space

~uu ~xxaþq; tn

 �

¼ ~uu ~xxa; tn

 �

þ Dt~vvq
a � r~uu ~xxaþq; tn


 �
þO Dt2

� �
;

where r~uuð~xxaþq; tnÞ is the evaluation of the gradient at~xxa associated with the reconstruction at~xxaþq in the
appropriate volume. Hence (3.4) can be written as

unþ1
a ¼ un

a þ
Dt
Va

X
q

j~vv�qqa j ~vvq
a � r~uu ~xxaþq; tn


 �h
	 H r~uu ~xxaþq; tn


 �
 �i
:

In the limit Dt ! 0 we obtain our first form of the semi-discrete d-dimensional scheme:

d

dt
uaðtÞ ¼

1

VaðtÞ
X

q

j~vv�qqaðtÞj ~vvq
a � r~uuaq

ðtÞ
h

	 Hðr~uuaq
ðtÞÞ
i

¼ 1Qd
k¼1 aðkÞþa þ aðkÞ	a


 � X
q

Yd
k¼1

aðkÞ�qq
ðkÞ

a

 !
~vvq

a � r~uuaq
ðtÞ

h
	 H r~uuaq

ðtÞ

 �i

: ð3:5Þ

Here for each ~qq, r~uuaq
ðtÞ denotes limDt!0 r~uuð~xxaþq; tnÞ (see remark 4 below).

To obtain a simpler formula, we let, for qðkÞ ¼ 
, ~uuxðkÞ ð~xxaqÞ ¼ limDt!0 o~uuð~xxaþqÞ=oxðkÞ denote the kth
component of the limit Dt ! 0 r~uuð~xxaþqÞ. Such a limit makes sense assuming that the reconstruction of the

derivatives is done direction-by-direction. Then the first sum on the RHS of (3.5) becomes
Fig. 2. A two-dimensional example of the objects associated with the location~xxaþq for ~qq ¼ ðþ;	Þ. The complement location~xxaþ�qq is

shown, as well as the volumes j~vvq
a j and j~vv�qqa j. The thick rectangle encloses the volume Va.
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1

Va

Xd
k¼1

X
q

Yd
j¼1

aðjÞ�qq
ðjÞ

a qðkÞaðkÞq
ðkÞ

a ~uuxðkÞ ð~xxaqÞ ¼
1

Va

Xd
k¼1

X
q

Yd
j¼1

aðjÞ�qq
ðjÞ

a aðkÞþa uþ
xðkÞ

�
	 aðkÞ	a u	

xðkÞ

�

¼ 1

Va

Xd
k¼1

aðkÞþa aðkÞ	a uþ
xðkÞ

�
	 u	

xðkÞ

�X
q

Yd
j¼16¼k

aðjÞ�qq
ðjÞ

a

¼
Xd
k¼1

aðkÞþa aðkÞ	a

aðkÞþa þ aðkÞ	a

uþ
xðkÞ

�
	 u	

xðkÞ

� P
q

Qd
j¼16¼k a

ðjÞ�qqðjÞ
aQd

j¼16¼k aðjÞþa þ aðjÞ	a


 �

¼
Xd
k¼1

aðkÞþa aðkÞ	a

aðkÞþa þ aðkÞ	a

uþ
xðkÞ

�
	 u	

xðkÞ

�
:

This gives the semi-discrete d-dimensional scheme

d

dt
uaðtÞ ¼ 	 1

Va

X
q

j~vv�qqa jH r~uun
aq


 �
þ
Xd
k¼1

aðkÞþa aðkÞ	a

aðkÞþa þ aðkÞ	a

uþ
xðkÞ

�
	 u	

xðkÞ

�
: ð3:6Þ
Remark. 1. The d-dimensional semi-discrete scheme (3.5) is valid for any reconstruction of ru, including
reconstructions defined on d-dimensional stencils (for two-dimensional examples see [5]). In contrast, (3.6)

is valid only for dimension-by-dimension reconstructions such as those described in Section 3.3 below.

These dimension-by-dimension reconstructions are natural in the semi-discrete setting, as they significantly

simplify the form of the scheme.

2. As in the one-dimensional case, (3.5) and (3.6) are independent of the order of the reconstruction.

First- and second-order reconstructions can be found, e.g., in [15]. In Section 3.3 we develop a fifth-order
dimension-by-dimension reconstruction following the one-dimensional reconstruction of Section 2.2.

3. A proof of the monotonicity of the flux approximation in (3.6) can be obtained via the method of

proof of Theorem 2.1 applied to each component. This becomes particularly transparent when (3.6) is

written out as in Section 3.2 below. Such a proof cannot directly use the definitions

aðkÞþa ¼ maxCafðoH=oxðkÞÞðruaÞ; 0g, etc., where the maximum is taken over the spatial domain Ca (see (3.2)).

We must translate this definition into a maximum over the range of function values similarly to the local

Lax–Friedrichs flux. For example, in two dimensions we define

aþ ¼ max
u2Iðu	;uþÞ
C6 v6D

fHxðu; vÞ; 0g; a	 ¼ min
u2Iðu	 ;uþÞ
C6 v6D

fHxðu; vÞ; 0g

�������
�������;
bþ ¼ max
A6 u6B
v2Iðv	 ;vþÞ

fHyðu; vÞ; 0g; b	 ¼ min
A6 u6B
v2Iðv	 ;vþÞ

fHyðu; vÞ; 0g

�������
�������;

where ½A;B� is the range of u and ½C;D� is the range of v. With such a choice of a and b (and similarly in
more than two space dimensions) the multi-dimensional flux approximation is monotone.

4. The limit limDt!0 r~uuð~xxaþqÞ depends on ~qq because reconstructions for different ~qq�s are based on dif-

ferent stencils. An example of a genuinely two-dimensional reconstruction can be found in [5].
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5. When aðkÞþa and aðkÞ	a are replaced by aðkÞa ¼ maxCafjðoH=oxðkÞÞðruaÞjg, Va ¼ 2d
Qd

k¼1 a
ðkÞ
a ¼ 2d j~vv�qqa j. In

this case the semi-discrete scheme (3.6) becomes

d

dt
uaðtÞ ¼ 	 1

2d

X
q

H r~uun
aþq


 �
þ 1

2

Xd
k¼1

aðkÞa ðuþ
xðkÞ 	 u	

xðkÞ Þ: ð3:7Þ

A simpler one- and two-dimensional version of (3.7) was presented in [16] with a less accurate estimate of

the local speed of propagation, a ¼ maxk aðkÞ.
6. In practice, the speeds of propagation are estimated from the reconstruction of r~uun

aþq, i.e.,

aðkÞþa ¼ max
q

oH
oxðkÞ

ðr~uuaþqÞ; 0
� �

; aðkÞ	a ¼ min
q

oH
oxðkÞ

ðr~uuaþqÞ; 0
� �����

����:

3.2. Two- and three-dimensional schemes

For convenience, we write out (3.6) in two and three dimensions. In two dimensions, we let a ¼ ði; jÞ with
coordinate notation ðxi; yjÞ, and let the local speeds of propagation be ða
i;j; b
i;jÞ :¼ ðað1Þ
a ; að2Þ
a Þ. Explicitly,
for convex H we use the estimates

aþi;j ¼ max



Hx u

x ;u



y


 �
; 0

n o
; a	i;j ¼ min



Hx u


x ;u


y


 �
; 0

n o��� ���;
bþi;j ¼ max



Hy u


x ;u


y


 �
; 0

n o
; b	i;j ¼ min



Hy u


x ;u


y


 �
; 0

n o��� ���; ð3:8Þ

where the max and min are taken over all permutations of 
. Then (3.6) becomes (suppressing the indices

i; j)

du
dt

¼ aþa	

ðaþ þ a	Þ uþ
x

�
	 u	

x

�
þ bþb	

ðbþ þ b	Þ uþ
y



	 u	

y

�

	
a	b	H uþ

x ;u
þ
y


 �
þ aþb	H u	

x ;u
þ
y


 �
þ a	bþH uþ

x ;u
	
y


 �
þ aþbþH u	

x ;u
	
y


 �
ðaþ þ a	Þðbþ þ b	Þ ; ð3:9Þ

which is the two-dimensional scheme obtained in [15].

If we replace aþi;j and a	i;j by ai;j ¼ max
 jfHxðu

x ;u



y Þgj and similarly bþi;j and b	i;j by bi;j ¼

max
 jfHyðu

x ;u



y Þgj, then (3.9) can be further simplified to the scheme introduced in [16]

dui;j

dt
¼ ai;j

2
uþ

x

�
	 u	

x

�
þ bi;j

2
uþ

y



	 u	

y

�
	 1

4
H uþ

x ;u
þ
y


 �h
þ H u	

x ;u
þ
y


 �
þ H uþ

x ;u
	
y


 �
þ H u	

x ;u
	
y


 �i
: ð3:10Þ

In three dimensions, we let a ¼ ði; j; kÞ with coordinate notation ðxi; yj; zkÞ, and let the local speeds of

propagation be ða
i;j;k; b
i;j;k; c
i;j;kÞ :¼ ðað1Þ
a ; að2Þ
a ; að3Þ
a Þ. Thus a and b are the obvious generalization of (3.8),

and c is estimated as

cþi;j;k ¼ max



Hz u

x ;u



y ;u



z


 �
; 0

n o
; c	i;j;k ¼ min



Hz u


x ;u


y ;u



z


 �
; 0

n o��� ���:
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Then the semi-discrete scheme becomes (suppressing the indices i; j; k)

du
dt

¼ 	 1

ðaþ þ a	Þðbþ þ b	Þðcþ þ c	Þ � a	b	c	H uþ
x ;u

þ
y ;u

þ
z


 �h
þ a	b	cþH uþ

x ;u
þ
y ;u

	
z


 �
þ a	bþc	H uþ

x ;u
	
y ;u

þ
z


 �
þ a	bþcþH uþ

x ;u
	
y ;u

	
z


 �
þ aþb	c	H u	

x ;u
þ
y ;u

þ
z


 �
þ aþb	cþH u	

x ;u
þ
y ;u

	
z


 �
þ aþbþc	H u	

x ;u
	
y ;u

þ
z


 �
þ aþbþcþH u	

x ;u
	
y ;u

	
z


 �i
þ aþa	

ðaþ þ a	Þ uþ
x

�
	 u	

x

�
þ bþb	

ðbþ þ b	Þ uþ
y



	 u	

y

�
þ cþc	

ðcþ þ c	Þ uþ
z

�
	 u	

z

�
: ð3:11Þ

The three-dimensional scheme (3.11) can be further simplified by replacing aþi;j; a
	
i;j by ai;j and bþi;j; b

	
i;j by bi;j

similarly to the two-dimensional case, and also replacing cþi;j; c
	
i;j by ci;j ¼ max
 jfHzðu


x ;u


y ;u



z Þgj. In this case

dui;j

dt
¼ ai;j

2
uþ

x

�
	 u	

x

�
þ bi;j

2
uþ

y



	 u	

y

�
þ ci;j

2
uþ

z

�
	 u	

z

�
	 1

8
Hðuþ

x ;u
þ
y ;u

þ
z Þ

h
þ Hðuþ

x ;u
þ
y ;u

	
z Þ

þ Hðuþ
x ;u

	
y ;u

þ
z Þ þ Hðuþ

x ;u
	
y ;u

	
z Þ þ Hðu	

x ;u
þ
y ;u

þ
z Þ þ Hðu	

x ;u
þ
y ;u

	
z Þ

þ Hðu	
x ;u

	
y ;u

þ
z Þ þ Hðu	

x ;u
	
y ;u

	
z Þ
i
: ð3:12Þ
3.3. A dimension-by-dimension fifth-order reconstruction

The reconstructions r~uun
aþq can be easily computed in a direction-by-direction manner. Such a direction-

by-direction reconstruction is commonly used in upwind schemes [11], and we have used this strategy with

central schemes in [5]. Here we show a three-dimensional example; generalizing this technique to more

dimensions is straightforward. Using the notation of Section 2.2, a three-dimensional fifth-order recon-

struction is
• for each j; k: u


x ¼ reconstruct u0ð
;u�;j;kÞ,
• for each i; k: u


y ¼ reconstruct u0ð
;ui;�;kÞ,
• for each i; j: u


z ¼ reconstruct u0ð
;ui;j;�Þ,
where the subscript �*� denotes the full range of an index: u�;j;k denotes the array ðu1;j;k; . . . ;uN ;j;kÞ, etc.
4. Numerical simulations

In this section we present simulations that demonstrate the features of the schemes we developed in the

previous sections. The scheme we test is the fifth-order semi-discrete method in one (Section 4.1), two

(Section 4.2), and three (Section 4.4) space dimensions. For time stepping we use the fourth-order strong

stability preserving (SSP) Runge–Kutta method of [9]. Some of these examples are standard test cases that

can be found, e.g., in [16,24,28]. In Section 4.3 we present a numerical stability study in two space dimensions.

Because we wish to track the error at the singularities, in contrast to [11] we include the singular regions

in our error measurements.

4.1. One-dimensional examples

4.1.1. A convex Hamiltonian

We start by testing the performance of our schemes in a convex problem. We approximate solutions of
the one-dimensional equation
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/t þ
1

2
ð/x þ 1Þ2 ¼ 0; ð4:1Þ

subject to the initial data /ðx; 0Þ ¼ 	 cosðpxÞ with periodic boundary conditions on [0,2]. The change of
variables, uðx; tÞ ¼ /xðx; tÞ þ 1, transforms the equation into the Burgers� equation, ut þ 1

2
ðu2Þx ¼ 0, which

can be easily solved via the method of characteristics [28]. The solution develops a singularity in the form of

a discontinuous derivative at time t ¼ p	2.

The results of our simulations are shown in Fig. 3. The order of accuracy of these methods is determined

from the relative L1 error, defined as the L1-norm of the error divided by the L1-norm of the exact solution.

These results along with the relative L1-norm before the singularity at T ¼ 0:8=p2, and after the singularity

at T ¼ 1:5=p2 are given in Table 1.
Fig. 3. One-dimensional convex Hamiltonian (4.1). Left: the solution before the singularity formation, T ¼ 0:8=p2. Right: the solution

after the singularity formation, T ¼ 1:5=p2, N ¼ 40. The fifth-order approximation is plotted on top of the exact solution.

Table 1

Relative L1-errors for the one-dimensional convex HJ problem (4.1) before (T ¼ 0:8=p2) and after (T ¼ 1:5=p2) the singularity

formation

N Relative L1-error L1-order Relative L1-error L1-order

Before singularity T ¼ 0:8=p2

100 2:78� 10	6 – 5:74� 10	7 –

200 9:89� 10	8 4.81 1:14� 10	8 5.65

400 3:20� 10	9 4.95 1:92� 10	10 5.90

800 1:01� 10	10 4.99 3:04� 10	12 5.98

1600 3:17� 10	12 4.99 4:83� 10	14 5.98

3200 1:06� 10	13 4.90 7:74� 10	16 5.97

After singularity T ¼ 1:5=p2

100 2:04� 10	4 – 2:02� 10	4 –

200 7:21� 10	7 8.15 2:61� 10	7 9.60

400 3:87� 10	6 )2.43 3:82� 10	6 )3.87
800 9:42� 10	7 2.04 9:40� 10	7 2.02

1600 8:44� 10	7 0.16 8:43� 10	7 0.16

3200 3:56� 10	9 7.89 3:53� 10	9 7.90
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4.1.2. A non-convex Hamiltonian

In this example we deal with non-convex Hamilton–Jacobi equations. In one dimension we solve

/t 	 cosð/x þ 1Þ ¼ 0; ð4:2Þ

subject to the initial data /ðx; 0Þ ¼ 	 cosðpxÞ with periodic boundary conditions on ½0; 2�. In this case (4.2)

has a smooth solution for tK 1:049=p2, after which a singularity forms. A second singularity forms at

t � 1:29=p2. The results are shown in Fig. 4. The convergence results before and after the singularity

formation are given in Table 2.

Remark. Tables 1 and 2 show that after the singularity formation the order of convergence deteriorates. In

the following examples we will see that while a close examination of the convergence properties confirms
Fig. 4. One-dimensional non-convex Hamiltonian (4.2). Left: the solution before the singularity formation, T ¼ 0:8=p2. Right: the

solution after the singularity formation, T ¼ 1:5=p2, N ¼ 40. The fifth-order approximation is plotted on top of the exact solution.

Table 2

Relative L1-errors for the one-dimensional non-convex HJ problem (4.2) before (T ¼ 0:8=p2) and after (T ¼ 1:5=p2) the singularity

formation

N Relative L1-error L1-order Relative L1-error L1-order

Before singularity T ¼ 0:8=p2

100 1:20� 10	6 – 4:24� 10	7 –

200 5:29� 10	8 4.50 2:18� 10	8 4.28

400 2:14� 10	9 4.62 6:06� 10	10 5.17

800 8:24� 10	11 4.70 1:17� 10	11 5.69

1600 2:94� 10	12 4.81 2:04� 10	13 5.85

3200 1:10� 10	13 4.73 3:30� 10	15 5.95

After singularity T ¼ 1:5=p2

100 1:91� 10	5 – 3:52� 10	5 –

200 1:19� 10	5 0.69 9:81� 10	6 1.84

400 2:91� 10	6 2.03 2:47� 10	6 1.99

800 1:23� 10	7 4.56 9:61� 10	8 4.68

1600 3:41� 10	7 )1.47 2:96� 10	7 )1.62
3200 2:51� 10	11 13.73 5:04� 10	8 2.55
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this observation, in all the cases we examined the error of our fifth-order semi-discrete scheme is less than

the error of the fifth-order method in [11]. The method in [5] is shown, in that reference, to be of com-

parable accuracy to [11], so the method presented in this paper has less error (sometimes orders of mag-

nitude less) than other published fifth-order methods for HJ equations.
4.1.3. A comparison with the fifth-order method of Jiang and Peng

In Fig. 5 we compare the error of our new fifth-order semi-discrete scheme with the upwind WENO

method of [11] (with a local Lax–Friedrichs flux). We also present results obtained with the method of [11]
Fig. 5. Convergence results for the convex Hamiltonian (4.1) (top) and non-convex Hamiltonian (4.2) (bottom). The relative L1-errors

are plotted against the number of grid nodes. ‘‘�’’, Our semi-discrete fifth-order method; ‘‘s’’, the fifth-order method of [11] with a

local Lax–Friedrichs flux; ‘‘þ’’, the fifth-order method of [11] with the flux (2.3). Left: before the singularity, including the effect of

roundoff error at 10	14. Right: after the singularity. The solid lines show example rates of convergence.
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where the local Lax–Friedrichs flux was replaced by the semi-discrete central flux (2.3), which compares our

smoothness measures with those of [11].

We see that before the singularity formation the L1-error of our semi-discrete method is as much as an

order of magnitude smaller than the L1-error of the method [11]. The method of [11] with the flux (2.3)

yields somewhat smaller errors for very course grids for the convex Hamiltonian, but becomes comparable

to our method as the grid spacing decreases. For the non-convex Hamiltonian the method of [11] with flux

(2.3) has larger errors than the fifth-order semi-discrete method presented in this paper. We take this as an

indication that the smoothness measures in [11] may be slightly better for large grid spacing and some
Hamiltonians.

After the formation of the singularity the behavior of the error in both methods that are based on the

flux (2.3) is more erratic than the method of [11]. Nonetheless, the methods that use the flux (2.3) have

errors that are sometimes dramatically smaller. At no time is the error of methods using the flux (2.3) larger
Fig. 6. One-dimensional linear advection, (4.3). T ¼ 2; 8; 16; 32, N ¼ 100. ‘‘�’’, Our semi-discrete fifth-order method; ‘‘þ’’, the fifth-

order method of [5]; ‘‘s’’, the fifth-order method of [11] with a local Lax–Friedrichs flux. In the bottom two pictures we zoom on two

of the peaks in the solution at T ¼ 32.
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than that of [11]. From Fig. 5 we see that for these two examples all three methods have an approximately

second-order convergence rate. Further comparisons are done in the next example and in Section 4.3. A

theoretical study of the convergence of these schemes is beyond the scope of this work and is left for the

future.

4.1.4. A linear advection equation

In this example ([11] with a misprint, corrected in [30]) we solve the one-dimensional linear advection

equation, i.e., Hð/xÞ ¼ /x. We assume periodic boundary conditions on ½	1; 1�, and take the initial data as

/ðx; 0Þ ¼ gðx	 0:5Þ on ½	1; 1�, where

gðxÞ ¼ 	
ffiffiffi
3

p

2

 
þ 9

2
þ 2p

3

!
ðxþ 1Þ þ hðxÞ;
hðxÞ ¼
2 cos 3

2
px2
� �

	
ffiffiffi
3

p
; 	1 < x < 	 1

3
;

3=2þ 3 cosð2pxÞ; 	 1
3
< x < 0;

15=2	 3 cosð2pxÞ; 0 < x < 1
3
;

ð28þ 4p þ cosð3pxÞÞ=3þ 6pxðx	 1Þ; 1
3
< x < 1:

8>><
>>: ð4:3Þ

The results of our semi-discrete fifth-order method are shown in Fig. 6, where it is compared with the

fifth-order methods of [5,11]. Our semi-discrete method shows reduced dissipation compared to the method
in [11]. In [5] we showed that the fully discrete fifth-order method we developed there is more stable than the

method of [11] from the point of view of being able to use larger time steps. The numerical results here are

based on fitting to each scheme its optimal time step, hence the reduced dissipation for the fully discrete

scheme [5].

4.2. Two-dimensional examples

4.2.1. A convex Hamiltonian

In two dimensions we solve a problem similar to (4.1)
Fig. 7. Two-dimensional convex Hamiltonian, (4.4). Left: the solution before the singularity formation, T ¼ 0:8=p2. Right: the

solution after the singularity formation, T ¼ 1:5=p2, N ¼ 40� 40. The solution is computed with (3.9) integrated in time via the

fourth-order SSP method of [9], with the fifth-order reconstruction of Section 3.3.
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/t þ
1

2
ð/x þ /y þ 1Þ2 ¼ 0; ð4:4Þ

which can be reduced to a one-dimensional problem via the coordinate transformation

n

g

 !
¼

1=2 1=2

1=2 	1=2

 !
x

y

 !
:

The results of the second-order calculations for the initial data /ðx; y; 0Þ ¼ 	 cosðpðxþ yÞ=2Þ ¼ 	 cosðpnÞ
are shown in Fig. 7. The convergence rates for the two-dimensional fifth-order scheme (3.9) before and after

the singularity are shown in Table 3.
Table 3

Relative L1- and L1-errors for the two-dimensional convex HJ problem (4.4) before and after singularity formation, computed with

(3.9) integrated in time via the fourth-order SSP method of [9], with the fifth-order reconstruction of Section 3.3

N Relative L1-error L1-order Relative L1-error L1-order

Before singularity T ¼ 0:8=p2

50 3:38� 10	5 – 3:66� 10	7 –

100 1:90� 10	6 4.15 5:30� 10	9 6.11

200 7:35� 10	8 4.69 6:02� 10	11 6.46

400 2:62� 10	9 4.81 5:40� 10	13 6.80

800 9:70� 10	11 4.76 4:83� 10	15 6.80

After singularity T ¼ 1:5=p2

50 2:61� 10	4 – 2:92� 10	6 –

100 1:90� 10	4 0.45 1:83� 10	6 0.68

200 8:24� 10	7 7.85 1:29� 10	9 10.47

400 3:05� 10	6 )1.89 7:36� 10	9 )2.51
800 8:82� 10	7 1.79 1:10� 10	9 2.75

Fig. 8. Two-dimensional non-convex Hamiltonian, (4.4). Left: the solution before the singularity formation, T ¼ 0:8=p2. Right: the

solution after the singularity formation, T ¼ 1:5=p2, N ¼ 40� 40. The solution is computed with (3.9) integrated in time via the fourth-

order SSP method of [9], with the fifth-order reconstruction of Section 3.3.
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4.2.2. A non-convex Hamiltonian

The two-dimensional non-convex problem, which is analogous to the one-dimensional problem (4.2), is

/t 	 cos /x

�
þ /y þ 1

�
¼ 0: ð4:5Þ

We assume the initial data /ðx; y; 0Þ ¼ 	 cosðpðxþ yÞ=2Þ, and periodic boundary conditions. The results are

shown in Fig. 8. The convergence results for the two-dimensional fifth-order scheme (3.9) before and after

the singularity formation are given in Table 4.
Table 4

Relative L1- and L1-errors for the two-dimensional non-convex HJ problem (4.5) before and after the singularity formation, computed

with (3.9) integrated in time via the fourth-order SSP method of [9], with the fifth-order reconstruction of Section 3.3

N Relative L1-error L1-order Relative L1-error L1-order

Before singularity T ¼ 0:8=p2

50 1:70� 10	5 – 6:04� 10	8 –

100 1:69� 10	6 3.33 5:20� 10	9 3.54

200 8:16� 10	8 4.37 1:17� 10	10 5.47

400 3:90� 10	9 4.39 1:55� 10	12 6.24

800 2:00� 10	10 4.29 1:55� 10	14 6.64

After singularity T ¼ 1:5=p2

50 3:48� 10	4 – 2:90� 10	6 –

100 4:63� 10	5 2.91 3:03� 10	7 3.26

200 1:09� 10	5 2.09 3:65� 10	8 3.05

400 1:98� 10	6 2.45 4:54� 10	9 3.01

800 1:63� 10	7 3.60 8:46� 10	11 5.74

Fig. 9. Fully two-dimensional Hamiltonian, (4.6). Left: the solution before the singularity formation, T ¼ 0:8. Right: the solution after

the singularity formation, T ¼ 1:5, N ¼ 50� 50. The solution is computed with (3.9) integrated in time via the fourth-order SSP

method of [9], with the fifth-order reconstruction of Section 3.3.



Table 5

Relative L1-errors for the two-dimensional HJ problem (4.6) before the singularity formation. T ¼ 0:8. The solution is computed with

(3.9) integrated in time via the fourth-order SSP method of [9], with the fifth-order reconstruction of Section 3.3

N Relative L1-error L1-order Relative L1-error L1-order

Before singularity T ¼ 0:8

50 2:39� 10	6 – 1:34� 10	8 –

100 8:52� 10	8 4.81 1:40� 10	10 6.57

200 3:05� 10	9 4.80 1:24� 10	12 6.83

400 1:20� 10	10 4.67 1:03� 10	14 6.91

800 5:46� 10	12 4.46 9:95� 10	17 6.69
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4.2.3. A fully two-dimensional example

To check the performance of our method on fully two-dimensional problems we solve a test problem

which we introduced in [3]:

/t þ /x/y ¼ 0; ðx; yÞ 2 ½	p; p� � ½	p; p�; ð4:6Þ

subject to the initial data /ðx; y; 0Þ ¼ sinðxÞ þ cosðyÞ and to periodic boundary conditions. The exact so-

lution for this problem is given implicitly by /ðx; y; tÞ ¼ 	 cosðqÞ sinðrÞ þ sinðqÞ þ cosðrÞ where

x ¼ q	 t sinðrÞ and y ¼ r þ t cosðqÞ. This solution is smooth for t < 1, continuous for all t and has dis-

continuous derivatives for tP 1. The results of our simulations at times T ¼ 0:8; 1:5, are shown in Fig. 9.

The convergence results for the fifth-order method (3.9) before the singularity formation are given in Table

5 and confirm the expected order of accuracy.

4.2.4. An eikonal equation in geometric optics

We consider a two-dimensional non-convex problem that arises in geometric optics [13]
Fig. 10. Two-dimensional eikonal equation, (4.7), N ¼ 40� 40. Left: the initial data. Right: our semi-discrete fifth-order semi-discrete

approximation at T ¼ 0:6.
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/t þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/2

x þ /2
y þ 1

q
¼ 0; /ðx; y; 0Þ ¼ 1

4
ðcosð2pxÞ 	 1Þðcosð2pyÞ 	 1Þ 	 1: ð4:7Þ

The results of our fifth-order method at time T ¼ 0:6 are shown in Fig. 10, where we see the sharp corners
that develop in this problem.

4.3. A stability study

In this section we present a stability study, checking the stability properties of the two-dimensional semi-

discrete fifth-order method. We compute the relative L1 errors for various examples while varying the CFL

number. In Fig. 11 we compare the results obtained with our fifth-order scheme with the fully discrete
Fig. 11. Stability of the two-dimensional semi-discrete methods, N ¼ 100� 100. ‘‘�’’, Our semi-discrete fifth-order method (3.9); ‘‘þ’’,

our fully discrete fifth-order method [5]; ‘‘s’’, the fifth-order upwind method of [11] with a local Lax–Friedrichs flux. Upper left: linear

advection with initial condition /ðx; y; 0Þ ¼ 	 cosðpðxþ yÞ=2Þ. Upper right: fully two-dimensional Hamiltonian (4.6). Middle row:

convex Hamiltonian (4.4), before the singularity (left) and after the singularity (right). Bottom row: non-convex Hamiltonian (4.5),

before the singularity (left) and after the singularity (right).
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method [5], and with the upwind method of [11] using a local Lax–Friedrichs flux. As expected, the stability

properties of the method (3.9) are similar to the stability properties of the upwind WENO method of [11],

though our new method (3.9) enjoys smaller L1 errors and hence is more accurate.
4.4. Three-dimensional examples

Finally, we solve a couple of three-dimensional problems with the scheme (3.11) integrated in time via

the fourth-order SSP method of [9], with the fifth-order reconstruction of Section 3.3. We start with a

convex problem

/t þ
1

2
ð/x þ /y þ /z þ 1Þ2 ¼ 0; ð4:8Þ

subject to the initial data /ðx; y; z; 0Þ ¼ 	 cosðpðxþ y þ zÞ=3Þ. The convergence results for the scheme (3.11)

before and after the singularity formation are given in Table 6. We also use (3.11) to approximate the
solution of the non-covex problem

/t 	 cosð/x þ /y þ /z þ 1Þ ¼ 0; ð4:9Þ

with the same initial data. The convergence rates are shown in Table 7.
Table 6

Relative L1- and L1-errors for the three-dimensional convex HJ problem (4.8) before and after the singularity formation, computed

with (3.11) integrated in time via the fourth-order SSP method of [9], with the fifth-order reconstruction of Section 3.3

N Relative L1-error L1-order Relative L1-error L1-order

Before singularity T ¼ 0:5=p2

25 1:04� 10	4 – 3:10� 10	8 –

50 6:52� 10	6 3.99 2:66� 10	10 6.87

100 3:74� 10	7 4.12 2:02� 10	12 7.04

After singularity T ¼ 1:5=p2

25 1:40� 10	3 – 9:76� 10	6 –

50 1:80� 10	4 2.95 4:15� 10	6 1.23

100 1:26� 10	4 0.51 6:94� 10	7 2.58

Table 7

Relative L1- and L1-errors for the three-dimensional non-convex HJ problem (4.9) before and after the singularity formation, com-

puted with (3.11) integrated in time via the fourth-order SSP method of [9], with the fifth-order reconstruction of Section 3.3

N Relative L1-error L1-order Relative L1-error L1-order

Before singularity T ¼ 0:5=p2

25 9:10� 10	5 – 2:58� 10	8 –

50 3:85� 10	6 4.56 2:27� 10	10 6.83

100 1:77� 10	7 4.45 1:53� 10	12 7.21

After singularity T ¼ 1:5=p2

25 9:99� 10	4 – 6:60� 10	7 –

50 1:09� 10	4 3.20 5:25� 10	7 0.33

100 1:07� 10	5 3.34 6:13� 10	8 3.01
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Appendix A. A Proof of Theorem 2.1

Proof. Let HðuÞ 2 C2 be convex (H 00ðuÞP 0 or H 00ðuÞ6 0). We need to show that the flux

HKNP ðuþ; u	Þ ¼ 1

aþ þ a	
½a	HðuþÞ þ aþHðu	Þ� 	 aþa	

aþ þ a	
ðuþ 	 u	Þ;

is a non-increasing function of uþ and a non-decreasing function of u	. Here aþ and a	 are defined as

aþ ¼ max
u2Iðu	 ;uþÞ

fH 0ðuÞ; 0g; a	 ¼ min
u2Iðu	 ;uþÞ

jfH 0ðuÞ; 0gj;

where Iða; bÞ is the closed interval with endpoints a and b. The proof for uþ is discussed in detail. The proof

for u	 is similar.

Let uþ1 > uþ2 . Define the difference

D ¼ HKNP uþ1 ; u
	� �

	 HKNP uþ2 ; u
	� �

¼ 1

aþ1 þ a	1
a	1 H uþ1

� ��
þ aþ1 H u	ð Þ

�
	 aþ1 a

	
1

aþ1 þ a	1
uþ1
�

	 u	
�
	 1

aþ2 þ a	2
a	2 H uþ2

� ��
þ aþ2 H u	ð Þ

�
þ aþ2 a

	
2

aþ2 þ a	2
uþ2
�

	 u	
�
:

We will prove that D6 0. First, we rewrite D as the difference

D ¼ Gðuþ1 Þ 	 G uþ2
� �

;

where for fixed u	, GðuÞ is defined as

GðuÞ ¼ AðuÞ½HðuÞ 	 Hðu	Þ 	 aþðuÞðu	 u	Þ�;

with

AðuÞ ¼ a	ðuÞ
aþðuÞ þ a	ðuÞ

and

aþðuÞ ¼ max
u2Iðu	 ;uÞ

fH 0ðuÞ; 0g; a	ðuÞ ¼ min
u2Iðu	 ;uÞ

jfH 0ðuÞ; 0gj:

Since uþ1 > uþ2 , the requirement D6 0 is equivalent to G0ðuÞ6 0. Because H is convex (so the extrema of H 0

on an interval occur at the endpoints of that interval), a
 2 C1 so we can differentiate

G0ðuÞ ¼ A0ðuÞ½HðuÞ 	 Hðu	Þ 	 aþðuÞðu	 u	Þ� þ AðuÞ½H 0ðuÞ 	 aþ0ðuÞðu	 u	Þ 	 aþðuÞ�:

By the mean value theorem, there exists a nðuÞ 2 Iðu	; uÞ such that H 0ðnðuÞÞðu	 u	Þ ¼ HðuÞ 	 Hðu	Þ, and
hence
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G0ðuÞ ¼ A0ðuÞðH 0ðnðuÞÞ 	 aþðuÞÞðu	 u	Þ 	 AðuÞaþ0ðuÞðu	 u	Þ þ AðuÞðH 0ðuÞ 	 aþðuÞÞ
¼ BðuÞðu	 u	Þ þ AðuÞðH 0ðuÞ 	 aþðuÞÞ;

where BðuÞ ¼ A0ðuÞðH 0ðnðuÞÞ 	 aþðuÞÞ 	 AðuÞaþ0ðuÞ: Now

A0ðuÞ ¼ aþðuÞa	0ðuÞ 	 a	ðuÞaþ0ðuÞ
ðaþðuÞ þ a	ðuÞÞ2

;

and therefore

BðuÞ ¼ 1

ðaþðuÞ þ a	ðuÞÞ2
½aþðuÞa	0ðuÞðH 0ðnðuÞÞ 	 aþðuÞÞ 	 a	ðuÞaþ0ðuÞðH 0ðnðuÞÞ þ a	ðuÞÞ�:

We are now in a position to prove that D6 0. There are three cases to consider.

Case 1. uþ1 > uþ2 P u	. In this case u	 u	 P 0, and if u1 > u2 then ½u	; u1� � ½u	; u2� so a
ðu1ÞP a
ðu2Þ
and a
0ðuÞP 0. Then

BðuÞ ¼ 1

ðaþðuÞ þ a	ðuÞÞ2
aþðuÞa	0ðuÞ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

P 0

ðH 0ðnðuÞÞ 	 aþðuÞÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
6 0

2
64 	 a	ðuÞaþ0ðuÞ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

P 0

ðH 0ðnðuÞÞ þ a	ðuÞÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
P 0

3
756 0;

and we can conclude that

G0ðuÞ ¼ BðuÞ|ffl{zffl}
6 0

ðu	 u	Þ|fflfflfflfflffl{zfflfflfflfflffl}
P 0

þ AðuÞ|ffl{zffl}
P 0

ðH 0ðuÞ 	 aþðuÞÞ|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
6 0

6 0:

Case 2. u	 P uþ1 > uþ2 . In this case u	 u	 6 0, and if u1 > u2 then ½u	; u1� � ½u	; u2� so a
ðu1Þ6 a
ðu2Þ
and a
0ðuÞ6 0. We therefore have BðuÞP 0 and

G0ðuÞ ¼ BðuÞ|ffl{zffl}
P 0

ðu	 u	Þ|fflfflfflfflffl{zfflfflfflfflffl}
6 0

þ AðuÞ|ffl{zffl}
P 0

ðH 0ðuÞ 	 aþðuÞÞ|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
6 0

6 0:

Case 3. uþ1 > u	 P uþ2 . In this case the proof is straightforward. By the mean value theorem, there exists a

n1 2 ½u	; uþ1 � and a n2 2 ½uþ2 ; u	� such that H 0ðn1Þðuþ1 	 u	Þ ¼ Hðuþ1 Þ 	 Hðu	Þ, and H 0ðn2Þðuþ2 	 u	Þ ¼
Hðuþ2 Þ 	 Hðu	Þ. Hence

D ¼ a	1
aþ1 þ a	1

ðH 0ðn1Þ 	 aþ1 Þðuþ1 	 u	Þ 	 a	2
aþ2 þ a	2

ðH 0ðn2Þ 	 aþ2 Þðuþ2 	 u	Þ6 0:

This completes the proof that HKNP is non-increasing in uþ. The proof that HKNP ðuþ; u	Þ is non-decreasing
in u	 is the same with

GðuÞ ¼ aþðuÞ
aþðuÞ þ a	ðuÞ ½HðuÞ 	 HðuþÞ þ a	ðuÞðu	 uþÞ�

for fixed uþ. �
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