Numerical Analysis Qualifying Exam
AMSC/CMSC 666, August 2010
(1) The idea of this problem is to give a direct proof of the uniqueness of the natural cubic
spline interpolating data points (zo,%0), (1, 1), - (Tn, Yn) With g < 2y < -+ < Ty,
The only analytic tool you will need is Rolle’s theorem.
Suppose that 51{z), Sz(z) are natural cubic spline functions satisfying
S](.’E,:) = Sz(.‘]},') =1 for i = 0, 1, Ry,
81 (z0) = Sy (w0) = 5 (wa) = Sy (2a) = 0

Let S(z) = Si(z) — Sa(z)

(a) Show that S(z) is a natural cubic spline function.

(b) Show that S”(z) has at least n — 1 zeros in (2, ,) and therefore at least n +1
zeros in [2g, Zn)-

(c) Show that thete is ani € {0,1,...,n — 1} such that S(z) = 0 on [z, Ti).

(d) Show S(z) = 0 on 2o, 2] and therefore Sy () = Sp(x) on [zg, Zn).

(2) Derive the three-point Gaussian quadrature formula such that
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IRCEED WO
- o
Give bounds on the error of this formula

(3) Let A € RY*N be symmetric and positive definite. Let b € RY. Define (y,z) =y"z for
every y,z € RY. Consider the following iterative method to solve Ax = b:
choose an initial iterate 2@ e RV ;
compute the initial residual r® = b — Az©;
(; ™)y (“)) 20 = gl g )
TATT 7Y k) ) _ g gy
(a) Show that if 7(® 3 0 then ||y — #||4 is minimized along the line y = z(™ + ar®

parametrized by @ € R when o = ay, given by the above formula. Here z € RY
is the solution of Az = b while || - ||4 denotes the A-norm, which is defined by
|22 = {Az, z) for any z € R,

(b) Show that if 7(* 5 0 then (r®+4) ™) =0

(¢} Let e = 2 — g be the exror of the n'* iterate. Show that if e™ 5 0 then

”e(nﬂ)l[i B (r® ) (nJ,f(rf))

ol T A

(d) Let « denote the quotient of the largest over the smallest eigenvalues of A Derive

a bound on |[e™]| , in texms of x and ||e@{| , by using the Kantorovich inequality

Ay, )y, Ay} _ (w4 1)
(v, y)? T 4k

if 7 2£ 0 then set @y =

1< for every nonzero y € RV
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4. Consider the initial value problem
¥ = f(z,y)
for 0<z<1,y(0) =Y, and f is a smooth function Let 0 = zp < a1 < - < zy =1 be a uniform
partition of the interval [0, 1] and denote by & the step size. Consider a method of the form

Yntl = QY + ﬁ'yn—l + h’rf(xn—lsyn—lL n>1

(a) Choose the constants «, 8, and v so that the order of the local truncation error is as high as
possible.
(b) Study the stability of the method and determine whether the method is convergent

5. Counsider the nonlinear equation e® = sinz

(a) Show that there is a solution z., € (—5m, —7).

(b) Consider the following iterative methods: (i) 241 = In(sinzy) and (i) @34 = arcsin(e®).
What can you say about the local convergence of each of these methods for z, as in (a) and
their convergence order? If you use a theorem give its precise statement.

(c) For z, as in (a) give a method which is quadratically convergent. Justify why the method is
quadratically convergent

6. Consider the following boundary value problem wheie f € C([0,1]} is given:
—u"(z) +ufz) = f(z) forx € (0,1), u(0)=0, wu(l)=0
We are interested in u'(1).
(a) The boundary value problem has a weak formulation: Find u € V such that
forallveV: alu,v) = £(v)

Identify V, a{u,v), £(v)-

(b) Assume from now on that we have u € C*([0,1]) Let w(z) = x
(1) = au,w) - [ f()u(e)de,

{c) We now use a finite element method with piecewise linear functions on a uniform mesh with
mesh size h = 1/n, n integer, vielding a finite element solution wuy. Explain why we have an
etror estimate [l — unl| gy < Ch and justify that all needed assumptions are satisfied.

Is w € V? Show that

(d) Let oy, = afuy, w) - j; f(z)w(z)dz. Using the previous parts show that |u/(1) — ap| £ Ch
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(1) Let w(z) be a positive continuous weight function on [a, 5] Suppose that

b B
/w(m)dx:l, /mw(m)d:c:fz
b o

/xzw(a:)da:=5, /zgw(m)da:zlo.

(2) Take po(z) = 1. Find a linear polynomial py(z) and a quadratic polynomial Da{z)
such that {py, p1, p2} is an orthogonal set on [a, b] with respect to the weight function
w(z).

{b) Show that a < —~+/5 and b > /5. (You may quote any appropriate theozem.)

(¢) Derive the two-point Gaussian quadlature formula

/ F(&) w(a) da ~ wy fla) + ws f(52),
which is exact for all polynomials of degree < 3 (ie find the weights and nodes).

(2) Consider the (unshifted) @ B-method for finding the cigenvalues of an invertible matrix

A e RNxN,
(a) Give the algorithm,
(b} Show that each of the matrices A, generated by this algorithm are orthogonally

similar to A.

(c) Show that if A is upper Hessenberg then so are each of the matrices A, generated
by this algorithm.

(d) Perform one step of this algorithm on

12 7
a- (5 )
(e) The sequence {A,} generated by this algorithm starting from the above A has a
limit. What are the diagonal entries of this limit? Give your reasoning

(3) Let A € RN he symmetric and positive definite. et & € RY. Consider solving
Az = b using the stationary iterative method given by
gt — () _,_B—l (b Am(”))

where B € RY*V has an easily computable inveise. Suppose that B+ BT - A4 is positive

definite. _

(a) Show that this method will converge for any initial iterate z©.

(b) Let e = z® — & be the error of the n' iterate. Show that each step of this
method reduces the A-norm of ™ whenever (™ = 0, where the A-norm of any

y &€ RY is defined by
lylia=vyTAy.
(¢) Show how the SOR method fits into this framework.
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4, We consider a function f: R* — R" with continuous 2nd order derivatives. Assume that f has a
zero x, with nonsingular Jacobian Df(x,}. For a parameter o € R we consider the iteration

Thrs = 2 — oD f () 7" f ()

(2) Show that 234 —z, = (1 — @)@ — 3.) + Q with [|Q|| < C ||zx — z.|)” for = sufficiently close to
z, Hint: Let d:= Df(xy)™" f(23). Write down the Taylor approximation of order 1 for f(z,)
about z; with a 2nd order remainder term R, Use this to find an expression for d.

(b) Show that this method is locally convergent for o € (0, 2)

(c) What can you say about the convergence rate depending on @ & {0,2)? Can the iteration
converge to x, for a < 0 or o > 27

5. For the initial value problem ¢’ = f(¢,%), ¥(to) = %% we consider the method
Y1 =5+ hfof; -+ (1= o) f-]
where fi = f(t, ys).

(a) Find the consistency order of the method depending on the parameter o € R
(b) Show that the method is convergent and give the order of convergence, using an appropriate
theorem

(c) Consider ' = Ay and find the values i = Ah € R in the region of absolute stability in the case
(i) @ = 1 and (ii) the value of o with the highest consistency order.

i ap Q I
6. Let 4 = (0,3), & = (},1), Q = (0,1) Let k() = {10 fzeh Consider the following

1 ifze
variational problem: Find u € H3(Q) such that

for all v € H3 () : [)l E(z)u' (2)v'(z)dx = /0 v(z)de.

(a) Let u be the solution of the variational problem Let u; = u|Qj for = 1,2 Assume (only for
(a)) that v € C%Q), u; € C?(Q,) for j = 1,2 and f € C°([0,1]). What differential equation
does u; satisfy? Show that there holds u1(3) = u2(3) and v} (3) = 10u5(3)

(b) We use a finite element method with piecewise linear functions on a uniform mesh with mesh
size h = 1/N, N even. Find the matrix and right hand side vector of the resulting linear system.

(c) Show an estimate of the form |jus — ul| iy < Ch for the finite element solution uy and state
what assumption you need about the solution % {(remember (a)). State any theorems you use
in your argument.
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1. Let A be a real symmetric matrix of order n with n distinct eigenvalues, and
let w1 € R™ be such that |vill2 = 1 and the irner product (vi,u) # 0 for evary
eigenvector u of A,

(a) Let P, denote the linear space of polynomials of degree at most n— 1. Show

that

{p,q) = (p(A)v1, g(A)w1)
defines an inner product on 7, where the expression on the right above is the
Euclidean product in R™

(b) Consider the recurrence
Bit1vj4a = Avj — ayv; — Bjuy

where a; and 3; are scalars and w9 = 0 Show that v; = pj_1(4)v, where
pj—1(t) is a polynomial of degree § — 1

(c} Suppose the scalars above are such that o; = (Avy,v;) and §j41 is chosen
80 that j|vj4all2 =1 Use this to-show that that the polynomials from patt (b)
are orthogonal with respect to the inner product from part (a)

2. Consider the n-panel trapezoid 1ule I,{f) for caleulating the integral jbl f(z)dz
of a continuous function f & C[0, 1],

n—1

1) =3 (75 (1) + Flown)

k=0
where 0=t <t1 < - <, =1

(a) Find a piecewise linear function G such that

1 1
I(f) - /0 f)dt = / Gl (t)et

for any continuous function f such that f* is integrable over [0,1] Hint: Find
G by applying the fundamental theorem of calculus to ;:“ (f(t)G(t)y) dt.

(b) Apply the previous result to f(z) = 2%, 0 < a < 1, to obtain a rate of
conver gence.




3. Let Cla,b] denote the set of all real-valued continuous functions defined on
the closed interval [a,B). Let p € Cla, b} be positive everywhere in [a, 8].

Let {Qn}o-, be a system of polynomials, with deg @, = n for each n, orthogonal
with respect to the inner product

i
<gh >:/ pl@)g(z)h(z)dz , Yg,h e Cla,b]

For a fixed integer n > 2, let %3, ,z, be the n distinct roots of @, in (a, &)
Let
e BT @omeemme) o) o
(T~ 21) (@ — Tp-1) (e ~ Trt1) (T — Tn)

be polynomials of degree n — 1 Show that
b
/ plx)ri(@ry(e)de = 0, Vi#k
[23

and that

5% /a'bp(w)lm(xnzdz - [ otaree

k=1 e

Hint: Use orthogonality to simplify f: o) (37— (@) de
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H _ Given the two-point boundary value problem

v tou=f(z), 0<z<1 a>0 /
w'(0) = A4,
wW(l)=18B

(a) Set up the finite element approximation for this problem, based on piecewise linear
elements in equidistant points Determine the convergence rate in an appropriate norm.

(b) Explain whether o > 0 is necessary for the convergence in part (a).
5 Consider the multistep approximation of & = f(t,z) of the form
Wi = —bwy, + (1 + 0)wn_1 + Eh[ = Ofn41 + (4 -+ 39)‘](11]3 fo = f(tn: wn)

(2) Determine the order of aceuracy as a function of the free real parameter 8.
(b) For which §’s is the method stable?

(;( Let f : R® — R be a nonlinear smooth function. To determine a local minimum of f one
“can use a descent method of the form -

Tpt1 = T + apdy, k>0,

where 0 < o <1 is a suitable parameter obtained by backtracking and dy is a direction
that is chosen such that

- flae) < flzw). | ' (1)
(a) Write the Newbon method including the backtracking algorithm and examirie whether
or not there exists oy, which yields (1), Establish conditions on the Hessian H(f{z)) of
f(z) which guarantee the existence.of oy
(b) If we replace the Hessian by the matrix H(f(z))+ [, here 4 > 0 and I is the identity
mat1ix, we obtain a Newton-like method. Find a condition on < which leads to (1).
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1. Let A be a real symmetric positive-definite matrix. Given a linear system of
equations Az = b, consider an iterative solution strategy of the form

Thyl = T+ g7k,

where zg is arbitrary, ry = b — Az, is the residual and ¢, is a scalar parameter
to be determined.

(a) Derive an expression for oy such that the Euclidean norm ||7g41]2 is mini-
mized as a function of ay. Is this expression always well-defined and nonzero?

(b) Show that with this choice,

nm&SQ_Mmmu“?
”7'0“2 Amaz (A)

2. Define the following linear functional over the space of continuous functions
C-1,1:

In(f) = an,kf(zn,k)
k=1

where —1 < Znk <1,and f € C[-1,1].
(a) Let 75, denote the n'® Chebyshev polynomial. Assume
1
@) lim In(Tj)z/ Ty(c)dz , §=0,1,2,...
n—oo _1
Show that for all j > 0,
lim I,(z7) :/ ol dz.
n—oo 1

Note: we are not really using any property of Chebyshev polynomials except
that they have a nonvanishing leading coefficient of the term of order n.



(b) Assume further that there exists an M > 0 such that

n

@) D |kl <M, n=12, ..

k=1

Show that for all f € C[-1,1],

Jn 0= [ s

3. Let A € R®*™ with n > m. Assume rank(A) =m.
(a) It is known that the symmetric matrix AT A can be factored as

ATA =vAvVT

where the columns of V are the orthonormal eigenvectors of ATA and A is
the diagonal matrix containing the corresponding eigenvalues. Using this as a
starting point, derive the singular value decomposition of A. That is, show that
there is a real orthogonal matrix U and a matrix ¥ € R®*™ which is zero except
for its diagonal entries oy > 09 > -+ > 0, > 0 such that 4 = UnvT,

(b) Let b € R™. Show that the decomposition from part (a) can be used to
compute € R™ such that ||b — Az||2 is minimal.
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One wants to solve the equation z 4 Inz = 0, whose root is r ~ 0.5, using one or more of
the following iterative methods:

_ . _ T + e
{1} zp41 = —Inzg  {it} zpp1 = ™ {iGi} 244 = kT

(a) Which of the three methods can be used?
(b) Which method should be used?

(c) Give an even better iterative formula.

Consider the boundary value problem

—u" +e* =0, O<z <1,
u(0) = u(l) =0.

Discretize the problem with a finite element method using continuous, piecewise linear func-
tions on an equidistant grid. Quadrature is to be done with the trapezoidal rule. Write the

method in the form
AUy, + Fh(Uh) =0,

where U, € R™ denoted the vector of unknown nodal values of the approximate solution, A
is an m x m matrix whose elements are independent of the discretization parameter h, and

Fy, : R™ — R™ is a nonlinear vector-valued function.
Determine the local order of accuracy and the stability properties of the two-step scheme

13 5 5
Tipo — 3Tip1 + 22 = At - ]:ﬁf(ti+2; Tiva) — gf(ti+1; Tip1) — Ef(ti)xi):la

as an approximation for the ODE z(¢) = f(¢, ). What is its convergence rate?



Comprehensive Exam
AMSC 666
August 2008

1. Let A € R™*™ b e R™, and p € R?, with m > n, and let § be a scalar.
Show how the the constrained least squares problem

minimize  ||b — Az|2,
subject to pTx = 4.

can be reduced to solving a related unconstrained least squares problem. The
algorithm should start by finding a Householder transformation H such that

Hp = ||p||2e:

and setting y = Hz.

2. Prove or disprove that the following interpolants exist for all values of
Y1, Y2, y3 and all distinct values of x;, x5, z3.

a. Y; =c¢y + coxy + 0311712

2 4
b. y; = c¢1 + c2x; + €327

3. Consider the linear system of equations Az = b where A is a symmetric
positive-definite matrix of order n. The conjugate gradient method (CG) for
solving this system is

Choose zg, compute ro = b — Azxg
Set po =79
for k = 0 until convergence
ar = (7k,7x)/ (P, ADk)
T = Tk + Pk
Tk =Tk — apAps
<Test for convergence>
,Bk = (Tk+1,7‘k+1.)/(7‘k, Tk)
Pr+1 = Tht1 + BiDe
end

where (v,w) = Y I, v;w; is the Euclidean inner product.

Let @) be some other positive-definite matrix of order n. We know that the
forms -

(v,w)4 = (Av,w), (v,w)g = (Qu,w)
are inner products on R™. In addition, a matrix M is symmetric with respect
to the @-inner product {, g if (Mv,w)g = (v, Mw)g for all v, w in R”, and
M is positive-definite with respect to { , )¢ if (Mv,v)qg > O for all nonzero v.



a. Show that Q7' A is symmetric and positive-definite with respect to the
Q-inner product.

b. In light of this fact, CG can be used to solve the system Q 1Az = Q~1!b
in an appropriate manner. Specify this algorithm and identify any extra
costs required that would not be present with Q = I.

c. Use any facts you know about the conjugate gradient method to iden-
tify properties of @ that would be desirable for computing the solution z

efficiently.
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u . (10 pts.)

(a)

(b)

Show that the two-step method
5 1
Yntl = 2Yn-1— Yn + h[if(xmyn) =+ é’f(mn—l;yn—l)] (1)

is of order 2 but does not satisfy the root condition.

Give an example to show that the method (1) need not converge
when solving ' = f(z,v).

5, (12 pts.) Consider the boundary value problem

(a)
(b)

(¢)
(d)

()

(8)

—" (L+zyu =22 4(0)=1, (1) =1 (2)

Prove that (2) has at most one solution.

Discretize the problem. Take a uniform partition of [0, 1]:

xz;=1th, 1=0,1,2,...,n, h=1/n. (3)

Use the three point difference formula for v” and the simplest
difference formula for the boundary condition at z = 0. Write
the resulting system as a matrix-vector equation, Ax = b, where
X = ('u.l,u2, e ,un_l)T.

Prove that the equation found in (b) has a unique solution.

Transform the problem (2) into an equivalent problem with ho-
mogeneous boundary conditions.

Obtain the variational formulation of the problem formulated in
(d). Specify the Sobolev space H involved. Prove that this prob-
lem has a unique solution, which we denote by v.

Consider the approximation of v by piecewise linear finite ele-
ments. Define precisely the piecewise linear finite element sub-
space (use the partition (3)). Show that the finite element prob-
lem has a unique solution vy ’

Show that |[v — va|lg < Ch and indicate how the constant C
depends on derivatives of v.



©.

(8 pts.) Let f : R — R be the nonlinear function with zero X.:

2—
fen=| 5 5ty x| 1]

Consider the iteration

Xt = %o — Af(xn), A= [} 12 J

(a) Prove (4) is locally convergent.
(b) Show that the convergence is at least quadratic.

(c) Write the Newton iteration and compare with (4).



?‘.\ Wree 0

Comprehensive Exam
AMSC 666
January 2008

1. Consider the system Az = b. The GMRES method starts with a point zg
and normalizes the residual 79 = b — Axp, so that v; = v~ 179 has 2-norm one.
It then constructs orthonormal Krylov bases Vi = (v1 va -+ vm) satisfying

AV = Viq1 Hg,

where Hj is a (k+1)xk upper Hessenberg matrix. One then looks for an ap-
proximations to = of the form

z(e) = zg + Vie,
choosing ¢ so that |[r(c)|| = ||b — Az(c)|| is minimized, where || - || is the usual
Euclidean norm.
a. Show that ¢y minimizes ||ve; — Hicl.

b. Suppose we chose to solve the least squares problem in Part a for ¢, by
the method of orthogonal triangularization (QR). What is the order of the
floating-point operation count for this method? Give reasons.

2. We wish to approximate the integral I{f) = f: flz)dz.

a. State the composite trapezoidal rule Qr, for approximating I(f) on a
uniform partitioning of width h = (b — a)/n, and give a formula for the
error I(f) — Qr.»(f) that is in a form suitable for extrapolation.

b. Use the error formula to derive a new quadrature rule obtained by per-
forming one step of extrapolation on the composite trapezoidal rule. What
is this rule, and how does its error depend on h? You may assume here
that f is as smooth as you need it to be.

3. Cousider the shifted QR iteration for computing the eigenvalues of a 2 x 2
matrix A: starting with Ag = A, compute

A —oedl = QuRi Aky1 = ReQi +oxd
where o is a scalar shift.
a. If
Ak=<a“ 0412)’
az1 022
specify the orthogonal matrix Q used to perform this step when Givens

rotations are used. The matrix should be described in terms of the entries
of the shifted matrix.

N



b. Suppose az; = 6, a small number, and |aj2| < (a1; — a22)2. Demonstrate
that with an appropriate shift o, the {2, 1)-entry of Ax4+1 is of magnitude
0O(6%). What does this suggest about the convergence rate of the QR
iteration?
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4. Consider the system

'T:l’l‘hleTyz’ y = .5+ harctan(z® + y?).

(a) Show that if the parameter A > 0 is chosen sufficiently small, then this system has a
unique solution (z*,y*) within some rectangular region.
(b) Define a fixed point iteration scheme for solving the system and show that it converges..

(a) Outline the derivation of Adams-Bashforth methods for the numerical solution of the

initial value problem 3’ = f(z,v), y(zo) = vo.
(b) Derive the Adams-Bashforth formula

Yi41 = Y5 + h[-%f(l‘i-hyi—l) + gf(l“i,yz’)]- (1)

(c) Analyze the method (1). To be specific, find the local truncation error, prove conver-
gence and find the order of convergence.

6. Consider the problem
—u" +u=f(z), 0<z2<1, wu(0)=u(l)=0. (2)
(a) Give a variational formulation of (2), i.e., express (2) as
vw€ H, B(u,v)=F(v) foralveH. (3)

Define the space H, the bilinear form B, and the linear functional F’, and state the
relation between (2) and (3).

(b) Let 0 =29 < z1 <--- <z, =1be ameshon [0, 1] with
h = man:(),”_’n__l(Ij+1 — (L'j), and let

Vi = {u : u continuous on [0, 1], ©|(4,, ,,,] s linear for each 7,u(0) = u(1) = 0}.
Define the finite element approximation, u, to v based on the approximation space

Vh. What can be said about ||u — up||1, the error in the Sobolev norm on H*(0,1)?
(c) Derive an estimate for ||u — up||o, the error in L2(0, 1). Hint: Let w solve

{—w”+w:u—uh,
w(0) = w(1) =0.



We characterize w variationally by
w e H}, B(w,v)= /(u —up)vdz, for all v € H.
Let v = u — up, to get
Blw, u—up) = /(u—uh)2dx — lu—wll%,. (4)

Use the formula (4) to estimate ||u — unl|L,-
(d) Suppose {¢%,---, ¢f‘vh} is a basis for V}, where N = dim V},, so up = E;V:hlc;-‘ ;‘, for

appropriate coefficients ¢?'. Show that

lu = unllf = llull} - CTAC,

where C = [cf,--+,cl 1T and A is the stiffness matrix.



DEPARTMENT OF MATHEMATICS
UNIVERSITY OF MARYLAND
GRADUATE WRITTEN QUALIFYING EXAM

NUMERICAL ANALYSIS (Ph.D. Version)

AUGUST 2007

Instructions
1]

Answer all six questions.

. Each question will be assigned a grade from 0 to 10. If some problems have multiple
parts, be sure to go on to subsequent parts even if there is a part you cannot do.

Use a different set of sheets for each question. Write the problem number and your
code number (not your name) on the outside sheets.

. Keep scratch work on separate pages or on a separate set of sheets.
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Problem 1.
A set of functions {gi,...,gn} C Cla,b] is a Chebyshev system if

(1) The set is linearly independent.

(ii) If g is a linear combination of {g1,..., ¢} which is not identically zero
g has at most n — 1 distinct zeros in [a, ].

(a) Show that {g1,...,9n} is a Chebyshev system if and only if for any n
distinct points z1, ..., z, € [a,b], the matrix A with a;; = g;(2:),1 <4,5 <n
is nonsingular.

(b) Let f € C™[a,b] be such that f™*V(z) £ 0 for all z € [a,d]. Let
gi(z) =215 =1,...,m+ 1. Show that {g1,...,gm+1, f} is a Chebyshev
system. For this, you may use results from polynomial interpolation without

proof.

~

Problem 2.

Let "
In(f) = Z 'wn,kf(l‘n,k)y a< Lok < b
k=1

be a sequence of integration rules.

(a) Suppose

b
lim I, (") =/ s*dr, k=0,1, - (1)
and n
S lwakl €M, n=1,2,-- 2)
k=1

for some constant M. Show that

lim 1,(f) = /abf(x) dz for all f € Cla, b

(b) Show that if all w,x > 0 then (1) implies (2).



Problem 3.
Consider the real system of linear equations

Az =D (1)

where A is nonsingular and satisfies
(v, Av) > 0

for all real v, where the Euclidean inner product is used here. .

(a) Show that (v, Av) = (v, Mv) for all real v, where M =-2(A+ A7) is the
symmetric part of A.

(b) Prove that
(v, Av)

(v,)

where Ayip(M) is the minimum eigenvalue of M.

> Amin(M) > 0,

(c) Now consider the iteration for computing a series of approximate solutions

to (1),
Tk+1 = Tk + QT

where r, = b — Azy and « is chosen to minimize ||7g41]|2 as a function of a.

Prove that 12
7412 < (1 _ Amin(M )2 )
lrella = Amax (AT A) '
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LJ Consider the problem of solving a nonlinear system of ODE
y' =1(ty),
by an implicit method. The n-th step consists of solving for the unknown y a nonlinear algebraic
system of the form
(1) y = ahf(tn,y) + ga-1,
where g,_1 € R" is known, & > 0 and h is the stepsize. Let f € C!.

(2) Write (1) as a fixed point iteration and find conditions in h and f(¢,,y) that guarantee local

convergence for this iteration.
(b) Write the Newton method for (1) and give conditions on h and f(¢,,y) that guarantee lo-
cal convergente for this iteration. State precise additional assumptions on f that guarantee

quadratic convergence.

S.This problem is about choosing between a specific single-step and a specific multistep methods
for solving the ODE:
v = f(tv).
(a) Write the trapezoid method, define its local truncation error and estimate it.
(b) Show that the truncation error for the following multistep' method is of the same order as in

(a):
Ynt1 = 2Yn = Yn—1 — Rf(ta—1,Yn-1) + hf (tn, yn)-
{c) What could be said about the global convergence rate for these two methods? Justify your
conclusions for both methods.

G cConsider the boundary value problem
(2) Lw)y=—-v"+bu=f =zel=]01], u(0) = u(1) =0,
where b > 0 is a constant. Let {0 =20 < z; <--- < 2, = 1} be a uniform mesh with meshsize h.

Let
Vi ={v € C[0,1] : v|(z,_, &, is linear for each 7,v(0) = v(1) = 0}

be the corresponding finite element space, and let u, = Rp(u) be the corresponding finite element
solution of (2). Note that Ry is a projection operator, the Ritz projector, onto the finite dimensional
space V), with respect to the energy scalar product a(-,-) induced by problem (2).
(a) Let |-|; be the H'-seminorm, namely |v|? = f; [v/|? for all v € Hg(I). Find the constant A in
terms of the parameter b such that
lunli < Alulr.
Hint: recall the Poincaré inequality [v|lo < %|v|; for all v € Hg(I), where || - ||o denotes the

L?-norm.
(b) If Iyu € V}, is the Lagrange interpolant of u, then prove Ry (Inu) = Ipu. Deduce

lup — Ipul; < Alu— Tul;.
(¢) Use (b) to derive the error estimate
= ualy < (1+ Al = Lnuls,
and bound the right-hand side by a suitable power of h. Make explicit the required regularity

of u.
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Specify a numerical- algorithm for finding v; and give a convergence proof.
for this algorithm demofistrating that it is convergent undéer appropriate
cucumstances

Problem 3.

Suppose A is an upper triangular, nonsingular matnx Show that, both Jacobi
iterations and Gauss-Seidel 1terat10ns converge in finitely many steps When

used to solve Ax =b.
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4, Letf _:Rﬁ — R be C, suppose f(x*) = 0 and assume f’(x*) is nonsingular:
Consider the following iteration- ' }

Xk41 =X — B,:-lf(xk), (k 2 0).
(a) Derive‘ the following error equation fOr ep41 = Xpy1 =X )
€kl = ((Bk —£'(x*))ex —/ (f (sxx +(1— s) — ' (x* )ds ek)
).

; (b) Let' By = B € R™® be a fixed matnx Find conthlons on B that guarantee
local convergence What raté of convergence do you expect and why”

(c) Find sufficient conditions on || B — £/ (xx)|| for the convergence to be superlin-
eaf. Wh—ﬁ choice of By corresponds to the Newton method and what rate of

convergence do you expect? s

§ Let fty) be uniformly Lipschitz with respect to . Let y(t) be thé solution to
the initial value problem: ¢’ = f(¢,),y(0) = yo. Consider the trapezoid method

1) Viel =%+ 5 (;f(tiayi) +f(ti+1ayi+i)). (¢20).
- (a) Find a CODd.lthD. on the stepsize / that ensures (1) can be solved uniquely for

Yit1:
(b) Define local truncation. error and estimate it. Exa.mme the additional regularity
of f needed for th.lS estimate.

(c) Prove & global error éstimate for (1).

%) Oon51der the 2- pomt bounda.ry va.lue problem
I + bu ’

au

spondlng to a forcmg f-,
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(1) Consider the definite integral

=/abf(a:)da:

Let @Q,(f) denote the approximation of I(f) by the composite
midpoint rule with n uniform subintervals. For every j € Z set

b—a CEj+.Z'j+1

zj=a+]

5
.
+

Np—
Do

Let K(x) be defined by

K(z) = -z —z;)* for z,

Assume that f € C?*([a, b]).
(a) Show that the quadrature error E,(f) satisfies

Rip=aun -1~ [ K

Hint: Use integration by parts over each subinterval [z;_1, z;].
(b) Derive a sharp bound on the error of the form

Bu(f)] < Myl "o for every f € C¥([a, ]).

Here || - ||co denotes the maximum norm over [a, b]. Recall
that the above bound is sharp when the inequality is an
equality for some nonzero f.

(2) Consider the (unshifted) @R-method for finding the eigenvalues
of an invertible matrix A € RV*¥,
(a) Give the algorithm.
(b) Show that each of the matrices A,, generated by this algo-
rithm are orthogonally similar to A.
(c) Show that if A is upper Hessenberg then so are each of the
matrices A, generated by this algorithm.

(d) Let
()

For this A the sequence {A,} has a limit. Find this limit.
Give your reasoning.



(3) Let A € RV*Y be symmetric and positive definite. Let b € RV.
Consider solving Az = b using the conjugate gradient method.
The n** iterate ™ then satifies

||g:(") —z||, <|ly—zlla for every y € 2@ + K, (r®, 4),

where || - |4 denotes the vector A-norm, 7(® is the initial resid-
ual, and

()

Kn (T(O),A) = span{r(o), Ar©@ ... ,A”flfr(o)} )
Prove that the error 2™ — z is bounded by
127 = 2]l < [lpa(A)] ]| = 2],
where p,(2) is any real polynomial of degree n or less that

satisfies p,(0) = 1. Here Hpn(A)”A denotes the matrix
norm of p,(A) that is induced by the vector A-norm.

Let T(z) denote the n'* Chebyshev polynomial. Let Apin
and Ap,q, denote respectively the smallest and largest eigen-
values of A. Apply the result of part (a) to

Tn </\maz + /\min - 22)
)

/\maz - )‘mz’n

pn(z =
Tn (Amax + Amln)

/\maz - /\min

to show that

o o], < 1

/\maac + /\min
T, —————
</\-maa: - /\min>
You can use without proof the fact that
Hpn(A)”A = max {|pa(z)| : z € Sp(4)},

where Sp(A) denotes the set of eigenvalues of A, and the
facts that for every n € N the polynomial 7,,(z) has degree
n, is positive for z > 1, and satisfles

T (cos(0)) = cos(nd) for every f# € R.

|2 = 2|,
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(4) Suppose that f : R — R is smooth and that the boundary value
problem

u” = f(u) on (0,1), u(0)=u(l)=0

has a unique solution.

(a) For N € Nlet z; = ¢/N,i =10,...,N. Write down a system of
N + 1 equations to obtain an approximation u; for the solution w at x;
by replacing the second derivatives by a symmetric difference quotient.

(b) Write the system of equations in the form F'(U) = 0. Define domain
and range of F' and explain the meaning of the variable U.

(¢) Formulate Newton’s method for the solution of the system in (b)
with U = 0. Give explicit expressions for all objects involved (as far
as this is reasonable). Determine a suffictent condition that ensures
that the iterates U*) in the Newton scheme are defined. Without
doing any further calculations, can you decide whether the sequence
U%) converges? Why or why not?

(5) Consider the boundary value problem
—u'=f 0<z<l,

with boundary conditions u(0) = 0 and (1) + au(1l) = 0. Here a is a
given positive number.

(a) Describe a Galerkin method to solve this problem using piecewise
linear functions with respect to a uniform mesh.

(b) Derive the matrix equations for this Galerkin method. Write out
explicitly that equation of the linear system which involes «.

(6) Consider the linear multistep method

4 1 2
Yn+1 = éyn - gyn—l + ghf(fcnﬂ, yn+1)

for the solution of the initial value problem v'(z) = f(z, y(z)), y(0) =
Yo-

(a) Show that the truncation error is of order 2.

(b) State the condition for consistency of a linear multistep method
and verify it for the scheme in this problem.



4

(¢) Does the scheme satisfy the root condition and/or the strong root
conditions?
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1. Let f be continuous on [0,1]. A polynomial p of degree not greater than n is said to
be a best (or Chebyshev) approximation to f if p minimizes the expression

E(p) = Jnax, |f(z) — p(=)]-

a. Show that a sufficient condition for p to be a best approximation is that there
exist points zg < z1 < -++ < Zp41 1n [0,1] such that

flzi) — p(zi) = = [f(zig1) — p(zina)] = £E(p), 1=0,1,...,n.

b. Compute the best linear approximation to z2 in [0,1]. [Hint: Drawing of a line
through the parabola will allow you to conjecture where two of the points of
oscillation must lie. Use the conditions from (a) to determine the third point and
the coeflicients of p.|

2. We will be concerned with the least squares problem of minimizing
p2(a) = [lb — Azl

Here A is an mxn matrix of rank n (which implies that m > n) and ||-|| is the Euclidean
vector norm. Let

A=(@ ) (7)

be the QR decomposition of A. Here )1, (2, and R are respectively mxn, mx(m —n),
and nxn.

a. Show that the solution of the least squares problem satisfies the QR equation
Rz = QTb and that the solution is unique. Further show that p(z) = || Q7 b]|.

b. Use the QR equation to show that the least squares solution satisfies the normal

equations (AT A)z = ATb.

3. Let A be real symmetric and let ug # 0 be given. For £k =1,2,... define ux1; as the
linear combination of the vectors Aug, ug,...,up with the coefficient of Auy equal to
one that is orthogonal to the vectors uyg,...,uq; i.e.,

ugt1 = Aug — ogug — BrUg—1 — VkUk-2 — -
a. Find formulas for «y and 5.
b. Show that v = 0 = --- = 0. Where do you use the symmetry of A7

¢ For which nonzero vectors ug does u; = 0 hold.
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(a) Describe Newton’s method for finding a root of a smooth

fucntion f: R — R.
(b) Assume that f: R — R is a smooth function, satisfies

fi(z) >0, f'(z)>0, forallz€eR,

and has a root z*. Draw a geometric picture illustrating the conver-
gence of the method and give an analytic prove that Newton’s method
converges to z* for any initial guess zo € R.

5. The goal of this problem is to solve the boundary value problem
—u’ = fon(0,1), u(0)=0,u(l)=0
in a suitable finite element space.

(a) For N € Nlet z; =¢/N, i =0,...,N. Define a suitable N — 1
dimensional subspace Vi in H] associated with the points z;. Let
¢1,--.,0n_1 be any basis in Vy. Explain how you can determine the
coefficients u; in the representation of the finite element solution

N-1
UN = Z Uii
i=1
by solving a linear system. Prove that there exists a unique solution.

(b) Show that

1
a(u,v)z/ u'v' dz
0

defines an inner product on Hj and thus a notion of orthogonality in
H}.

(c) Let ¢1 = 1 — 2|z — 1/2| be the basis of the one-dimensional space
V2. Find an orthogonal basis in V4 that contains the basis function ¢;.
Sketch the basis functions. Indicate how you would construct a basis
of Von that contains the basis of Von-1.

(d) What is the structure of the linear system in (a) for this special
basis?

(9; For solving the equation ¢’ = f(z,y), consider the scheme
2

h h
Ynt1 = Yn + 5(@/; + 3/;+1) -+ E(@/Z - ?J;:+1)
1



2

where y;, = f(2n,yn) and yp = fo(zn, Yn) + F (T, Yn) fy (T, Yn)-

(a) Show that this scheme is fourth-order accurate.

(b) For stability analysis, one takes f(z,y) = Ay. State what it
means for A = h\ to belong to the region of absolute stability for this
scheme, and show that the region of absolute stability contains the

entire negative real axis.
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(1) Derive the one-, two-, and three-point Gaussian quadrature for-
mulas such that

1 n
/ flz)z*dz ~ Zf(:vj)wj .
-1 j=1
Give bounds on the error of these formulas.

(2) We wish to solve Az = b iteratively where

11 -1
A=11 2 1
11 1

Show that for this A the Jacobl method and the Gauss-Seidel
method both converge. Explain why for this A one of these
methods is better than the other.

(3) Consider the three-term polynomial recurrence
Pei1(z) = (z — we)pi(z) — vipe-1(z) for k=1,2,---,
initialized by po(z) = 1 and p;(z) = = — uo, where each u, and
v, is real and each vy is nonzero.

(a) Prove that each px(z) is a monic polynomial of degree k,
and that for every n = 0,1,--- one has

span{po(z),p1(z), - ,pn(z)} = span{l,z,---,2"}.
(b) Show that for every k =0,1,--- the polynomial p;(x) has
k simple real roots that interlace with the roots of pr_1(x).
(c) Show that for every n = 0,1, --- the roots of p,.:1(z) are
the eigenvalues of the symmetric tridiagonal matrix

wo v, 0 - 0

vy oM Ve :
T=10 w p - 0
S . v,



4. (2)

(b)
()
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Given a smooth function f(xz), state the secant method for the approximate solution of

nonlinear equation in R

flz) =0.
State the order of convergence for this method, and explain how to derive it.

Are there situations in which the order of convergence is higher? Explain your answers.

5 Consider the initial value problem

(a)

v =f(t,y),  y(0) =1

Write the ODE in integral form and explain how to use the trapezoidal quadrature rule
to derive the trapezoidal method with uniform time-step h = T/N:

h
Yntl = Yn + E(f(tnﬁ-l;yn-kl) + f(tn)yn))-

(b) Define the concept of absolute stability. That is, consider applying the method to the

()

case f(t,y) = Ay with real A. Show that the region of absolute stability contains the
entire negative real axis of the complex hX plane.

Suppose that f(t,y) = Ay where A € R™" is a symmetric matrix and y € R"®. Examine
the properties of A which guarantee that the method is absolutely stable (Hint: study
the eigenvalues of A).

t&g Consider the following two-point boundary value problem in (0, 1):

(1)
(a)

(e)

(d)

—Upy +u =1, '(0) =/(1) = 0.
Give a variational formulation of (1), i.e., express it as
(2) ve H: alu,v)=F), forallveH.

Define the function space H, the bilinear form a, and the linear functional F, and state
the relation between (1) and (2). Show that the solution u is unique.

Write the finite element method with piecewise linear elements over a uniform partition
P = {z; = (i — 1)h}}¥, with meshsize h = 1/(N — 1). If U = (w;)¥, is the vector of
nodal values of the finite element solution, find the (stiffness) matrix A and right-hand
side F such that AU = F. Show that A is symmetric and positive definite. Show that
the solution U is unique.

Consider two partitions P, and P» of [0, 1], with P, a refinement of P;. Let V; and V; be
the corresponding piecewise linear finite element spaces. Show that V) is a subspace of
Va.

Let u; € V] and us € V5 be the finite element solutions. Show the orthogonality equality

llu = il = — w2l + lug — u2fl7.
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1. Given f € C[a,b], let pk denote the best uniform approximation to f among polyno-
mials of degree < n, i.e.
max |f(2) = pn(2)|
z€|a,b}
is minimized by the choice p, = pX. Let e(x) = f(x) — p),(z). Prove that there are at
least two points z1, 2 € [a, b] such that

le(z1)] = le(z2)| = max |f(z) — P (2)]

and e(z1) = —e(x2).

(a) Find the node z; and the weight w; so that the integration rule

1
I:/O eV f(2) dx ~ wy f(x1)

is exact for linear functions. (No knowledge of orthogonal polynomials is re-
quired.)
(b) Show that no one-point rule for approximating I can be exact for quadratics.
(¢) In fact
I —wyf(zy) =cf’(€) for some & € [0, 1].

Find c.
(d) Let f(z) and g(z) be two polynomials of degree < 3. Suppose f and g agree at
z=a,z=>band z = (a+b)/2. Show

/abf(:v) dz = /abg(a:) da.

3. Let A € R™™ be nonsingular and b € R™. Consider the following iteration for the
solution of Ax = b.
Xk4+1 = Xk -+ a(b — AXk).

(a) Show that if all the eigenvalues of A have positive real part then there will be
some real « such that the iterates converge for any starting vector xg. Discuss
how to choose a optimally in case A is symmetric and determine the rate of
convergence.

(b) Show that if some eigenvalues of A have negative real part and some have positive
real part, then there is no real « for which the iterations converge.



(c) Let p = ||I — Al < 1 for a matrix norm associated to a vector norm. Show that
the error can be expressed in terms of the difference between consecutive iterates,
namely

p
1% = Xieqa]| < l—j;HXk ~ Xict1|]

(The proof of this is short but a little tricky.)
(d) Let A be the tridiagonal matrix

3 1 0 0 0
-1 3 1 0 0
A=
: X : . 3 1
0O -+ -« .. —-1 3

Find a value of o that guarantees convergence.
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4, Let f:R" — R be a nonlinear smooth function. To determine a (local) minimum of f one
can use a descent method of the form

Xk+1 = Xk + ogdg, (k> 0), (1)

where 0 < ¢ < 1 is a suitable parameter obtained by backtracking and dj is a descent
direction, i.e. it satisfies
f(xe+1) < f(xk). 2
(a) Write the steepest descent (or gradient) method and show that there exist 0 < o < 1
such that the resulting method satisfies (2).

(b) Write the Newton method and examine whether or not there exist o which yield (2).
Establish conditions on the Hessian H(f(x)) of f(x) which guarantee the existence of .

(c) If we replace the Hessian by the matrix H(f(x))+ [, where v > 0 and I is the identity
matrix, we obtain a quasi-Newton method. Find a condition on 7 which leads to (2).

5~ Consider the following nonlinear autonomous initial value problem in R with f € C?:

¥y =f(y),  v(0)=wo.

(a) Write the ODE in integral form and use the mid-point quadrature rule to derive the
mid-point method with uniform time-step h = T/N:

+
Yn+l = Yn + hf(%)-

(b) Define truncation error T;,. Assuming that 7,, = O(h3), show an estimate for the error
ly(tn)—yn|. What is the order of the method? (Hint: use that f is Lipschitz continuous).

(c) Prove that T, = O(h®) for this method. (Hint: expand first y(¢,+1) and y(t,) around
Tn = tn + & and next expand f(3(y(tn+1) + y(ta))). Also expand y'(t) around 7,).
s. ! Consider the following two-point boundary value problem in (0,1) with e < 1 <b:
—EUgg + buy =1, u(0) = u(l) = 0.

(a) Write the finite element method with piecewise linear elements over a uniform partition
of (0,1) with meshsize h. If U = (Ui){iol is the vector of nodal values of the finite element
solution, find the (stiffness) matrix A and right-hand side F such that AU =F. Is A
symmetric? Is A positive definite?

(b) Find a relation between the three parameters h,e,b for A to be an M-matrix, i.e. to have
Qi > 0,0,1'_7' <0ifs 7’/:], and ai > —Zi#aij.

(c) Consider the upwind modification of the ODE

—(e + gh)um +bug = 1.

Show that the resulting matrix A is an M-matrix without restrictions on A, ¢ and b.
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Answer questions #1, #4 and one other question from #2, #3.

1. To compute /2 we consider the following Eudoxos iterations: starting with zo = yo = 1 we
set Tpq1 = Tn + Yn followed by ¥, = Tpy1 + 2, Then y,/z, — V2.

(a) Explain the Eudoxos method in terms of the power method.

(b) How many iterations are required for an error |y,/z, — V2| < 10757

2. Let {p,(x)} be a sequence of monic polynomials orthogonal on [a,b] with respect to the
positive weight function w(x) (p, has degree n). Show that the p, satisfy a three term
recursion formula of the form

Pn (:E) = (l - aﬂ)7)n.—l($) - 511.2)77._2(-17)-
Give expressions for the cocfficients a, and b,.

3. (a) Find {po,pi,pa} such that p; is a polynomial of degree 7 and this set is orthogonal on
[0, 00) with respect to the weight function w(z) = e™*.

(b) Find the weights and nodes of the 2 point Gaussian formula
o0 » > v
/0 flo)e ™ da = wy f(x)) + waf(as).

Note: [;7 a"e™*dx =n!, 0! = 1.

4. We are interested to compute an approximate value w(z) ~ e* for all real x, with relative
error
w(r) — e s
o) =& 2 g5 102
eI
To this end we express z as zlog,e = m + 0, ie., ¥ = 2720 where m is an integer and
6] < 1/2 and we shall use the near min-max polynomial of a minimal degree, p(d) to
compute 27 with ‘sufficient’ accuracy.

What is the *sufficient’ accuracy required for computing 2¢ so that the requirement of relative
error < 0.5 x 1072 is met, what is the near min-max polynomial p(6) in this case, and what
is the final representation of the approximate value w(x) = 2™p(8)7?

Note. Given In2 = 0.6931.
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5 . (a) State Newton’s Method for the approximate solution of

fla) =0,
where f(z) is a real valued function of the real variable .
(b) State and prove a convergence result for the method.
(¢) What is the typical order of convergence? Are there situations in
which the order of convergence is higher? Explain your answers

to these questions.

fv . Consider the boundary value problem

{ —u(z)+ulz)= f(z),0< e <1

W' (0) = 2, u(1) = 0. (1)

(a) Derive a variational formulation for (1).

(b) What do we mean by the Finite Element Approximation u, to
u?

(c) State and prove an estimate for

1 1 l,"2
= || = (/ [u(a) — g (2)|? da: + / o () ~ ), ()] clzu) .
Jo Jo

(d) Prove the formula
[ = wnllf = fJuell ¥ = fluall-
1 . Cousider the initial value problem
y' =6 y) ylte) = w,
where [ satisfies the Lipschitz condition

[f(ty) = [t 2)[ < Ly — <]

for all £, y, z. A numerical method called the midpoint rule for solving
this problem is defined by

Yn+l = Yn—1 + 2}7//I(t'n>?/-n) )

where A is o time step and vy, ~ y(1,) tor £, = tog +nh. Here yy is
given and y; is presumed to be computed by some other method.



(a) Suppose the problem is posed on a finite interval o < t < b,

where h = (b — tg)/M. Show directly, i.e., without citing any
major results, that the midpoint rule is stable. That is, show
that if gp and ¢, satisfy

lyo —dol <€, |y — 1| <,
then there exists a constant C' independent of h such that
|yn - Z)n| < Ce

for0<n<M.

Suppose instead that we are interested in the long time behavior
of the midpoint rule applied to the particular example f(t,y) =
Ay. That is, let h be fixed and let n — oo, so that the rule
is applied over a long time interval. Show that in this case the
midpoint rule does not produce an accurate approximation to the
solution of the initial value problem.
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1. Let a = 29 < 71 < --- < T, = b be an arbitrary fixed partition of the interval [a, b].
A function ¢(z) is a quadratic spline function if
(i.) ge Ca,b].

o

(ii.)

On each subinterval [z;, z,11], ¢ is a quadratic polynomial

The problem is to construct a quadratic spline ¢(z) interpolating data points
(z0,%0), (Z1,Y1),- - -+ (Tn,yn). The construction is similar to the construction of the
cubic spline but much easier.

(a) Show that if we know z; := ¢’(z;),7 = 0,...,n we can construct g.

(b) Find equations which enable us to determine the z;. You should find that one of

(a)
(b)
()

the z; can be prescribed arbitrarily, for instance, zo = 0.

Give the definition of the QR algorithm for finding the eigenvalues of a matrix
A. Define both the unshifted version and the version with shifts xo, x1, x2.- - -
Show that in each case the matrices Ay, Ay, - generated by the QR algorithm
are unitarily equivalent to 4 (i.e. A, = U,L-AUI-H, U; unitary).

Let
3 1
A= (1 2>

Use plane rotations (Givens rotations) to carry out one step of the QR algorithm
on A, first without shifting and then using the shift xo = 1. Which seems to do
better 7 The eigenvalues of A are Ay = 1.382, XA, = 3.618. (Recall that a plane
rotation is a matrix of the form

with ¢ + 5% = 1)

3. Let A bean N x N svmmetric, positive definite matrix. Then we know that solving

1

Ax = b is equivalent to minimizing the functional F(x) := 5(x, Ax) — (b.x), where
(-, ) denotes the standard inner product in R, To solve the p~1‘oblem by minimization
of I" we consider the general iterative method x,.3 = x, + v, d,,.

(a) When x, and d,, are given, show that the value of a,, which minhmizes F(x,, +ad,)

as a Junction of a is given in terms of the residual r,;

(r,.d,)
<dl/: Adl/> ‘

o, r,:=b - Ax,,.



et P e an A-orthogonal basis o i Adg) = 0, 7 <. onsider
b) Let {d;};%, be an A-ortl I basis of R™, (dj, Ady) = 0, j # k. Consid
the expansion of the solution x in this basis:

N

X = Z?:]dJ

J=1

Use that A-orthogonality of the dj to compute the Z; in terms of the solution x
and the dj’s.
(c) Let x, denote the partial sum

v—1
Xy = E i‘jdj, V:2,3,...,
=1

so that x,4+1 = x, + Z,d,, where the Z,’s are the coefficients found in (b). Use
that fact that z, € span{di,dz,...,d,_1} and the A-orthogonality of the dj’s
to conclude that the coefficient z, is given by the optimal a,, i.e.,

(r,,d,)

T, = ——— = Q.

(d,, Ad,)
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f/_. (a) Consider the boundary value problem

(1)

—u"(z) + b(z)u(z) = f(2),0 <z <1
w(0) = w, u(l) = u,,

where b(z), f(z) € C[0,1], and b(z) > 0. Formulate a difference
method for the approximate solution of (1) on a uniform mesh
of size h. Explain how u"(z) is approximated by a difference
quotient.

(b) Suppose b{z) = 0 and w, = u, = 0 in (1). Formulate a finite
element method for the approximate solution of (1) in this spe-
cial case, again on a uniform mesh. Using the standard “hat
functions” basis for the finite element space, write out the finite
element equations explicitly. Show that if an appropriate quadra-
ture formula is used on the right-hand side of the finite element
equations, they (the finite element equations) are the same as the
finite difference equations.

(¢) Show that the matrix in (b) is nonsingular.

5. Consider the following dissipative initial value problem,

v+ fy)=0,0<z<1
{ 4(0) = 10, (2)

where f: R — R is smooth and satisfies 0 < f'(y).

(a) Write the Backward Euler Method for (1). This gives rise to an
algebraic equation. Explain how you would solve this equation.

(b) Derive an error estimate of the form

M
[y(zn) —yn| < Shn=12 .,

where M = maxp<;<1 |y”(z)]. Do this directly, not as an applica-
tion of a standard theorem. (Note that there is no exponential on
the right hand side.)



€. This problem is concerned with Broyden’'s method for solving a non-
linear system of equations F(z) = 0:

Tntl = Tn + 67:., 571 = —B;lF(l'n),

where z¢ and By are given and the matrices {B,} are defined by the
recurrence

F(In)érj;—l

B, = B,_ :
L 0r_10n-1

(a) Show that if B is a nonsingular matrix, u and v are arbitrary

vectors, and 1 4+ vT B~1u # 0, then

B~ uyT
B Nt |]-——"—| B
(B +uv) <1 1-+—vTB‘1u> B

This is known as the Sherman-Morrison formula.

Use the result of part (a) to derive a representation for B! of the
form

Byt = (I — waerd] )~ (1 = wiod (I — won]) By ™.

Explain how this representation can be used to derive an im-
plementation of Broyden’s method. You may assume here that
By = I. Outline the computational costs and storage require-
ments of this implementation. Why would you want to use this
implementation instead of some other one?
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INSTRUCTIONS: Results used, but not proved, must be stated clearly, indicating the as-
sumptions under which they are valid.

1. Let a= zg<z; <---<z,=bbe amesh on [a,b]. Let ¢;(z) be defined on [a, b] as follows:
1. ¢; is piecewise linear on [a, b].
2. li(z;) =1
3. i(z;) =0 (5 #1).

(a) Let f(x) be continuous on [a,b]. Determine the values of coefficients ¢; such that the
function

l(z) = Z cily(z)
satisfies ¢(z;) = f(z). i

(b) Let h = max;{z;+1 — x;}. Let f be twice continuously differentiable on [a,b]. By
deriving an upper bound on |f(z) — ¢(z)|, where ¢ is the function defined in part a,
show that limy,_o | f(z) — €(z)| = 0 and estimate the rate of convergence. You may use
any results from polynomial interpolation theory.

2. The following improper integral I(f) is to be approximated using the following 2-point
quadrature Q(f):

I(f) = / " fa)erde ~ wif(a1) +waf () = QLF).

(a) Determine the nodes z; and z, that maximize the polynomial degree of Q(f).
(b) Having z; and z», compute the weights w; and ws.

(c) Give an integral representation formula for the error E(f) = I(f) — Q(f) (Hint: use
Hermite polynomial interpolation).

3. Let A, B € R™™" be symmetric and positive definite matrices, and let b € R*. Consider
the quadratic function @Q(x) = 3xT Ax—xTb for x € R™ and a descent method to approximate
the solution of Ax = b:
Xp41 = Xk + apdg.
(a) Define the concept of descent direction dy and show how to compute the optimal
stepsize ay.

(b) Formulate the steepest descent (or gradient) method and write a pseudocode which
implements it.

(c) Let B~! be a preconditioner of A. Show how to modify the steepest descent method
to work for B~'Ax = B~'b, and write a pseudocode. Note that B~'A may not be
symmetric (Hint: proceed as with the conjugate gradient method).
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4 . The solution (7.7) of the system of equations f(x) = 0, where

£(x) = siny +cos2y —rx— 1+ U
7 | sin3z —siny + 2y — 27 ’ Ty

is to be computed by the iterative method

Xie1 = x; — ATH(x,), (1)

where

(a)

(b)

-2 0
A= [ 20 ] |
Show that there is a ¢ > 0 such that (1) converges provided |zo —

7| < 0. |yo — 7| < 4. You may use a standard theorem to prove
this.

Prove the convergence is quadratic. For this part give direct proof
of quadratic convergence (do not just quote a general theorem).

Hint: Note that the Jacobian f'(x) is Lipschitz continuous.

Define the backward Euler method and trapezoidal rule for com-
puting the numerical solution to an initial value problem ¢y’ =

f(t,y), y(to) given.

Consider the model problem 3’ = Ay, y(0) = 1, for ¢ € [0, T], with
A < 0. For both the methods from part (a), derive expressions
for the numerical solutions obtained for this model problem, and
show that both numerical methods are convergent when applied
to it.

Another desirable property for the numerical solution is for it to
display behavior qualitatively similar to that of the exact solution
for very large T, using as small a number of time steps as possible
(so that |hA| may be large). Which of the two methods under
consideration here does a better job with respect to this criterion,
for the problem of part (b)?



o Consider the boundary value problem
—u"+u=f(z), 0<xz <1, u(0)=u(l)=0. (1)
(a) Give a variational formulation of (1), i.e., express (1) as
ue€ H, Bl(u.v)= F(v),forallveH. (2)

Define the space H, the bilinear form B, and the linear functional
F. and state the relation between (1) and (2).

(b) What is meant by the finite element approximation, u,, to the
solution, u (h 1s the mesh parameter)? Is it guaranteed that wuy
exists and 15 unique? What can be said about ||u — uall, = the
error in the Sobolev space, H!(0,1)?

(c) Letting e = u — up. show that
Ble.e) = B(u.u) — Blun,uy),

and hence that
B(un, up) < Blu,u).

[\
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INSTRUCTIONS: Results used, but not proved, must be stated clearly, indicating the as-
sumptions under which they are valid.

1. This problem is about approximating mixed second derivatives by finite differences,
which turns out to be useful in approximating Hessians. Let u be a continuous function in
a neighborhood of the origin (0,0) € R For h > 0 small, consider the four points in R?

x; = (h,h), xo=(=h,h), x3=(-=h,—-h), x4=(h,—h).

(a) Use x; and x, and polynomial interpolation to derive a finite difference approximation
0%u(0, h) of 8,u(0, h), along with an error estimate. Indicate clearly the regularity of u
required for this estimate to hold.

(b) Derive a similar approximation 8%u(0, —hk) for 8,u(0, —h) using x3 and x4.

(c) Combine (0, h) with 82u(0, —h) appropriately to obtain a finite difference approxima-
tion 82,u(0,0) of dz,u(0,0). Prove an error estimate and indicate clearly the regularity
of u required.

2(a). State the Weierstrass approximation theorem for functions defined on [0, 1].
2(b). Let

n 1
() =1l = [ j@de=10)
1=0 0

be a sequence of integration formulas with the following properties:

(n)

1. The weights w; "’ are nonnegative.

2. 2 e0,1).
3. Qa(p) = I(p) for all polynomials p of degree not greater than n.

Prove that for any function f that is continuous in [0,1] we have

lim Qn(f) = 1(f).

n—aoo

[Hint: First show that wf") <1]

3. A rotation in the (%, j)-plane (i < j)is an identity matrix whose (4,1)-, (¢, 7)-, (J,%)-, and
(4, 7)-elements have been replaced by ¢, s, —s, ¢, where ¢? + 5% = 1.



a. Show that for any z.y € R there is a 2x2 plane rotation Ry such that

w(3)-(77)

Y 0

Give pseudocode for a program rotgen(x, y, ¢, s, nu) that generates the appro-
priate ¢ and s from z and y and also returns v = \/x? + y2.

b. Let 4 be an (n + 1)xn upper Hessenberg matrix (i.e., A is zero below its first subdi-
agonal). Give pseudocode for an algorithm that reduces A to upper triangular form
by premultiplication by n plane rotations.

c. Give the number of additions and multiplications required for the algorithm in part b.
Give only the highest order term in n.
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Suppose F : R* — R™ has azero, z*: F(2*) = 0. Suppose the Jacobian
F'(z*) is nonsingular and F’(x) is Lipschitz continuous. Consider the
variant of Newton's method for computing z*, namely

Try1 = Tk — B(Ik)F(Ik),

where B(x;) is a matrix that represents an approximation to the inverse
of the Jacobian, F'(z;)~'. Assume B(z) satisfies

II = B(z)F'(z")

< q,

where « is a positive constant less than one. Prove that the errors
ex = " — xy satisfy

lewsill < allexl| + cllexl®,

where ¢ is a constant.

Consider the initial value problem
v = f(t,y), ylte) = o,

where we assume f(t,y), fi(t,y) = a—%'t'—yl, and fy(t,y) = 3_(/'6;,_112 are
continuous on the strip S = [to, b] X R, and | f,(¢,y)| < K on S. Suppose
we approximate the solution y(¢) by the Euler Method: y(t;) = v,
where y; is the Euler approximation at ¢; = ty +th,i = 0,1,...,n,
where h = b‘—n‘Q

(a) Establish the relation

Vltess) = vins = L+ hfy (e mly(e) — il + L ()

where ; is between t; and t;.; and 7; is between y(¢;) an d ;.
Note that (1) can be written

Global Error at t;1, = [1+ hf,(t;,n:)] x Global Error at ¢;
+ (Local Truncation Error at ¢;);

1+ hfy(t;, m) is called the amplification factor.

1



(b)

Use the relation in (1) to prove that

_e0
M
ly(t:) — vil S'T, fore=1,... n,

where A/ is an upper bound for |y”(t)|, for ¢ <t < b, provided
2

fu(t,y) 0, for (t,y) €S, and 0 < h < e

Recall that K is a bound on |[f, (¢, y)]|.

[o. Let u(x) denote a function on the interval (a, b) such that u(a) = 0 and
u/(z)? is integrable.

(a)

(b)

Prove that
b b — a]Q b
2 < [ !/ 2 )
/a u(z)dr < 5 /a u'(z)dx

Derive a matrix analogue of this relation when it is applied to a
function

up(z) = i u; i ()

determined from a finite element discretization with piecewise lin-
ear basis functions (the usual hat functions) defined on a uniform
mesh. That is, derive matrices 4 and M such that the result from
part (a) leads to

(b —a)?

(Mu,u) < (Au,u)

where u is the vector of coefficients defining u,. Show the precise
structure of A and M.
Use Gerschgorin’s Theorem to show that
Au,u
{Au,u) < ch7?
(Mu,u)
where ¢ is independent of the discretization mesh size h.

Note: For parts (b) and (c), you may assume for simplicity that
a Dirichlet condition u(b) = 0 holds at the right endpoint.
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a. Let X be an nxp matrix of rank p. Given an n-vector y show that the
2-norm of the residual 7 = y — Xb is minimized when r is orthogonal
to the columns of X. Deduce that the solution b satisfies the normal
equations (XTX)b = XTy. You may assume there is an orthogonal
matrix whose first p columns form a basis for the column space of X.

b. Let z be an approximate eigenvector of 4. Determine u such that the
residual r = Az — px is minimized. |

2. Suppose there is a quadrature formula

b n
/ f(2) de & waf(a) + wsf (6) + S w; £ (z)

j=1

which produces the exact integral whenever f is a polynomial of degree
2n + 1. Here the nodes {z;}7_, are all distinct. Prove that the nodes lie in
the open interval (a,b), and the weights wa, wp and {w;}7_, are positive.

3. Let A be a symmetric matrix of order n.

a. Let v; be an arbitrary vector in R™ with ||v1]]s = 1, and let v_; = 0 € R".
Consider the three-term recurrence

Vi+1viel = Avj = §v; = yv5-1, 1 <G <k,

where ;41 is chosen so that [lvj41]|2 = 1 You may assume that k < n and
the process does not “break down,” i.e., v; # 0 for j < k. Show that J; can
be chosen so that the generated vectors {v;} satisfy (vj,v;) = 1 for j =1
and 0 for j # <.



b. Now consider the linear system of equations Az = b, and let v; = b/||b||2
in the algorithm above. Show that an approximate solution

k
T = Z a;V; (1)
j=1
whose residual ry = b — Az is orthogonal to span{vy,vs,... , vk} can be
constructed by solving a system of equations
Tra = [|b]l2e1

for the vector of coefficients a in (1), where T} is a tridiagonal matrix of
order k and e, is the unit vector (1,0,...,0)7.
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INSTRUCTIONS: Results used, but not proved, must be stated clearly, indicating the assumptions under
which they are valid.

4. The Newton method is used to approximate the zero of the function f(z) = tan(z/5), with starting value
zo = 5. The results are reported in the following table

Tk
5.0000000¢ + 0
2.7267564e + 0
5.0937737e -1
3.5171112e - 3
0.1160185¢ — 9.

(a) Write the Newton method for this function and explain why the iterates are monotonically decreasing

towards the zero z. = 0.
(b) Define the concept of quadratic rate of convergence, and check whether the above method converges

quadratically or not.
(c} Use Taylor expansions to find the actual rate of convergence (do not just quote a theorem). Explain the
Newton method in geometric terms, and use this construction to explain the rate of convergence.

S. Let u:[0,1]> > R be the solution of the heat equation:

U —Uzz = f(tv I)v LT € (0, 1)
u(t,0) = u(t, 1) =0, te(0,1)
u(0,z) = uo(zx), z €[0,1].

(a) Write this equation in operator form as u;, + Au = f, where Au = —u_.. Write the (backward) implicit
Euler method for the ODE u; + Au = f with constant stepsize .

(b) Discretize the term Au of (a) via centered differences on a uniform partition of [0, 1] with meshsize h.
(c) Let U™ = (UP)L., be the nodal values of the discrete solution at time step n for 1 < n < N. Show that
U™ solves a system MU"™ = b"~! with matrix M satisfying

mii>Z|mij|» mi; S0 i #7.
i
(d) Show that ug, f > 0 imply Ul > 0 for all n,1.

6. Let y(t) be the solution of the scalar initial value problem y' = f(¢,y) with y(0) = yo. Let {y.}3, be
the solution of the following Runge-Kutta method

kl =f(tn)yn))
ko = f(tn + hyyn + hkl),

h
Yn+l = Yn + 5(191 + k2).

(a) Define truncation error T, on the interval [tn, tni1]-
(b) Show that T, = O(k®) provided f € C2. What would be the order of T}, if f € C* with k < 27
(c) Derive a global error estimate and establish the global rate of convergence. Sketch a proof.




Numv_o \cq\ A"\Q-\‘{‘i LS

AMSC 666
Comprehensive Exam
January 2002

1. Let A be a nonsingular matrix, and let A = Q@ — R be a splitting such
that the eigenvalue of Q™! R with maximum modulus, denoted p(Q~'R), is

less than 1.

a. What is the stationary iterative method based on this splitting for solving
Az = b7

b. Let z{™ denote the mth iterate. Suppose that Q~'R = SDS~! where
D is diagonal. Prove that

log(x(S)/¢)
- log(p(Q~'R))

iterations suffice to reduce the relative error ||z — z{™||y/||z — (9|, to e

Here x(5) = [IS}2{S7! 2.

2. Consider the polynomial recurrence
pe+1(z) = (& — acs1)pe(@) — Beppea(z), £=01,2,...
where pg = 1, p_1 =0, and oy and [; are scalars.

a. Show that the roots of pi(z) are the eigenvalues of the tridiagonal matrix

ay B
Br az B3
Jk = T
Br—1 ax—1 Bk
Be o
b. Derive conditions on ay and G such that the polynomials satisfy
1
/ pila)py(2)dz =0, i %)
-1
Of what use are the roots in this case?

3. Determine a and 6 such that az + 6 is the best co-norm approximation
to z2 on [0,1].
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INSTRUCTIONS: Results used, but not proved, must be stated clearly, indicating the assumptions under
which they are valid.

4, Suppose f : R® — R" is of class C?, suppose f(z") = 0, and suppose the Jacobian Df(z") is positive
definite. For A a real parameter. consider the iteration:

Xepr = X — Af(xz). (1)

(a) Write sufficient conditions for this iteration to converge locally; specifically, determine the range of A for
which (1) converges.

(b) Is it possible to choose ) in such a way that convergence is superlinear?

{c) Suppose A is replaced by a matrix Ay € R**". How would you choose Ay to achieve quadratic conver-
gence.

5, Let f: R — R be smooth, and u : [0,1] — R be the solution of the periodic 2-point boundary value
problem
-u"'=flz) 0<z<], u(0) = u(l), u'(0) =u'(1). (2)

(a) Show that for this problem to have a solution, f must satisfy the compatibility condition

/01 Fz)dz = 0.

Show that in this case, the kernel of this problem, i.e., the space of solutions corresponding to f(z) =0, is
the space of constant functions.

(b) Discretize (2) using finite differences on a uniform partition 2o =0 <z < -+ < zy-; < zy = 1 with
meshsize h. Write the resulting system in terms of the unknown nodal values U = {U,} _,. Note that this
requires eliminating the unknown Uj.

(c) Show that the system can be written so that the resulting matrix A is symmetric; display A, showing
the pattern of zero and nonzero entries. Show that A is singular, and find its kernel (nullspace).

(d) Find a discrete compatibility counterpart of (a) for the discrete problem AU = F to have a solution.

G. Consider the following tmplicit method for the initial value problem y’' = f(t,y) with y(0) = yo:
h .
yn=yn—-1+3(f(tn—lyyn—l)+f(tn;yn)>: lSnSN:

where h > 0 is the constant stepsize. Assume that the ODE is dissipative, i.e., %5 <0.

(a) Show that the nonlinear algebraic problem involving y. always admits one and only one solution. Note
that A is not assumed to be small here.

(b) Define the local truncation error T, on the interval [t._1,¢,], and find its order, provided f € C*

{c) Show that the error e, = y(¢t,) — yn between the exact solution y(¢,) and the corresponding approximate
solution y, obeys the following relation:

lea| < lenat| + |Tal, foralll < n < V.
(d) Deduce the error estimate

N
lew| <> ITal
n=1

(with stability constant = 1), and derive the global rate of convergence, provided f € C*.
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I. Let Cla.b] denote the set of all real-valued functions defined and continuous on a closed
interval [a.b]. Let p € C'[u.b] be positive evervwhere in [a. b].

la. (10%) Let f € Cla.b]. For each integer n > 0. let p, € P, be the best uniform
approximation of fin P, on [a.b]:

; ) = pal)| < max |f() = gl
nng"lgblf 1>(z/'|_qnsl_§g\b|f(z) )l V. € P,

where P, 1s the set of all real polvnomials of degree < n. Show that

b
lim / p()fle) = pa(2)]*dr = 0.

= f

Lb. (60%) Let {Q,}%, be a system of polynomials. with deg @, = n for each n. orthogonal
with respect to the inner product

b
(g.-h) = / pl)g(e)h(x) de Yg.h e Cla.bl.

[or a fixed integer n > 2. let .-+ .2, be the n distinct roots of @, in (a.b). Let
(v =) (o= ) —2pey) o (0 = rp)

. k=1 .n.
(e — o) (g = o (e — Trgpr ) (0 — 20)

() =
Show that

b
/ ple)(x)l(r)de =0, I <) <bh<n,

b b
/[)(.1’)[!/\-(.1')]2(1‘7;:/ plr)de.

and that

4

k=1



2. The trapezoidal numerical integration rule on a closed interval [w. b] is given by

[

/ fla)yde = | (b—a)[fla)+ f(b)].

Let f:]a.b] — R be twice continuously differentiable.

2a. (50%) Prove that there exists £ € (a.b) such that

|

(b—a)’f"(£).

NS

2 L

L

b
/ fleyde = £(l) —a)[fla)+ f(b)] =

2b. (50%) Let N> | be an integer. h = (b—«)/N. and v = a + kh. A =0.--- V. Prove
the following crror formula for the composite trapezoidal numerical integration rule

b ho . o (b—a)f"(n) .,
[ flae)de = {5 [fla)+ f(b)] + A AZ:I .I‘(-M)} - T/’--

where n € («.b) depends on f.

3. Suppose that A€ R"*" € R and b€ R with m > n. Consider the problem
min || Ae = b)|7 + M|
X
where A is a real scalar.
3a. (30%) Develop an algorithm to solve the problem if A > 0.

3b. (20%) What is the highest order term in the operations count for vour algorithm? (You
do not need to compute the constant in front of the powers of m and n.)

3c. (30%) In what way is the problem changed if A < 07

<
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Clearly specify all the theorems you use.

1. Let A be the n x n tridiagonal matrix with values 4 on the diagonal, and values —~1 above and below
the diagonal. Let € R™ and consider the nonlinear system

3
T

Av+ | 1 | =b (1)

3

Tn

with b € R". e consider the iteration method z*71 = T(2(®) where the iteration function
y = T{x) i1s defined implicitly by

dy+ | 1 | =@ -A)x+b (2)
Yn
(a) Show that the system (2) always has a unique solution y € R" for any given z,b € £".
(b) Show that T satisfies [|T(z) — T(y)llec < %Hr = Ylloo for z,y € R*. (Hint: Express T(z) in
terms of the inverse function of ¥(¢) = 4t + t3.)

(c) Use (b) to show that the system (1) has a unique solution r, € E*. Let z(®) ¢ E” and

z*+t0) = 7(z(k)). Prove an estimate which shows how ||z(*) — 1. decreases for & — ~o.

2. Consider the initial value problem y' = f(z,y), y(0) = a and the multistep method with constant
stepsize h

3Ynit —4Yn +Yn-1 = (-')hf(l‘n-i—lyyn-f—l)
where r, = nh.
(a) Assume that y,_1 = y(zn_1), yn = y(z,) and show that |y,o1 — y(znyy)| < ChR3 for some

constant C > 0 independent of h, provided that f(z,y) is sufficiently smooth. Assuming the
method is stable, what is its order of convergence?
(b) Let f(z,y) = 4y. Determine whether we have sup,g |yn| < co for all initial values (i) in the

case h = 1, (ii) in the case h = %

3. Consider the boundary value problem
—u"(z) + u(z) = f(z), z €(0,1) (3)
with periodic boundary conditions
u(0) = u(1), w'(0)=u'(1) (4)

Consider the function space V = {v € HY0,1): v(0) = v(1l) } and the variational formulation
1 1
Find u € V such that for all v € V: / (u'(x)'u'(z) + u(a:)v(;r)) dr = / f(z)ye(x)dz  (5)
0 0

(a) Let u € C?[0,1] be a solution of (5). Show that u is a solution of (3), (4).

(b) Let h = 1/N with N € N. We partition [0, 1] into N subintervals of length h. Let V}, be the
subspace of the space V consisting of piecewise linear functions on this partition. What is the
dimension of V7 Give a basis of V), consisting of functions of smallest support (nodal basis
functions).

(c) Give the finite element formulation corresponding to (5). Let U be the coefficient vector of u
with respect to the basis. Determine the stiffness matrix A and the right hand side vector F
so that the finite element solution satisfies AU = F. Give explicit values (in terms of N) for
all entries of the stiffness matrix A.



January MAPL 667 Exam

Clearly specify all the theorems you use.

‘-‘. Let A be the n x n tridiagonal matrix with values 4 on the diagonal, and values —1 above and below
the diagonal. Let z € R™ and consider the nonlinear system

3
)

Az + | ¢ | =b (1)
3

Tn

with b € R". We consider the iteration method z(**1) = T(z(%)) where the iteration function
y = T(x) is defined implicitly by

dy+ | | =4l - Az +b (2)
va
(a) Show that the system (2) always has a unique solution y € R” for any given z,b € R".
(b) Show that T satisfies |T(z) = T(y)lle < 3l — ylloo for z,y € R*. (Hint: Express T(z) in
terms of the inverse function of y(t) = 4t + t3.)

(c) Use (b) to show that the system (1) has a unique solution z. € R*. Let z(® € R and
g+ = T(z(*)). Prove an estimate which shows how ||z(¥) — z,||s decreases for k& — oo.

5. Consider the initial value problem 3’ = f(z,y), y(0) = @ and the multistep method with constant
stepsize A

3Yn+1 — 4Yn t Yn-1 = 2R f(Tns1, Yn+1)
where T, = nh.
(a) Assume that yn_; = y(Ta-1), yn = y(z,) and show that |yp1 — y(zes)| < CR® for some

constant C > 0 independent of k, provided that f(z,y) is sufficiently smooth. Assuming the
method is stable, what is its order of convergence?

(b) Let f(z,y) = 4y. Determine whether we have sup,sq |yn| < oo for all initial values {i) in the
case h = 1, (ii) in the case h = 5. -
(ﬂ. Consider the boundary value problem
-u'(z) + u(z) = f(z), r€(0,1) (3)
with periodic boundary conditions
u(0) =wu(1), '(0)=14'(1) (4)

Consider the function space V = {v € H!(0,1): v(0) = v(1) } and the variational formulation
1 1
Find u € V such that for all v € V: / (u'(z)v'(x) + u(:v)v(x))dx = / flz)v(z)dz  (5)
0 0

(a) Let u € C?[0,1] be a solution of (5). Show that u is a solution of (3), (4).

(b) Let h = 1/N with N € N We partition [0, 1] into N subintervals of length h. Let Vj, be the
subspace of the space V consisting of piecewise linear functions on this partition. What is the
dimension of V3?7 Give a basis of Vj consisting of functions of smallest support (nodal basis
functions).

(c) Give the finite element formulation corresponding to (5). Let U be the coefficient vector of u
with respect to the basis. Determine the stiffness matrix A and the right hand side vector F
so that the finite element solution satisfies AU = F. Give explicit values (in terms of N) for
all entries of the stiffness matrix A.



NMAPL 666
Comprehensive Exam
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1. Let 4 € R™*™ be a matrix of rank n. Let C = (A7 4)7! be the variance-
covariance matriz. Suppose that we have a QR factorization (2 € R™*™ with
orthonormal columns. R € R™™ " upper triangular) of 4 available.

la. (30%) Show that C = R='(RT)~1.

1b. (40%) Give an efficient algorithm for computing the main diagonal of C. given
R.

lc. (30%) What is the relation of C' to the normal equations for the least squares
problem
min || 4z — || ?
I

2a. (50%) Let X' = [.X]..\] be a nonsingular n x n complex matrix. Let 4 be an
n x n complex matrix. and suppose 4.X; = X 1/. Show that

NTUAN = { MB ]

0 C
for some matrices B and C.

2b. (50%) Prove that each eigenvalue of A and each eigenvalue of C' is an eigen-
value of 4. Choose an eigenvector of A/ and express an eigenvector of 4 in terms
of it. Repeat for an eigenvector of C'.

3a. (20%) Write down the compound trapezoidal rule for approximating the
integral

b
1) = [ f(z)dz
Use n + 1 function evaluations.

3b. (30%) Write down the error formula for your formula from part a.



3c. (50%) Sketch the details of a computer program that uses the compound
trapezoidal rule to produce an approximation Q(f) for I(f) such that [I(f) —
Q(f)] < € for some parameter € provided by the user. Make sure that vou make
efficient use of function values.
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Problem 1
Let G: R* — R™ be continuously differentiable and have a fixed point z,. For some
starting point v consider the iteration

Tpar = Glaw). E=0.1,2...

(a) Define the concepts of global and local convergence for the iteration.

(b) Show that if in the matrix 1-norm, || - ||1, we have ||G'(2.)||; < 1, then the iteration
converges locally.

(¢) The mapping

(U2 QU o
Glr.y) = (a(.h +32 4y 1))

1+a(z? =y +1)

has the fixed point

()

for any value of the parameter . For which values of o does the local convergence
result apply?
Problem 2

Consider the boundary value problem

{ —u"(2) + u(z) = f(2) (1)
u(0) =0, v'(1) = 2,

where f € L5(0,1).

(a) Derive the variational formulation of (1), defining precisely the bilinear form, the
linear functional, and the function spaces.

Z;—1), define the finite element approximation up to u using continuous, piecewise linear
approximating functions.

(c) State the standard estimate, in terms of a power of h, for the finite element error,
e = u — uy, in the H'-norm. Include a statement of any regularity assumptions the
solution u should satisfy.



(d) Letting B be the bilinear form in the variational formulation of (1), show that
Ble.e)= Blu,u) — Blup, up).

Hint: Recall the basic orthogonality property of wy.

Problem 3
Consider the initial value problem

y' = flz.y)
{mm=A‘ ()

where f(ax.,y) is defined on [a.b] x R. For approximating of the solution y(z) of (1).
consider the Taylor Series Method,

ro=ay =4
Tigy =2, + h (2)

Yig1 = Y, + hq)(;l‘-i»yl"hf f) L= 01 la' T

where
— RO .
Clr.y-h Sy = [l y) + 5/, y), (3)

where
fOy) = Leley) + fylz ) f(ep). (4)

® is an approximate slope. Ve also consider the exact slope, defined by

yle +h) — y(x _
eyl h, )= LD wz), (5)

(a) Show that the method is of order 2 (for the solution y(z)), z.e., that there is a
positive constant C such that

19(2, y(), b f) = Alz,y(2), h, )| < Ch?, forall a < & < b—h. (6)

C will depend on y(2); you will need to assume f(z,y) has bounded partial derivatives
of orders < 2. Hint: Show that y"(z) = fM(x, y(z)).

(b) In what follows you may assume that ®(z,y, h, f) is Lipschitz continuous in y, i.e.,
that



Here is an outline of the proof that
’61\'(5—1) -1,
MUJ—QJSC——jr——W- (8)

Complete the proof: specificallv. answer questions (i). (ii). and (iii).
(1) Show that

glrip) = yle) + A (wyle). b f). (9)
(1) Letting e; = y(2;) — y;- use (2).(9). (6). and (7) to show that
leivr]| < e[l + h K]+ Ch®. (10)

{iii) Show that (8) follows from (10) and the
Lemma. Suppose dy.d;.--- is a nonnegative sequence satisfving

digy < (L+8)d,+ M. i=0.1.---.

for some 6. W > 0. Then

e~ 1

d; < M a=0.1.--.

(You do not need to prove the Lemma.)
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1. Let (50%) f be a function with 3 continuous derivatives. Let g be the quadratic
polynomial that interpolates f at zg < =, < T2. Let h = max(z, — 29,22 — z) and

max |f"(z)] = K.

zo<z<T2

(a) Show that
max |f"(z) - ¢"(z)| < Ch",

zo<z<Lz?

where C > 0 depends only on K and determine ;. (Hint: the key to this is to
prove that f”(z) —¢’(z) vanishes at some point in [z, z2] . The result can then
be obtained by integration. )

(b) (50%) Now suppose h = 25 — 2| = T — T and f has 4 continuous derivatives.
In this case show
f(z1) = ¢"(z1)| < C'hP

where § > «. What is C' In terms of the derivatives of f 7

(a) (40%) Find {po,p1, p2} such that p; is a polynomial of degree ¢ and this set is
orthogonal on [0,c0) with respect to the weight function w(z) = e™*. (Note:
fooo e Tdr=n! 0l =1.)

(b) (60%) Derive the 2 point Gaussian formula

/ f(z)e " dzr = wy flz)) + wa f(z2)
0
i.e. find the weights and nodes.

3. Let A be an n x n nonsingular matrix, and consider the linear system Az = b.

(a) (30%) Write down the Jacobi iteration for solving Az = b, in the way that it
would be programmed on a computer.

(b) (30%) Suppose A has m nonzero elements with m << n®. How many operations
per iteration does the Jacobl iteration take?

(c) (40%) Assume that A is strictly diagonally dominant: forz=1...,n,

n

|a¢il > Z |ai]-|.

F=1

Show that the Jacobi iteration converges for any initial guess z(®). (Hint: You
may use Gerschgorin’s theorem without proving it.)
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(a) (30%) Verify that the calculation of 1/a, where a is a non-zero scalar, by Newton’s
method corresponds to the iterative method

Thk+1 — Ik(Q bl CZI;C), k 2 0. (].)

(b) (30%) By considering the successive residuals rx = 1 — azy show that (1) is
convergent if and only if 0 < azg < 2.

(c) (40%) In analogy to (1) construct an iterative method for finding the inverse of a
nonsingular matrix A and give necessary and sufficient conditions for convergence
in terms of the initial guess Xj.

2. The modified Euler method for the initial value problem
y' = f(z,y), y(zo) = o

is given by

1
Ynel = Yn +Af(Tn + h,yn + Shf(xmyn))-

[SoR

Give a direct proof that this method is convergent. Do not quote any theorems. What
is the order of the method 7
Hint: For this you will need to compute (or estimate) the local truncation error.

3.8t I = (0,1). Let {0 = z9 < 2, < --- < z, = 1} be a partition of I. Set
hpn =Zn — Tn_1. Let V4 be the finite element space

Vh:{UECO(I):U|( € Py, U(O)zO},

Tn-1,Zn)
where P, is the space of first degree polynomials. Let {¢,}1_, be the canonical basis
of V. Consider the functional J: V3 — R defined by

1

v J(v) :/0 (5(1)')2 ~ fv) dz,

where f € L*(I).
(a) (20%)Ifv = 3N 0,6, € Vi and 9 = {v,}1_,, then instead of J we can consider

F:R™ =5 R where
v — F(9) = J(v).



Compute the gradient of F.
(b) (20%) Let up = Z:lzl Und, be a minimizer of J:

up € Vi o J(un) ———51€11"2 J(v).

Determine an equation satisfied by up or equivalently u, and relate to the piece-
wise linear finite element approximation of a two-point boundary value problem.
Find the corresponding boundary conditions.

(¢) (30%) Show that up, or equivalently @, exists and is unique.
(d) (30%) If u is the solution of the two-point boundary value problem, derive the

error estimate

N 1

(= un) (|20 < C(Z hall f] %Q(In—hrn)> 2

n=1
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CMSC/MAPL 666
Comprehensive Exam, August 1999

1. The idea of this problem is to give a direct proof of the uniqueness of the natural cubic
spline interpolating data points (zo, yo), (Z1,%1), - - - (Tn, Yn) Withzo <z, < - <z,
The only analytic tool you will need is Rolle’s theorem.

So suppose Syi(z), Sa2(z) are natural cubic spline functions satisfying

Si(z) = Sa(z:) =y, i=0,1,...,n, S, (z0) =S, (za) =0, j=1,2

et S(z) = Si(z) — Sa2(z).

a) Show that S(z) is a natural cubic spline function.

b) Show that S”(z) has at least n — 1 zeros on (zg,z,) and therefore at least n + 1
zeros on [Zg, Tnl-

(¢) Show that thereis an 7,0 </ <n — 1 such that §

(d) Show S(z) = 0 on [zg,z,] and therefore S)(z) = S2(z) on [z, Tyl

2. Let

L
(
(

O
il
o
o
5

‘8
8
_}

=

be a sequence of integration rules.
(a) suppose

b
lim I(z*) 2/ dz, k=01, - (1)
and )
Z|wnrk| SZ\/[) n:l}‘z,"' (2)
k=1

for some constant M. Show that

b
im I.(f) =/ f(z)dz for all f € Cla,?]

n—0Q

(b) Show that if all wp x > 0 then (1) implies (2).

3. Suppose A € R™ "™ is symmetric and positive definite. Consider the following itera-
tion:

Ag= A
fork=0,1,2, --

Ag = Lg LT (Cholesky)
A1 = LT Ly

Here Ly is lower triangular with positive diagonal elements.



(a) Show that Ay is symmetric and positive definite (so that the iteration is well
defined) and similar to A.
a b
= >
A (b c) , a>c

(b) Show that if
has eigenvalues Ay > A, > 0 then the Ag converge to diag(A;, A2). Hint: Carry
out one step of the iteration and compare the elements of A to those of Ay. The
result follows from basic facts of analysis and matrix theory.



CMSC/MAPL 667
Comprehensive Exam
Fall 1999

INSTRUCTIONS: Results used, but not proved, must be stated clearly, indicating the
assumptions under which they are valid.

1. Let g : R — R be a C! function with g(a) = a.
(a) Suppose |g'(e)| < 1. Prove that if 2y is chosen sufficiently close to o the iterations

Tn+r = 9(Zn), n=201... (1)

converge to &

(b) Suppose g € C* with g(a) = @,¢’(a) = 0. Show that the convergence of (1) is (at
least) locally quadratic.

(¢) By consideration of the function g(z) = x —z°. « = 0 show that the condition |g'(a)] <
1 is not neccessary for the convergence of (1).

3

2. Given the ordinary differential equation v’ = f(z,y), consider the two-step method

(SN
—

Yn=1 :4yn“3yn——1_2hf<$n—1:yn—l)y nz>l (

(a) Define truncation error and compute its order for (2).

(b) State the root condition and prove that (2) is unstable. Explain why the global error
diverges even though the local error tends to 0 when A | 0.

(c) Construct an explicit example of divergence.

3. Cousider the following boundary value problem in (—1,1):

~afol) = f(x),  u(-1)=1, W(1)=-1, 3)

with plecewise coustant coefficient a

a(z) = 1, =1<z<0
12, O0<z<l.

Let 2o = —1 < z; <-- < zy = 1 be a (non-uniform) partition of (=1, 1) containing the

origin. Let An =z, —z,h_1 and h = maxi<n<y hn De the meshsize.

(a) Derive a variational formulation for (3) in the original variable u, indicating the bilin-
ear and linear forms as well as the function spaces (do not change variables to make
the boundary conditions zero). State and verify the assumptions of the Lax-Milgram
Lemma.

(b) Let V() be the finite element space of continuous piecewise linear functions v(z)
over the above partition such that v(—1) = «. Write the corresponding discrete
problem and find the matrix equation. Indicate clearly the spaces where the discrete
solution up and test functions belong.

(c) Show that the discrete problem admits a unique solution us.

(d) Show that us is the piecewise linear interpolant of » (Hint: integrate by parts).



DEPARTMENT OF MATHEMATICS
UNIVERSITY OF MARYLAND
GRADUATE WRITTEN EXAMINATION
IN
NUMERICAL ANALYSIS

JANUARY 1999

INSTRUCTIONS
Answer the three questions from 666 and the three questions
from 667. This is for both the MAPL Masters and PhD exam.
Your work on each gquestion will be assigned a grade from 0 to
10. If some problems have multiple parts, be sure to go on to
subsequent parts even if there is a part you cannot do.
Use a different sheet (or different set of sheets) for each
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1. Suppose {po(z), p1(z)... ., dn(x)} is a set of functions with the property that given

any set of n + 1 distinct numbers zg,xy,..., 2, and numbers fy, f1,..., fn, there is a
unique function

() =3 cuhi(2)
1=0

such that ®(zx) = fr. £ =0,1,...,n. Suppose {¥o(¥),¥1(y),.--,¥m(y)} is a set of
functions with the same property (with n replaced by m). Show that if we are given

To,ZT1,...,Ty, With z; ¥ x; for 7 # j,

YooYy s Ym, with Yi # Yy for 2 #.7

and numbers f;;, ¢ =0.1,...,n, 7=0,1,...,m there exists a unique function of the
form

Oz, y) =YY auude(@)u(y)

v=0p=0

with (I)(l‘i,yj> :fija iZO,l,...,Tl, ]:O,Im

(a) Assume that f(z) is continuous and f'(z) is integrable on [0, 1]. Show that the

error E, in the n-panel trapezoid rule for calculating fol f(x)dz can be written
as

Eulf) = / () /(1) dt

where
tj—1+ ¢

a(t) = 2=

—t for tj_lgtftj, ]':1,...)71.

(b) Apply the result of (a) to f(z) = z* for 0 < a < 1 to obtain a rate of convergence.

(a) Define the explicitly shifted QR algorithm for finding the eigenvalues of a matrix
A.

(b) Show that the explicitly shifted QR algorithm produces a sequence of matrices
Ay which are similar to A.

(c) Assume A is upper Hessenberg. Show how to impliment the explicitly shifted QR
algorithm by using plane rotations.



(d) Consider one step of the explicitly shifted QR algorithm applied to Ax with shift
Qnn (the (n,n) element of Ax). After premultiplication by the first n —2 rotations
we arrive at a matrix of the form

* " -k * *
0 * X -k * %
0 0 * * * *
0 0 0o - x * *
0 0 o - 0 a b
0 0 o --- 0 € 0

where € will be small if the algorithm is converging. Suppose a >> €. Show that
after the complete QR step, the (n,n — 1) element of A4, will be given by
—€%b
a?+ e

Conclude that the explicitly shifted QR algorithm will tend to converge quadrat-
ically.



MAPL 667 QUALIFYING EXAM  (SPRING 1999)

INSTRUCTIONS: Results used, but not proved, must be stated clearly, indicating the
assumptions under which they are valid.

1. Consider the minimization problem min, yyer2 f(,y) where

flz,y) =sin’*(z —y) + %-‘62-
(a) Write the algorithm for one step of a Newton method with backtracking for a > 0.
(b) Find the rate of convergence to the absolute minimizer (0,0) for « > 0.
(c) Would backtracking be sufficient to make the method of (a) converge locally to (0,0)

if @ =07 Explain.

2. Let A € R?*? be a diagonalizable matrix with real eigenvalues A1, A2 < 0. Let x(¢) € R?
be a solution to the linear 1st order system of ODEs

x = Ax.

(a) Write the equations for one step of the Forward Euler Method, the Backward Euler
Method and the Trapezoid Method for this system. Indicate which methods are explicit
and which are implicit, and why.

(b) Find suitable restrictions on the time-step h in terms of A, A2 for each method to be
absolutely stable. To this end, introduce a change of variables x = Py, where P is the
matrix that diagonalizes A, and obtain an ODE system for y.

(¢) Consider the following 2nd order linear ODE with (damping) parameter a > 1:

v+ 2ay’ +y =0.

Convert this ODE into a 1st order system for x = (y,y’)7, and explain why the implicit

methods of (a) are preferable for large a.

3. Consider the following boundary value problem on (0, 1)
—u" +u' =1, u(0) =1, u'(1)=-1.

(a) Write a variational formulation. Indicate clearly the bilinear form, forcing term, and
functional spaces involved.

(b) Write a C° piecewise linear finite element approximation over a uniform partition of
size h = 1/N. If U = (U,)_, are the nodal values of the discrete solution, derive the n-th
equation of the resulting linear system for 1 <n < N and n = N.

(c) Define and compute the truncation error for 1 < n < N for the finite element approx-
imation of (b). Explain what the error in L*° between u and the finite element solution
would be if the order of the truncation error for n = N were the same as for n < N (Note:
you are not supposed to deal explicitly with n = ). Hint: proceed as you would with the
n-th equation of the finite difference method.
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