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1. Let A be a real symmetric positive-definite matrix. Given a linear system of 
equations Ax = b, consider an iterative solution strategy of the form 

where XQ is arbitrary, rk = b- AXk is the residual and C'tk is a scalar parameter 
to be determined. 

(a) Derive an expression for C'tk such that the Euclidean norm Ilrk+1112 is mini­
mized as a function of C'tk. Is this expression always well-defined and nonzero? 

(b) Show that with this choice, 

2. Define the following linear functional over the space of continuous functions 
C[-I,I]: 

n 

In(f) = L Wn,k!(Xn,k) 

k=l 

where ~I :::; Xn,k :::; 1, and ! E C[-I, 1]. 

(a) Let Tn denote the nth Chebyshev polynomial. Assume 

(i) lim In(Tj ) = /1 Tj(x)dx , j = 0, 1, 2, ... 
n-+oo -1 

Show that for all j 2 0, 

Note: we are not really using any property of Chebyshev polynomials except 
that they have a nonvanishing leading coefficient of the term of order n. 



(b) Assume further that there exists an M > 0 such that 

(ii) L
n 

IWn,kl ::; M , n = 1,2, ...
k=l 

Show that for all j E 0[-1,1]' 

J2..~ In (f) = ill j(x)dx. 

3. Let A E lR.nxm with n ~ m. Assume rank(A) = m. 

(a) It is known that the symmetric matrix ATA can be factored as 

where the columns of V are the orthonormal eigenvectors of ATA and A is 
the diagonal matrix containing the corresponding eigenvalues. Using this as a 
starting point, derive the singular value decomposition of A. That is, show that 
there is a real orthogonal matrix U and a matrix ~ E lR.nxm which is zero except 
for its diagonal entries al ~ a2 ~ ... ~ am > 0 such that A = u~vr. 

(b) Let b E lR.n . Show that the decomposition from part (a) can be used to 
compute x E lR.m such that lib - Axll2 is minimal. 
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One wants to solve the equation x + lnx = 0, whose root is r 0.5, using one or more of rvti. 
the following iterative methods: 

(a) Which of the three methods can be used? 

(b) Which method should be used? 

(c) Give an even better iterative formula. 
( 

~.. Consider the boundary value problem 

-u" + eU = 0, 0 < x < 1,
 
{ u(O) = u(1) = O.
 

Discretize the problem with a finite element method using continuous, piecewise linear func­
tions on an equidistant grid. Quadrature is to be done with the trapezoidal rule. Write the 
method in the form 

where Uh E JRm denoted the vector of unknown nodal values of the approximate solution, A 
is an m x m matrix whose elements are independent of the discretization parameter h, and 
FA : IR.m ~ JRm is a nonlinear vector-valued function. 

G. Determine the local order of accuracy and the stability properties of the two-step scheme 

. [13 5 5]
Xi+2 - 3Xi+l + 2Xi == b..t· 12f(ti+2,Xi+2) - "3f(ti+l,Xi+1) - 12 f (ti ,xi) , 

as an approximation for the ODE x(t) = f(t, x). What is its convergence rate? 
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1. Let A E R7nxn, b E R7n, and P ERn, with m > n, and let 8 be a scalar. 
Show how the the constrained least squares problem 

mInImIZe lib - AX/l2, 

subject to pT x = 8. 

can be reduced to solving a related unconstrained least squares problem. The 
algorithm should start by finding a Householder transformation H such that 

and setting Y = H x. 

2. Prove or disprove that the following interpolants exist for all values of 
YI, Y2, Y3 and all distinct values of Xl, X2, x3· 

a. Yi = CI + C2Xi + C3X; 

b. Yi = Cl + C2X; + C3xt 

3. Consider the linear system of equations Ax = b where A is a symmetric 
positive-definite matrix of order n. The conjugate gradient method (CG) for 
solving this system is 

Choose Xo, compute ro = b - Axo 
Set Po = ro 
for k = 0 until convergence 

Otk = (rk,rk)/(Pk,Apk) 
Xk = Xk + C!kPk 
rk = rk - C!kAPk 
<Test for convergence> 
(3k = (rk+l' ~k+d/(rk, rk) 
Pk+l = rk+l + (3kPk 

end 

where (v, w) = I::l ViWi is the Euclidean inner product. 

Let Q be some other positive-definite matrix of order n. We know that the 
forms 

(v, W)A == (Av, w), (v,W)Q == (Qv,w) 

are inner products on ]Rn. In addition, a matrix M is symmetric with respect 
to the Q-inner product ( , )Q if (Mv, w)Q = (v, MW)Q for all v, w in ~n, and 
M is positive-definite with respect to ( , )Q if (Mv, v)Q > 0 for all nonzero v. 

f.
 



a.	 Show that Q-1 A is symmetric and positive-definite with respect to the 
Q-inner product. 

b.	 In light of this fact, CG can be used to solve the system Q-1 Ax = Q-1b 
in an appropriate manner. Specify this algorithm and identify any extra 
costs required that would not be present with Q = I. 

c.	 Use any facts you know about the conjugate gradient method to iden­
tify properties of Q that would be desirable for computing the solution x 
efficiently. 

2..
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~	 • (10 pts.) 

(a) Show that the two-step method 

5 1 
Yn+l = 2Yn-l - Yn + h[2f(xn, Yn) + 2f(Xn-1' Yn-l)) (1) 

is of order 2 but does not satisfy the root condition. 

(b) Give an example to show that the method (1) need not converge 
when solving Y' = f(x, y). 

j # (12 pts.) Consider the boundary value problem 

-U" + (1 +x)u = x2 
, u'(O) = 1, u(l) = 1. (2) 

(a) Prove that (2) has at most one solution. 

(b) Discretize the problem. Take a uniform partition of [0, 1]: 

Xi = ih, i = 0,1,2, ... , n, h =' lin. (3) 

Use the three point difference formula for u" and the simplest 
difference formula for the boundary condition at X = O. Write 
the resulting system as a matrix-vector equation, Ax = b, where 
x = (Ul, U2,'" ,Un_l)T. 

(c) Prove that the equation found in (b) has a unique solution. 

(d) Transform the problem (2) into	 an equivalent problem with ho­
mogeneous boundary conditions. 

(e)	 Obtain the variational formulation oUhe problem formulated in 
(d). Specify the Sobolev space H involved. Prove that this prob­
lem has a unique solution, which we denote by v. 

(f)	 Consider the approximation of v by piecewise linear finite ele­
ments. Define precisely the piecewise linear finite element sub­
space (use the partition (3)). Show that the finite element prob­
him has a unique solution Vh. . 

(g) Show	 that Ilv - vhllH ::; Ch and indicate how the constant C 
depends on derivatives of v. 

3.
 



CO. (8 pts.) Let j : JR -1 JR be the nonlinear function with zero x.: 

X2 - 2x + y ] [ 1 ] j (x, y) = [ 2x _ y2 _ 1 ,x. = 1 . 

Consider the iteration
 

1 2
 
Xn+l = X n - Aj(xn ), A = [11 0/ ]. (4) 

(a) Prove (4) is locally convergent. 

(b) Show that the convergence is at least quadratic. 

(c) Write the Newton iteration and compare with (4). 

y.
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1. Consider the system Ax = b. The GMRES method starts with a point Xo 
and normalizes the residual ro = b - Axo, so that VI = v-lro has 2-norm one. 
It then constructs orthonormal Krylov bases Vk = (VI V2 ... vm ) satisfying 

AVk = Vk+lHk, 

where Hk is a (k+l)xk upper Hessenberg matrix. One then looks for an ap­
proximations to x of the form 

x(c) = Xo + Vkc, 

choosing Ck so that /lr(c)/I = lib - Ax(c)1I is minimized, where /I . II is the usual 
Euclidean norm. 

a.	 Show that Ck minimizes Ilvel - Hkcli. 

b. Suppose	 we chose to solve the least squares problem in Part a for Ck by 
the method of orthogonal triangularization (QR). What is the order of the 
floating-point operation count for this method? Give reasons. 

2.	 We wish to approximate the integral 1(1) == J: f(x)dx. 

a.	 State the composite trapezoidal rule QT,n for approximating 1(1) on a 
uniform partitioning of width h = (b - a)/n, and give a formula for the 
error 1(1) - QT,n(l) that is in a form suitable for extrapolation. 

b. Use	 the error formula to derive a new quadrature rule obtained by per­
forming one step of extrapolation on the composite trapezoidal rule. What 
is this rule, and how does its error depend on h? You may assume here 
that f is as smooth as you need it to be. 

3. Consider the shifted QR iteration for computing the eigenvalues of a 2 x 2 
matrix A: starting with Ao = A, compute 

where (Jk is a scalar shift. 

a.	 If
 

Ak = (all a12),

a2l a22 

specify the orthogonal matrix Qk used to perform this step when Givens 
rotations are used. The matrix should be described in terms of the entries 
of the shifted matrix. 

1 



b.	 Suppose a21 = 8, a small number, and la121 :::; (all - a22)2. Demonstrate 
that with an appropriate shift Uk, the (2, I)-entry of Ak+1 is of magnitude 
O(P). What does this suggest about the convergence rate of the QR 
iteration? 

2 
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4. Consider the system 

_X2 
e 

x=l+h 2' y = .5 + harctan(x2 + y2).
l+y 

(a) Show that if the parameter h > 0 is chosen sufficiently small, then this system has a 
unique solution (x*, y*) within some rectangular region. 

(b) Define a fixed point iteration scheme for solving the system and show that it converges.. 

5. 
(a)	 Outline the derivation of Adams-Bashforth methods for the numerical solution of the 

initial value problem y' = f(x, y), y(xo) = Yo· 
(b) Derive the Adams-Bashforth formula 

(1) 

(c)	 Analyze the method (1). To be specific, find the local truncation error, prove conver­
gence and find the order of convergence. 

6. Consider the problem 

-U" + U = f(x), 0 ~ x ~ 1, u(O) = u(l) = O.	 (2) 

(a)	 Give a variational formulation of (2), Le., express (2) as 

u E	 H, B(u, v) = F(v) for all v E H. (3) 

Define the space H, the bilinear form B, and the linear functional F, and state the 
relation between (2) and (3). 

(b) Let 0 = Xo < Xl < ... < X n = 1 be a mesh on [0, 1] with 
h = maxj=o, ... ,n-l (Xj+l - Xj), and let 

Vh	 = {u : u continuous on [0, 1], ul(xj, Xj+l] is linear for each j, u(O) = u(l) = O}. 

Define the finite element approximation, Uh to u based on the approximation space 
Vh. What can be said about Ilu - uhlh, the error in the Sobolev norm on HI(O, I)? 

(c) Derive an estimate for lIu - uhllo, the error in L2 (0, 1). Hint: Let w solve 

-W"+W=u-uh , 

{ w(O) = w(l) = O. 



We characterize w variationally by
 

wE H6, B(w,v) = j(u - uh)vdx, for all v E H6.
 

Let v = U- Uh to get
 

(4) 

Use the formula (4) to estimate Ilu - uhllL2. 
(d) Suppose {¢~, ... ,¢~J is a basis for Vh where Nh = dim Vh, so Uh = ~f:l cj¢j, for 

appropriate coefficients cj. Show that 

IIU - uhlli = Iluili - CT AC,
 

where C = [c~,· .. ,c~h]T and A is the stiffness matrix.
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Problem l.
 

A set of functions {gl, . .. , gn} C C[a, b] is a Chebyshev system if
 

(i) The set is linearly independent. 

(ii) If 9 is a linear combination of {gl' ... ,gn} which is not identically zero 
. 'g..has..l:1t .n:0s..t n -.1 distinct zeros in [a, b]. . 

(a) Show that {gl, , gn} is a Chebyshev system if and only if for any n 
distinct points Xl, , Xn E [a, b], the matrix A with Oi.j = gj(Xi) , 1 S; i, j S; n 
is nonsingular. 

(b) Let f E Cm+l[a, b] be such that f(m+l)(x) f: 0 for all X E [a, b]. J;;et 
gj(x) =:= xj-l,j = 1, .. . ,m+ 1. Show that {gl, ... ,gm+l,j} is a Chebyshev 
system. For this, you may use results from polynomial interpolation without 
proof. 

Problem 2. 

Let 

In(j) 
n 

= 2:= wn.kf(xn.k), as; Xn,k S; b 
-k=l 

be a sequence of integration rules. 

(a) Suppose 

(1) 

and 
n 

2:Jwn .icl ~ M, n = 1,2, ... (2) 
k=l 

for some constant M. Show that 

Jl!.~Jn(j) =lb 

f(x) dx for all f E C[a, b] 

(b) Show that if all Wn,k > 0 then (1) implies (2). 



Problem 3. 

Consider the real system of linear equations 

Ax= b (1) 

where A is nonsinguIar and satisfies 

(v,Av) > 0 

for all real v, where the Euclidean inner product is used here. 

(a) sli'ow that (v, Av) = (v, Mv) for all real v, whereM=-HA + AT) is the 
symmetric part of A. 

(b) Prove that 
(v, Av)
( ) 2: Amin(M) > 0,v,v 

where Amin(M) is the minimum eigenvalue of M. 

(c) Now consider the iteration for computing a series of approximate solutions 
to (1), 

Xk+1 = Xk + ark, 

where rk = b - AXk and a is chosen to minimize /lrk+1I/2 as a function of a. 
Prove that 
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..' ,Ll	 Consider the problem of solving a nonlinear system of ODE
." 

y' = f(t, y), 

by an implicit method. The n-th step consists of solving for the unknown y a nonlinear algebraic 
system of the form 

(1)	 y = o:hf(tn,y) + gn-l, 

where gn-l E jRn is known, 0: > 0 and h is the stepsize. Let fECI. 

(a) Write (1) as a fixed	 point iteration and find conditions in hand f(tn , y) that guarantee local 
convergence for this iteration. 

(b) Write	 the Newton method 'for (1) and give conditions on h and f(tn,y) that guarantee lo­
cal convergence f()T. this iteration. State precise additional assumptions on f that guarantee 
quadratic convergence. 

5.This problem is about choosing between a specific single-step and a specific multistep methods 
for solving the ODE: 

y' = j(t, y). 

(a) Write the trapezoid method, define its local truncation error and estimate it. 
(b) Show that the truncation error for the following multistep· method is of the same order as in 

(a):
 
Yn+! = 2Yn - Yn-l - hj(tn-l,Yn-l) +hf(tn,Yn).
 

(c) What could be said about the global convergence rate for these two methods? Justify your 
conclusions for both methods. 

ce ¥Consider the boundary value problem 

(2) £(u) = -u" + bu = j, x E I == [0,1], u(O) = u(l) = 0, 

where b ~ 0 is a constant. Let {O = Xo < Xl < ... < X n = I} be a uniform mesh with meshsize h. 
Let 

·'I,h = {v E C[O, 1] : vl[xi_l,xi] is linear for each i,v(O) = v(l) = O} 

be the corresponding finite element space, and let Uh = Rh(U) be the corresponding finite element 
solution of (2). Note that R h is a projection operator, the Ritz projector, onto the finite dimensional 
space '~h with respect to the energy scalar product a(·,·) induced by problem (2). 

(a) Let 1·11 be the Hl-seminorm, namely Ivl? = JI Iv'I2for all vE HJ(I). Find the constant A in 
terms of the parameter b such that 

IUhh ~ A/uk 

Hint: recall the Poincare inequality IIvl/o ~ ~Ivll for all v E HJ(I), where 1/ . I/o denotes the 
£2-norm. 

(b)	 If hU.E 'I,h is the Lagrange interpolant of u, then prove Rh(hu) = hu. Deduce 

IUh - hull ~ Alu - huh­

(c) Use (b) to derive the error estimate 

lu - uhll ~ (1 + A)lu - hull, 

and bound the right-hand side by a suitable power of h. Make explicit the required regularity 
ofu. 
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Specify a numerical· algorithIn. fot finding Vj and' give a convergence proof 
for this algorithm .demoIistr~ting that it is convergent under appropriate 
circumstances. 

Prol;>lem 3. 

Suppose A is an upper triangular, nonsingular matri.x: Showthat both Jacobi 
iteration.S and Gau~s~Seidel iterations converge in fillitely many steps when 
used to solve Ax .. 'b." . 
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) . 

. ear. Whaf choic~ of Hk correSpondS to the Newton method and what rate ot.
 
.conv:e~gence do yoi.l·expe~t? '., . .
 

. ' .. 

,', ,§1. Let'J(t, y)'~e unifonnly Lipschitz'with r~pect' to y. Le~ y{t) 'be'the soi~tibn to· 
the j.bitiaJ value problem: y' = f(t?y), yeO) ~ Yo. Consiqer the trapez;oig method 

.(1), . Yi+l= Yi' +~ (f(ti' Yi); !(ti+1, Yi+~)},' (i ~ 0), 

(a)	 Find a: comlitimi on the step(>ize h that ensUres (1). can be solved uniquely f~i:'
 
YHl,. . '. ...•. '. . .
 

(b)	 Define loca;l trllilcatiQn eFQrand estimateit. Examine the additional regular~ty 

. of f needed for t!;ri& estimate.
 
. (c) Prove it giob81 error estiIi:ia.~e for (1) .
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(1) Consider the definite integral 

l b 
1(j) = f(x) dx. 

Let Qn(j) denote the approximation of 1(j) by the composite 
midpoint rule with n uniform subintervals. For every j E Z set 

b-a Xj + Xj+1
Xj = a+j--, x+! = 

J 2 2n 

Let K (x) be defined by 

K(x) = -~(x - Xj)2 for Xj_~ < x :s; xj+~ . 

Assume that f E C2 ([a, b]). 

l
(a) Show that the quadrature error En(j) satisfies
 

b
 
En(j) - Qn(f) - 1(j) = K(x)j"(x) dx. 

Hint: Use integration by parts over each subinterval [Xj-I, Xj]. 
(b) Derive a sharp bound on the error of the form 

IEn(j) I :s; Mnllf"lloo for every f E C2([a, b]). 

Here II . 1100 denotes the maximum norm over [a, b]. Recall 
that the above bound is sharp when the inequality is an 
equality for some nonzero f. 

(2) Consider the (unshifted) QR-method for finding the eigenvalues 
of an invertible matrix A E lRNxN . 

(a) Give the algorithm. 
(b) Show that each of the matrices An generated by this algo­

rithm are orthogonally similar to A. 
(c) Show that if A is upper Hessenberg then so are each of the 

matrices An generated by this algorithm. 
(d) Let 

A = (~ ~). 
For this A the sequence {An} has a limit. Find this limit. 
Give your reasoning. 

1 



2 

(3) Let A E jRNXN be symmetric and positive definite. Let b E jRN. 

Consider solving Ax = b using the conjugate gradient method. 
The nth iterate x(n) then satifies 

IIx(n) - xli A ~ Ily - xliA for every y E x(O) + lCn(r(O), A) , 

where II . IIA denotes the vector A-norm, reO) is the initial resid­
ual, and 

lCn(r(O),A) = span{r(O),Ar(O), ... ,An-Ir(O)}. 

(a) Prove that the error x(n) - x is bounded by 

Ilx(n) - xii A ~ IIPn(A)IIAllx(O) - xlI A , 

where Pn(z) is any real polynomial of degree n or less that 
satisfies Pn(O) = 1. Here IIPn(A)IIA denotes the matrix 
norm of Pn(A) that is induced by the vector A-norm. 

(b) Let Tn (z) denote the nth Chebyshev polynomial. Let Amin 
and Amax denote respectively the smallest and largest eigen­
values of A. Apply the result of part (a) to 

Tn (Amax + Amin - 2Z) 
Amax - Amin

( ) Pn z· = ( . )Tn Amax + Amin 
Amax - Amin 

to show that 
1 

Tn(cos(B)) = cos(nB) for every BE jR . 



3 
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(4} Suppose that j : lR lR is smooth and that the boundary value----t 

problem 

u" = j(u) on (0,1), u(O) = u(l) = 0 

has a unique solution. 

(a) For N E N let Xi = i/N, i = 0, ... , N. Write down a system of 
N + 1 equations to obtain an approximation Ui for the solution u at Xi 

by replacing the second derivatives by a symmetric difference quotient. 

(b) Write the system of equations in the form F(U) = O. Define domain 
and range of F and explain the meaning of the variable U. 

(c) Formulate Newton's method for the solution of the system in (b) 
with U(O) = O. Give explicit expressions for all objects involved (as far 
as this is reasonable). Determine a sufficient condition that ensures 
that the iterates U(k) in the Newton scheme are defined. Without 
doing any further calculations, can you decide whether the sequence 
U(k) converges? Why or why not? 

(5) Consider the boundary value problem 

-u" = j, 0 < X < I, 

with boundary conditions u(O) = 0 and u'(l) + au(l) = O. Here a is a 
given positive number. 

(a) Describe a Galerkin method to solve this problem using piecewise 
linear functions with respect to a uniform mesh. 

(b) Derive the matrix equations for this Galerkin method. Write out 
explicitly that equation of the linear system which involes a. 

(6) Consider the linear multistep method 

4 1 2 
Yn+l = 3" Yn - 3" Yn-l + 3" hj(Xn+l' Yn+l) 

for the solution of the initial value problem y'(x) = j(x, y(x)), y(O) = 
Yo· 

(a) Show that the truncation error is of order 2. 

(b) State the condition for consistency of a linear multistep method 
and verify it for the scheme in this problem. 



4 

(c) Does the scheme satisfy the root condition and/or the strong root 
conditions? 



AMSC 666 Comprehensive Exam: Spring 2006 

1. Let f be continuous on [0,1]. A polynomial p of degree not greater than n is said to 
be a best (or Chebyshev) approximation to f if p minimizes the expression 

E(p) = max If(x) - p(x)l·
xE[Q,l] 

a.	 Show that a sufficient condition for p to be a best approximation is that there 
exist points XQ < Xl < ... < Xn+l in [0,1] such that 

i = 0,1, ... ,n. 

b.	 Compute the best linear approximation to x 2 in [0,1]. [Hint: Drawing of a line 
through the parabola will allow you to conjecture where two of the points of 
oscillation must lie. Use the conditions from (a) to determine the third point and 
the coefficients of p.] 

2.	 We will be concerned with the least squares problem of minimizing 

p2(x) = lib - Ax11 2. 

Here A is an mxn matrix of rank n (which implies that m ;::: n) and II·" is the Euclidean 
vector norm. Let 

A = (Ql Q2) (6) 
be the QR decomposition of A. Here Ql, Q2, and R are respectively mxn, mx (m - n), 
and nXn. 

a.	 Show that the solution of the least squares problem satisfies the QR equation 
Rx = Qrb and that the solution is unique. Further show that p(x) = IIQibll. 

b. Use	 the QR equation to show that the least squares solution satisfies the normal 
equations (AT A)x = ATb. 

3. Let A be real symmetric and let UQ =1= °be given. For k = 1,2, ... define Uk+! as the 
linear combination of the vectors AUk, Uk, ... , UQ with the coefficient of AUk equal to 
one that is orthogonal to the vectors Uk,' .. ,UQ; i.e., 

Uk+l = AUk - CY.kUk - fh uk-l - IkUk-2 - .... 

a.	 Find formulas for CY.k and (3k' 

b. Show that Ik = 8k = ... = O.	 Where do you use the symmetry of A? 

c For which nonzero vectors UQ does Ul = 0 hold. 

1 
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4-. (a) Describe Newton's method for finding a root of a smooth 

fucntion f : R ----7 R. 
(b) Assume that f : R ----7 R is a smooth function, satisfies 

j'(x) > 0, f"(X) > 0, for all x E R, 

and. has a root x*. Draw a geometric picture illustrating the conver­
gence of the method and give an analytic prove that Newton's method 
converges to x* for any initial guess Xo E R. 

5": The goal of this problem is to solve the boundary value problem 

-u" = f on (0,1), u(O) = 0, u(l) = ° 
in a suitable finite element space. 

(a) For N E N let Xi = i/N, i = 0, ... , N. Define a suitable N - 1 
dimensional subspace VN in H& associated with the points Xi- Let 
¢1, ... , ¢N-1 be any basis in VN . Explain how you can determine the 
coefficients Ui in the representation of the finite element solution 

N-1 

UN = LUi¢i 

i=1 

by solving a linear system. Prove that there exists a unique solution. 

(b) Show that 
1 

a(u, v) = 1u'v' dx 

defines an inner product on H& and thus a notion of orthogonality in 
H&_ 
(c) Let ¢1 = 1 - 21x - 1/21 be the basis of the one-dimensional space 
V2. Find an orthogonal basis in V4 that contains the basis function ¢1' 
Sketch the basis functions. Indicate how you would construct a basis 
of 1/2n that contains the basis of 1!2n-l. 

(d) What is the structure of the linear system in (a) for this special 
basis? 

~. For solving the equation y' = f(x, y), consider the scheme 
2 

h (' ') h (" ")Yn+1 = Yn + 2 Yn +Yn+1 + 12 Yn - Yn+l 
1 



2 

where Y~ = f(xn,Yn) and Y~ = fx(xn,Yn) + f(xnl Yn)fy(xnl Yn)' 
(a) Show that this scheme is fourth-order accurate. 
(b) For stability analysis, one takes f(x, y) = )..y. State what it 

means for). = h)" to belong to the region of absolute stability for this 
scheme, and show that the region of absolute stability contains the 
entire negative real axis. 



Numerical Analysis Qualifying Exam 
AMSCjCMSC 666, August 2005 

(1) Derive the one-, two-, and three-point Gaussian quadrature for­
mulas such that 

1	 n1, f(x) x' dx '" ~ f(Xj) Wj' 

Give bounds on the error of these formulas. 

(2)	 We wish to solve Ax = b iteratively where 

A~ G~ y) 
Show that for this A the Jacobi method and the Gauss-Seidel 
method both converge. Explain why for this A one of these 
methods is better than the other. 

(3) Consider the three-term polynomial recurrence 

Pk+I(X) = (x - /-lk)Pk(X) - V;Pk-I(X) for k = 1,2,'" , 

initialized by Pa(x) = 1 and PI(X) = x - /-la, where each /-lk and 
Vk is real and each Vk is nonzero. 
(a) Prove	 that each Pk(X) is a monic polynomial of degree k, 

and that for every n = 0,1, ... one has 

span{Pa(X),PI(X),oo. ,Pn(x)} = span{l,x,oo. ,xn }. 

(b) Show that for every k = 0, 1,··· the polynomial Pk(X) has 
k simple real roots that interlace with the roots of Pk-I(X). 

(c) Show that for every n = 0,1,··· the roots of Pn+I(X) are 
the eigenvalues of the symmetric tridiagonal matrix 

/-la VI 0 0 

VI /-li V2 

T= 0 V2 /-l2 0 

V n 
0 0 Vn /-In 

1 
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1.	 (a) Given a smooth function f(x), state the secant method for the approximate solution of 
nonlinear equation in lR
 

f(x) = o.
 

(b)	 State the order of convergence for this method, and explain how to derive it. 

(c)	 Are there situations in which the order of convergence is higher? Explain your answers. 

:i.	 Consider the initial value problem 

y' = f(t, y), y(O) = Yo. 

(a) Write	 the ODE in integral form and explain how to use the trapezoidal quadrature rule 
to derive the trapezoidal method with uniform time-step h = TjN: 

(b) Define	 the concept of absolute stability. That is, consider applying the method to the 
case f(t, y) = Ay with real A. Show that the region of absolute stability contains the 
entire negative real axis of the complex hA plane. 

(c) Suppose that f(t, y) = Ay where A E lRnxn is a symmetric matrix and y E lRn . Examine 
the properties of A which guarantee that the method is absolutely stable (Hint: study 
the eigenvalues of A). 

k9 Consider the following two-point boundary value problem in (0,1): 

(1)	 -Uxx +u = 1, u'(O) = u'(l) = o. 

(a)	 Give a variational formulation of (1), i.e., express it as 

(2)	 u E H: a(u,v) = F(v), for all v E H. 

Define the function space H, the bilinear form a, and the linear functional F, and state 
the relation between (1) and (2). Show that the solution u is unique. 

(b) Write	 the finite element method with piecewise linear elements over a uniform partition 
P = {Xi = (i - l)h}f:,1 with meshsize h = l/(N - 1). If U = (Ui)f:,l is the vector of 
nodal values of the finite element solution, find the (stiffness) matrix A and right-hand 
side F such that AU = F. Show that A is symmetric and positive definite. Show that 
the solution U is unique. 

(c)	 Consider two partitions PI and P2 of [0, 1], with P2 a refinement of Pl. Let VI and V2 be 
the corresponding piecewise linear finite element spaces. Show that VI is a subspace of 

V2· 

(d) Let UI E VI and U2 E V2 be the finite element solutions. Show the orthogonality equality 

1
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1. Given f E era, b], let P~ denote the best uniform approximation to f among polyno­
mials of degree	 :::; n, i.e.
 

max If(x) - Pn(x)1

xE[a,b] 

is minimized by the choice Pn = p~. Let e(x) = f (x) - P~ (x). Prove that there are at 
least two points Xl, X2 E [a, b] such that 

le(xI)1 = le(x2)1 = max If(x) - p~(x)1 
xE[a,b] 

2. 
(a)	 Find the node Xl and the weight WI so that the integration rule 

is exact for linear functions. (No knowledge of orthogonal polynomials is re­
quired.) 

(b) Show that no one-point rule for approximating I can be exact for quadratics. 
(c)	 In fact
 

1- wlf(XI) = Cffl(~) for some ~ E [0,1].
 

Find c. 
(d) Let f (x) and 9 (x) be two polynomials of degree :::; 3. Suppose f and 9 agree at 

x = a, x = b and x = (a + b)j2. Show 

b bl l
f(x) dx = g(x) dx. 

3. Let A E Rnxn be nonsingular and b E RD. Consider the following iteration for the 
solution of Ax = b.
 

Xk+l = Xk + a(b - AXk).
 

(a) Show	 that if all the eigenvalues of A have positive real part then there will be 
some real a such that the iterates converge for any starting vector Xo. Discuss 
how to choose a optimally in case A is symmetric and determine the rate of 
convergence. 

(b) Show that if some eigenvalues of A have negative real part and some have positive 
real part, then there is no real a for which the iterations converge. 



(c) Let p = III - exAIl < 1 for a matrix norm associated to a vector norm. Show that 
the error can be expressed in terms of the difference between consecutive iterates, 
namely 

IIX - Xk+lll ~ -P-lIxk- Xk+lll
1-p 

(The proof of this is short but a little tricky.) 
(d) Let A be the tridiagonal matrix 

3 
-1 

1 
3 

o 
1 

o 
o 

o 
o 

A= 

o 
3 

-1 
1 
3 

Find a value of ex that guarantees convergence. 
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'I.	 Let f : JRn -+ lR be a nonlinear smooth function. To determine a (local) minimum of f one 
can use a descent method of the form 

(k;:::	 0), (1) 

where 0 < Uk :::; 1 is a suitable parameter obtained by backtracking and dk is a descent 
direction, Le. it satisfies 

(2) 

(a) Write	 the steepest descent (or gradient) method and show that there exist 0 < Uk :::; 1 
such that the resulting method satisfies (2). 

(b) Write	 the Newton method and examine whether or not there exist Uk which yield (2). 
Establish conditions on the Hessian H(f(x)) of f(x) which guarantee the existence of Uk. 

(c)	 If we replace the Hessian by the matrix H(f(x)) +'YkI, where 'Yk ;::: 0 and I is the identity 
matrix, we obtain a quasi-Newton method. Find a condition on 'Yk which leads to (2). 

5:	 Consider the following nonlinear autonomous initial value problem in lR with f E C 2 : 

Y' = f(y), y(O) = Yo. 

(a) Write	 the ODE in integral form and use the mid-point quadrature rule to derive the 
mid-point method with uniform time-step h = T/N: 

hf(Yn+l + Yn)
Yn+l = Yn + 2' 

(b) Define truncation error Tn. Assuming that Tn = O(h3 ), show an estimate for the error 
ly(tN)-YNI. What is the order of the method? (Hint: use that f is Lipschitz continuous). 

(c)	 Prove that Tn = O(h3 ) for this method. (Hint: expand first y(tn+d and y(tn) around 
Tn = tn + ~ and next expand f(~(y(tn+l) + y(tn))). Also expand y'(t) around Tn). 

&. ! Consider the following two-point boundary value problem in (0,1) with € « 1 :::; b: 
I 

-€uxx + bux = 1, u(O) = u(l) = O. 

(a) Write the finite element method with piecewise linear elements over a uniform partition 
of (0, 1) with meshsize h. If U = (Ui){,tJ is the vector of nodal values of the finite element 
solution, find the (stiffness) matrix A and right-hand side F such that AU = F. Is A 
symmetric? Is A positive definite? 

(b) Find a relation between the three parameters h, € , b for A to be an M-matrix, Le. to have 
aii > O,aij:::; 0 ifi -=/:j, and aii ~ - Li#jaij' 

(c)	 Consider the upwind modification of the ODE 

- ( € + ~h) U xx + bux = 1. 

Show that the resulting matrix A is an M-matrix without restrictions on h, € and b. 

1 
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Answer questions # 1, #4 and one other question from #2, #3. 

1.	 To compute J2 we consider the following Eudoxos iterations: starting with Xo = Yo = 1 we 
set Xn+l = Xn + Yn followed by Yn+l = Xn+l + Xn· Then Yn/xn -------+ J2. 
(a) Explain the Eudoxos method in terms of the power method. 

(b) How many iterations are required for an error IYn/xn - /21 S; 10-6 7 

2.	 Let {Pn(x)} be a sequence of monic polynomials orthogonal on [a, b] with respect to the 
positive weight function w(x) (Pn has degree n). Show that the Pn satisfy a three term 
recursion formula of the form 

Give expressions for the coefficients an and bn . 

3.	 (Cl) Find {PO,Pl,P2} such that Pi is a polynomial of degree i and this set is orthogonal on 
[0, co) with respect to the weight function w(x) = e-X

• 

(b) Find the weights and nodes of the 2 point Gaussian formula 

4.	 Vie are interested to compute an approximate value tu(x) eX for all real :C, with relativerv 

error 

To this end we express x as x log2 e = m + e, i.e., eX = 2m 2°, where m is an integer and 
lei S; 1/2 and we shall use the near min-max polynomial of a minimal degree, p(e) to 
compute 2° with 'sufficient' accuracy. 

vVhat is the 'sufficient' accuracy required for computing 2(} so that the requirement of relative 
error S; 0.5 x 10-2 is met, what is the near min-max polynomial p(e) in this case, and what 
is the final representation of the approximate value w(x) = 2m p(e)7 

Note. Given In 2 = 0.6931. 
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5.	 (a) State Newton's Method for the approximate solution of 

f(x) = 0, 

where f(x) is a real valued function of the real variable x. 

(b)	 State and prove a convergence result for the method. 

(c)	 What is the typical order of convergence? Are there situations in 
which the order of convergence is higher? Explain your answers 
to these questions. 

&	 Consider the boundary value problem 

-11"(.T) + 7J,(.T) = f(.T), O:S; :c :s; 1 
(1){ u'(O) = 2, 7J,(1) = O. 

(a)	 Derive a variational formulation for (1). 

(b)	 What do we mean by the Finite Element Approximation 11h to 
?71.. 

(c)	 State and prove an estimate for 

(d)	 Prove the formula 

Ilu - uhlli = Ilulli - Iluhlli. 
'-I .T Consider the initial value problem 

:1/ = f(t, y), y(io) = Yo, 

where f satisfies the Lipschitz condition 

If(t, V) - f(t, z)1 :s; L Iv - zl 

for all t, y, z. A numerical method called the midpoint mle for solving 
this problem is defined by 

Yn+1 = Yn-I + 2h.f(tn ,Vn), 

where h is a time step and Yn ;:::::; y(t,n) for tn = to + nil. Here Yo is 
given and VI is presumed to be computed by some other method. 

1 



(a)	 Suppose the problem is posed on a finite interval to ::; t ::; b, 
where h = (b - to)/M. Show directly, i.e., without citing any 
major results, that the midpoint rule is stable. That is, show 
that if Yo and YI satisfy 

Iyo - Yol ::; E, IYl - YII ::; E, 

then there exists a constant C independent of h such that 

for 0 ::; n ::; M. 

(b)	 Suppose instead that we are interested in the long time behavior 
of the midpoint rule applied to the particular example j(t, y) = 
Ay. That is, let h be fixed and let n ----t 00, so that the rule 
is applied over a long time interval. Show that in this case the 
midpoint rule does not produce an accurate approximation to the 
solution of the initial value problem. 

2
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1.	 Let a = Xo < Xl < ... < Xn = b be an arbitrary fixed partition of the interval [a, b]. 
A function q(x) is a quadratic spline function if 
(i.) q E Gl[a, b]. 

(ii.) On each subinterval [Xi, Xi+l], q is a quadratic polynomial 

The problem is to construct a quadratic spline q(x) interpolating data points 
(xo, Yo), (Xl, Yd,· .. , (X n,Yn)' The construction is similar to the construction of the 
cubic spline but much easier. 
(a)	 Show that if we know Zi := q' (Xi), i = 0, ... ,n we can construct q. 
(b)	 Find equations which enable us to determine the Zi. You should find that one of 

the Zi can be prescribed arbitrarily, for instance, Zo = O. 

2. 
(a)	 Give the definition of the QR algorithm for finding the eigenvalues of a matrix 

A.	 Define both the unshifted version and the version with shifts Xo, Xl, X2,' . '. 
(b) Show	 that in each case the matrices A I, A 2 , ... generated by the Q R algori thm 

are unitarily equivalent to A (i.e. Ai = UiAUf, Ui unitary). 
(c)	 Let 

A = (3
1 2

1) 
Use plane rotations (G ivens rotations) to carry out one step of the Q R algori t hm 
on A, first without shifting and then using the shift XO = 1. \Vhicb seems to do 
better? The eigenvalues of A are Al = 1.382, A2 = 3.618. (Recall that a plane 
rotation is a matrix of the form 

Q = (c -5)
5 C 

3.	 Let A be an N x N symmetric, positive definite matrix. Then we know t.hat solving 
Ax = b is equivalent to minimizing the functional F(x) := ~ (x, Ax) - (b, x), where 
(-, .) denotes the standard inner product. in R N . To solve the problem by rninimil-ation 
of F we consider the general iterative method X//+l = Xu + O:/ld/ I . 

(a)	 When X/I and d,/ are gi\'en, show thctt the value of 0:/1 which lllillilnin~s F(x/I+od/l) 
etS ;\ flll1"t.ioll of 0 is giH'll ill t('rl1ls of t.he residual 1'//: 

(1'/1' d/l) 
(1/1	 = 

(d,l Ad/I) . , 



(b) Let	 {dj}~~1 be an A-orthogonal basis ofRN
, (dj , Ad k ) = 0, j =F k. Consider 

the expansion of the solution x in this basis: 

N 

x = Lijdj. 
j=1 

Use that A-orthogonality of the dj to compute the i j in terms of the solution x 
and the d j 'so 

(c)	 Let X// denote the partial sum 

11-1 

XII := L xjdj , 1/ = 2,3, ... , 
j=1 

so that x lI+1 = XII + XI/d ,/ where the xII'S are the coefficients found in (b). Use 
that fact that XI/ E span{db d2 , . .. , d ll - 1 } and the A-orthogonality of the dj's 
to conclude that the coefficient XII is given by the optimal 0:1/, i.e., 

(r,/, d ll ) 
XII = 

(dl/' Adll ) 
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1. (a) Consider the boundary value problem 

-ul!(:z:) + b(x)u(x) = f(2"), 0 ~ X ~ 1 
(1) { u(O) = ul,u(l) = ur , 

where b(x), f(x) E e[O, 1], and b(x) ~ O. Formulate a difference 
method for the approximate solution of (1) on a uniform mesh 
of size h. Explain ho\v ul! (x) is approximated by a difference 
quotient. 

(b)	 Suppose b(x) = a and Ui = U r = a in (1). Formulate a finite 
element method for the approximate solution of (1) in this spe­
cial case, again on a uniform mesh. Using the standard "hat 
functions" basis for the finite element space, write out the finite 
element equations explicitly. Show that if an appropriate quadra­
ture formula is used on the right-hand side of the finite element 
equations, they (the finite element equations) are the same as the 
finite difference equations. 

(c)	 Show that the matrix in (b) is nonsingular. 

S..	 Consider the following dissipative initial value problem, 

y' + f (y) = 0, 0 ~ x ~ 1 
(2){ y(O)	 = Yo, 

where f : lR -+ lR is smooth and satisfies 0 ~ j'(y). 

(a)	 Write the Backward Euler Method for (1). This gives rise to an 
algebraic equation. Explain how you would solve this equation. 

(b)	 Derive an error estimate of the form 

where 11.;1 = maxo<x<ljyl/(x)l. Do this directly, not as an applica­
tion of a standard theorem. (Note that there is no exponential on 
the right hand side.) 

1 



teo	 This problem is concerned with Broyden's method for solving a non­
linear system of equations F(x) = 0: 

where Xo and Bo are given and the matrices {Bn } are defined by the 
recurrence 

(a) Show	 that if B is a nonsingular matrix, u and v are arbitrary 
vectors, and 1 + vT B-1u =I 0, then 

This is known as the Sherman-Morrison formula. 

(b)	 Use the result of part (a) to derive a representation for B;;l of the 
form 

(c) Explain how this representation	 can be used to derive an im­
plementation of Broyden's method. You may assume here that 
Bo = I. Outline the computational costs and storage require­
ments of this implementation. Why would you want to use this 
implementation instead of some other one? 

2
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INSTRUCTIONS: Results used, but not proved, must be stated clearly, indicating the as­
sumptions under which they are valid. 

1. Let a= XO<Xl < .. ·<Xn = b be a mesh on [a,b]. Let fi(x) be defined on [a,b] as follows: 

1. f i is piecewise linear on [a, b]. 
2. fi(Xi) = 1. 

3. fi(xj) = a (j =1= i). 

(a)	 Let f(x) be continuous on [a, b]. Determine the values of coefficients Ci such that the 
function 

f(x) = L
n 

Cifi(X)
 
i=O
 

satisfies f(Xi) = f(Xi)'
 

(b)	 Let h = maxi {Xi+l - xd· Let f be twice continuously differentiable on [a, b]. By 
deriving an upper bound on If(x) - f(x)J, where f is the function defined in part a, 
show that limh~O If(x) - f(x)1 = 0 and estimate the rate of convergence. You may use 
any results from polynomial interpolation theory. 

2. The following improper integral 1(1) is to be approximated using the following 2-point 
quadrature Q(1): 

00 

1(1) =1 f(x)e-Xdx ~ wd(xd + w2f(X2) = Q(1). 

(a)	 Determine the nodes Xl and X2 that maximize the polynomial degree of Q(1). 

(b) Having Xl and X2, compute the weights WI and W2· 

(c)	 Give an integral representation formula for the error E(1) = 1(1) - Q(1) (Hint: use 
Hermite polynomial interpolation). 

3. Let A, B E lRnxn be symmetric and positive definite matrices, and let b E lRn
. Consider 

the quadratic function Q(x) = ~xT Ax-xTb for x E lRn and a descent method to approximate 
the solution of Ax = b: 

Xk+l = Xk + O:kdk· 

(a)	 Define the concept of descent direction d k and show how to compute the optimal 
stepsize O:k. 

(b)	 Formulate the steepest descent (or gradient) method and write a pseudocode which 
implements it. 

(c)	 Let B- 1 be a preconditioner of A. Show how to modify the steepest descent method 
to work for B- 1 Ax = B- 1b, and write a pseudocode. Note that B- 1A may not be 
symmetric (Hint: proceed as with the conjugate gradient method). 
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1 . The solution (il: il) of the system of equations f(x) = 0, where 

f _ [	 sin x + cos 2y - x-I + 7f ] 

(x)	 - sin3x - siny + 2y - 27f ' x = [ ~ ] 

is to be computed by the iterative method 

(1) 

where
 
-2 0]


A = [ -3 3 . 

(a) Shon' that there is a 6 > 0 such that (1) converges provided Ixo ­
"711 < 6, !Yo - "711 < 6. You may use a standard theorem to prove 
this. 

(b) Pro,'e the convergence is quadratic. For this part give direct proof 
of quadratic convergence (do not just quote a general theorem). 

Hint: 0"ote that the Jacobian f' (x) is Lipschitz continuous. 

5.	 (a) Define the backward Euler method and trapezoidal rule for com­
puting the numerical solution to an initial value problem y' = 
f(t, y), y(to) given. 

(b)	 Consider the model problem y' = Ay, y(O) = 1, for t E [0, T], with 
A < O. For both the methods from part (a), derive expressions 
for the numerical solutions obtained for this model problem, and 
show that both numerical methods are convergent when applied 
to it. 

(c)	 Another desirable property for the numerical solution is for it to 
display behavior qualitatively similar to that of the exact solution 
for very large T, using as small a number of time steps as possible 
(so that IhAI may be large). 'Which of the two methods under 
consideration here does a better job with respect to this criterion, 
for the problem of part (b)? 

1 



~ Consider the boundary \"alue problem 

-u" + u = 1(:r), 0 ~ x ~ 1,u(O) = u(l) = 0_ (1) 

(a)	 Gi\-e a \"ariational formulation of (1), i.e.] express (1) as 

u E H, B(ou, v) = F(v), for all v E H. (2) 

Define the space H, the bilinear form B, and the linear functional 
F, and state the relation between (1) and (2). 

(b)	 \\"hat is meant by the finite element approximation, Uk, to the 
solution, u (h is the mesh parameter)? Is it guaranteed that Uk 

exists and is unique? \Vhat can be said about Ilu - uk/II = the 
error in the Sobolev space, HI(O, I)? 

(c) Letting e =	 u - Uh, show that 

and	 hence that 

2
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INSTRUCTIONS: Results used, but not proved, must be stated clearly, indicating the as­
sumptions under \vhich they are valid. 

1. This problem is about approximating mixed second derivatives by finite differences, 
which turns out to be useful in approximating Hessians. Let u be a continuous function in 
a neighborhood of the origin (0, 0) E ]R2. For h > asmall, consider the four points in lR2 

Xl = (h, h), X2 = (-h, h), X3 = (-h, -h), X4 = (h, -h). 

(a)	 Use Xl and X2 and polynomial interpolation to derive a finite difference approximation 
o;u(O, h) of oxu(O, h), along with an error estimate. Indicate clearly the regularity of u 
required for this estimate to hold. 

(b)	 Derive a similar approximation o;u(O, -h) for oxu(O, -h) using X3 and X4. 

(c)	 Combine o;u(O, h) with o;u(O, -h) appropriately to obtain a finite difference approxima­
tion O;yu(O, 0) of oxyu(O, 0). Prove an error estimate and indicate clearly the regularity 
of u required. 

2(a). State the vVeierstrass approximation theorem for functions defined on [0,1]. 
2(b). Let 

be a sequence of integration formulas with the following properties: 

1. The weights w~n) are nonnegative. 

2. x~n) E [0,1]. 

3. Qn (p) = 1(p) for all polynomials p of degree not greater than n. 

Prove that for any function f that is continuous in [0,1] we have 

lim Qn(J) = 1(J). 
n-oo 

[Hint: First show that w~n) :::; 1.] 

3. A rotation in the (i,j)-plane (i < j)is an identity matrix whose (i,i)-, (i,j)-, U,i)-, and 
U, j)-elements have been replaced by c, s, -S, c, where c2 + S2 = 1. 



a. Show that for any x, y E lR there is a 2x2 plane rotation R 12 such tha~l 

Give pseudocode for a program rotgen ex, y, c, S, nu) that generates the appro­
priate c and s from x and y and also returns 1/ = Jx 2 + y2. 

b.	 Let A be an (n + l)xn upper Hessenberg matrix (i.e., A is zero below its first subdi­
agonal). Give pseudocode for an algorithm that reduces A to upper triangular form 
by premultiplication by n plane rotations. 

c.	 Give the number of additions and multiplications required for the algorithm in part b. 
Give only the highest order term in n. 
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4.	 Suppose F : nn --+ nn has a zero, x': F(x') = O. Suppose the Jacobian 
F'(x-) is nonsingular and F'(x) is Lipschitz continuous. Consider the 
variant of Newton's method for computing x', namely 

where B(xd is a matrix that represents an approximation to the inverse 
of the Jacobian, F'(Xk)-l. Assume B(x) satisfies 

III - B(x)F'(x')11 ~ a, 

where a is a positive constant less than one. Prove that the errors 
ek = x· - Xk satisfy 

where c is a constant. 

S-.	 Consider the initial value problem 

y' = f(t, y), y(to) = Yo, 

where we assume f(t, y), ft(t, y) = af1~'Y), and fy(t, y) = af~~Y) are 

continuous on the strip 5 = [to, b] x R, and Ify(t, y)1 ~ K on S. Suppose 
we approximate the solution y(t) by the Euler Method: y(ti) ;:::::: Yi, 
where Yi is the Euler approximation at ti = to + ih, i = 0,1, ... , n, 
where h = b-to. 

n 

(a)	 Establish the relation 

where ~i is between ti and ti+1 and TJi is between y(ti) an d Yi. 
Note that (1) can be written 

Global Error at ti+ l = [1 + hfy(ti ,TJi)] x Global Error at ti 
+	 (Local Truncation Error at ti); 

1 + hfy (ti, TJi) is called the amplification factor. 

1 



(b)	 Use the relation in (1) to prove that 
~ \b- b/)J 

ivrr:;:-­
Iy(ti ) - yd ::; ·-2-' for i = 1, ... ,n, 

where M is an upper bound for ly"(t)l, for to ::; t::; b, provided 

2 
fy(t,y)::; 0, for (t,y) E S, and °< h < K. 

Recall that K is a bound on Ify(t, y)l· 

(P.	 Let u(x) denote a function on the interval (a,b) such that u(a) = 0 and 
u' (x) 2 is integrable. 

(a)	 Prove that 
[b -	 aj21bI

b 
u(x?dx ::; u'(x)2dx. 

a	 2 a 

(b)	 Derive a matrix analogue of this relation when it is applied to a 
function 

n 

Uh(X) = L Ui¢i(X) 
i=l 

determined from a finite element discretization with piecewise lin­
ear basis functions (the usual hat functions) defined on a uniform 
mesh. That is, derive matrices A and jv! such that the result from 
part (a) leads to 

(b -	 a)2
(lv!u, u) ::; 2 (Au, u) 

where u is the vector of coefficients defining Uh. Show the precise 
structure of A and IV!. 

(c)	 Use Gerschgorin's Theorem to show that 

(Au, u) h- 2::;c,( . 
iVIu, u) 

where c is independent of the discretization mesh size h. 

Note: For parts (b) and (c), you may assume for simplicity that 
a Dirichlet condition u(b) = 0 holds at the right endpoint. 

2 
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1. 

a.	 Let X be an nxp matrix of rank p. Given an n-vector y show that the 
2-norm of the residual r = y - Xb is minimized when r is orthogonal 
to the columns of X. Deduce that the solution b satisfies the normal 
equations (XTX)b = XTy. You may assume there is an orthogonal 
matrix whose first p columns form a basis for the column space of X. 

b.	 Let x be an approximate eigenvector of A. Determine J.L such that the 
residual r = Ax - J.LX is minimized. 

2.	 Suppose there is a quadrature formula 

b n1f(x) dx ~ waf(a) + wb!(b) + L Wjf(Xj) 
a	 j=l 

which produces the exact integral whenever f is a polynomial of degree 
2n + 1. Here the nodes {Xj }j=1 are all distinct. Prove that the nodes lie in 
the open interval (a, b), and the weights Wa, Wb and {Wj }j=1 are positive. 

3.	 Let A be a symmetric matrix of order n. 

a. Let VI be an arbitrary vector in IRn with IIvIl12 = 1, and let V-I = 0 E IRn. 
Consider the three-term recurrence 

where l'j+1 is chosen so that IIvj+1112 = 1 You may assume that k < nand 
the process does not "break down," i.e., Vj # 0 for j ~ k. Show that OJ can 
be chosen so that the generated vectors {Vj} satisfy (Vj, vd = 1 for j = 
and 0 for j # i. 

1
 

i 



b. Now consider the linear system of equations Ax = b, and let VI = b/llbl12 
in the algorithm above. Show that an approximate solution 

k 

Xk = Lajvj (1) 
j=l 

whose residual Tk = b - AXk is orthogonal to span{ VI, V2, ... ,vd can be 
constructed by solving a system of equations 

for the vector of coefficients a in (1), where Tk is a tridiagonal matri..x of 
order k and el is the unit vector (1,0, ... ,of. 

2
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INSTRUCTIONS: Results used, but not proved, must be stated clearly, indicating the assumptions under 
which they are valid. 

1/. The Newton method is used to approximate the zero of the function f(x) = tan(x/5), with starting value 
Xo = 5. The results are reported in the following table 

Xk 

5.0000000e + 0 
2.7267564e + 0 
5.0937737e - 1 
3.5171112e - 3 
0.1160185e - 9. 

(a) Write the Newton method for this function and explain why the iterates are monotonically decreasing 
towards the zero x. = O. 
(b) Define the concept of quadratic rate of convergence, and check whether the above method converges 
quadratically or not. 
(c) Use Taylor expansions to find the actual rate of convergence (do not just quote a theorem). Explain the 
Newton method in geometric terms, and use this construction to explain the rate of convergence. 

s: Let u : [0,1]2 -+ JR be the solution of the heat equation: 

Ut - Uzx = f(t, x), t,x E (0,1) 

u(t,O) = u(t, 1) = 0, tE(O,l) 

u(O, x) = uo(x), x E [0,1]. 

(a) Write this equation in operator form as Ut + Au = f, where Au = -U""". Write the (backward) implicit 
Euler method for the ODE Ut + Au =f with constant stepsize T. 

(b) Discretize the term Au of (a) via centered differences on a uniform partition of [0, 1] with meshsize h. 
(c) Let Un = (Ur)f=l be the nodal values of the discrete solution at time step n for 1 :s n :s N. Show that 
un solves a system MUn = b n - 1 with matrix M satisfying 

mii > I: Imijl, 
#i 

(d) Show that uo,/ ~ 0 imply U[' ~ 0 for all n, i. 

(g. Let y(t) be the solution of the scalar initial value problem y' = f(t, y) with y(O) = Yo· Let {Yn}~=o be 
the solution of the following Runge-Kutta method 

k1 = f(tn' Yn), 

k2 = f(tn + h, Yn + hkd, 
h 

Yn+l = Yn + 2'(k1 + k2 ). 

(a) Define truncation error Tn on the interval [tn, tn+tl. 
(b) Show that Tn = O(h3 

) provided f E C 2
• What would be the order of Tn if f E C k with k < 2? 

(c Derive a global error estimate and establish the global rate of convergence. Sketch a proof. 
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1. Let A be a nonsingular matrix, and let A = Q - R be a splitting such 
that the eigenvalue of Q-l R with ma:ximum modulus, denoted p( Q-l R), is 
less than l. 
a. What is the stationary iterative method based on this spl.itting for solving 
Ax = b? 
b. Let x(m) denote the mth iterate. Suppose that Q-l R = 5DS- 1 where 
D is diagonal. Prove that 

log(~(5)/E) 

-log(p(Q-1R)) 

iterations suffice to reduce the relative error IIx - x(m) 1/2/llx - x(O) 112 to E. 

Here ~(5) = 115112 iIS- 11/2. 

2. Consider the polynomial recurrence 

Pk+l(X) = (x - Q:k+dpdx) - 13k 
2+lPk-l(X), k = 0,1,2, ... 

where Po = 1, P-l = 0, and Q:k and 13k are scalars. 
a. Show that the roots of pdx) are the eigenvalues of the tridiagonal matrix 

Q:l 132 
(32 Q:2 133 

13k-l Q:k-l 13k 
13k Q:k 

b. Derive conditions on Q:k and (3k such that the polynomials satisfy 

1 Pi(X)Pj(X) dx = 0, i i= j. 
/ -1 

Of what use are the roots in this case? 

3. Determine a and b such that ax + b is the best co-norm approximation 
to x2 on [0,1]. 

1 
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INSTRUCTIONS: Results used, but not proved, must be stated clearly, indicating the assumptions under 
which they are valid. 

if. Suppose f : IRn ~ IRn is of class C2 , suppose f(x") = 0, and suppose the Jacobian Df(x") is positive 
definite. For A a real parameter, consider the iteration: 

(1) 

(a) Write sufficient conditions for this iteration to converge locally; specifically, determine the range of ,\ for 
which (1) converges. 
(b) Is it possible to choose A in such a way that convergence is superlinear? 
(c) Suppose A is replaced by a matrix A k E jRnxn. How would you choose A k to achieve quadratic conver­
gence. 

5: Let f IR ~ IR be smooth, and u : [0, 1] ~ !R be the solution of the periodic 2-point boundary value 
'problem 

-u" = f(x) 0 < x < 1, u(O) = u(l), u'(O) =u'(l). (2) 

(a) Show that for this problem to have a solution, f must satisfy the compatibility condition 

11 

f(x)dx = O. 

Show that in this case, the kernel of this problem, ·i.e., the space of solutions corresponding to f(x) = 0, is 
the space of constant functions. 
(b) Discretize (2) using finite differences on a uniform partition Xo = 0 < Xl < ... < XN-l < XN = 1 with 
meshsize h. \Vrite the resulting system in terms of the unknown nodal values U = {Un}~=l' Note that this 
requires eliminating the unknown Uo· 
(c) Show that the system can be written so that the resulting matri.."X A is symmetric; display A, showing 
the pattern of zero and nonzero entries. Show that A is singular, and find its kernel (nullspace). 
(d) Find a discrete compatibility counterpart of (a) for the discrete problem AU = F to have a solution. 

G. Consider the following implicit method for the initial value problem y' = f(t, y) with y(O) = yo: 

where h > 0 is the constant stepsize. Assume that the ODE is dissipative, i.e ... ~ SO. 
(a) Show that the nonlinear algebraic problem involving Yn always admits one and only one solution. Note 
that h is not assumed to be small here. 
(b) Define the local truncation error Tn on the interval [tn-I, tn ], and find its order, provided f E C"!. 
(c) Show that the error en = y(tn) - Yn between the exact solution y(tn) and the corresponding approximate 
solution Yn obeys the following relation: 

(d) Deduce the error estimate 
LV 

leNI S L ITnl 
11=1 

(with stability constant = 1), and derive the global rate of convergence, provided f E C 2 
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1. Let Cia. b] denote the set of all real-valuee! functions derilwe! (wd continuous on a closed 
inten'al [a. Ii]. Let (i E ('[0. Ii] be positin' everY\\'here in [a. b]. 

lao (lOrlt,) Let f E Cia. b]. For each integer /I 2: O. let P" E :Pn be the best uniform 
approximation of f in Y" on [a. h]: 

tJqrl E :P1l • 

\\·here :P" is the set of all real polynomials of degree S; n. Sho\\' that 

}~12: l b 

(i(.r)[I(.I') - PIl(·I'Wd.l' = O. 
. " 

lb. (GO%) Let {Qn}~o be a system of polynomia.ls. \\'ith c1egQ" = /I for each 11. orthogonal 
\\·jeh respect to the inner product 

(g. Ii) = .lb p(.l')g(.r)h(.r) d.r \/g,1I E C[o. b]. 

For a fixed integer /I 2: :2. let .1'1,'" ..1'" be the n distinct roots of QIl in (a. Ii). Let 

(.1' - .r[)·" (.1' - .r~·_I)(:r - .1'1<+1) ... (.1' - .1',,)
Id .1') = ~. = 1.. .. ,11.

(.1' k - .1' I) ... (.1' k - .1' k-I ) (:1' k - :1' k+ 1) ... (.1' k - .1'" ) . 

Sho\\' tha.t 

1 S; j < k S; /I, 

and that 
" b bf;./ p(.r) [ld.r)]2 d:r = ./ p(.r)d:r. 



2. The trapezoidal nlllllE'I"ical integration rule on a closed intcn'al [rl. b] is gi\'en hy 

o I 
.j(/ f (.r ) d.r ~ 2(b - 0) [I ((l) + f (h)] . 

Let f : [a, h] --? ~ be twice continuously differentiable. 

2a. (:jO%) Prove thel! there e~ists (E (u,b) such that 

b l1f(·r) d.r = ~(b - u) [I(a) + I(h)] - t2(h - Oflf"(()· 

2b. (:jO%) Let :\ ~ I be an integer, h = (b - (l )/,V, and .r/; = u + I.:h, I.: = O..... !\". Pro\'e 

the following error formula for the composite trapezoidal numerical integration rnle 

,b {I ,\"-I} (b )j'"( ). 1" ~ • - a 'I ') 
• II .I (.1' )d.l' = :2 [./ ((l) + .I (h)] + h ~ .I (.1'd - 1:2 h- . 
/ 

where 'I E (a, b) depends on f. 

:3. Suppose that A E ~'''Xll.,r E :~Il. and b E ~m, \\'jth m ~ n. Consider the problem 

min 11,-\.1' - bll 2 + /\11.1'11 2 

l' 

where /\ is a real scalar. 

:3a. (:50%) De\'elop an algorithm to solw the problem if /\ > O. 

:3b, (20%) \Vhat is the highest order term in the operations count for your algorithm? (You
 
do not need to compute the constant in front of the po\\'ers of rn and n.)
 

:3c. (:30%) In what \\'ay is the problem changed if /\ < O?
 

') 
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Clearly specify all the theorems you use. 

1.	 Let A be the n x n tridiagonal matrix with values 4 on the diagonal, and values -1 above and below 
the diagonal. Let x E [Rn and consider the nonlinear system 

(1) 

with b E [RTl. We consider the iteration method x(k+1) T(X(k l ) where the iteration function 

y = T(x) is defined implicitly by 

Yf)	 (2)4y + y~ = (41 - A)x + b(
(a)	 ShO\v that the system (2) alw'ays has a unique solution Y E [Rn for any given x, bE RTl. 

(b)	 Show that T satisfies IIT(x) - T(Y)lloc ~ ~llx - ylloo for .1:, Y E [Rn. (Hint: Express T(x) In 

terms of the inverse function of 1jJ( t) = 4t +- t3 .) 

(c)	 Use (b) to show that the system (1) has a unique solution :1:. E IR". Let x(O) E JR.n and 
x(k+1) = T(x(k)). Prove an estimate which shows how Ilx(k) - x.lloo decreases for k -t 00. 

2.	 Consider the initial value problem y' = j(x, Y), y(O) = a and the multistep method \vith constant 
stepsize h 

where X n = nh. 

(a)	 Assume that Yn-1 = y(xn-d, Yn = Y(x n) and show that IYn+l - y(xn+dl :s Ch3 for some 
constant C > 0 independent of h, provided that j(x, y) is sufficiently smooth. Assuming the 
method is stable, what is its order of convergence? 

(b)	 Let j(x, y) = 4y. Determine whether we have sUPn>O IYnl < 00 for all initial values (i) in the 
case h = 1, (ii) in the case h = ~. ­

3.	 Consider the boundary value problem 

-u"(x) + u(x) = j(x), XE(O,I)	 (3) 

with periodic boundary conditions 

u(O) = u(I), u'(O) = u'(I) (4) 

Consider the function space V = {v E H 1(0, 1): v(O) = v(I)} and the variational formulation 
1	 1 

Find u E V such that for all v E V: 1(u'(x)v'(x) + u(x)v(x)) dx =1j(x)v(x)dx (5) 

(a)	 Let u E C2[0, 1] be a solution of (5). Show that u is a solution of (3), (4). 

(b)	 Let h = liN with N E N. We partition [0,1] into N subintervals of length h. Let Vh be the 
subspace of the space V consisting of piecewise linear functions on this partition. 'What is the 
dimension of Vh ? Give a basis of Vh consisting of functions of smallest support (nodal basis 
functions) . 

(c)	 Give the finite element formulation corresponding to (5). Let U be the coefficient vector of u 
with respect to the basis. Determine the stiffness matrix A and the right hand side vector F 
so that the finite element solution satisfies AU = F. Give explicit values (in terms of N) for 
all entries of the stiffness matrix A. 
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Clearly specify all the theorems you use. 

4. Let A be the n x n tridiagonal matrix with values 4 on the diagonal, and values -1 above and below 
the diagonal. Let x E IRn and consider the nonlinear system 

(1) 

with b E IRn. We consider the iteration method x(k+l) T(X(k)) where the iteration function 

Y = T(x) is defined implicitly by 

(2)4y + c;) ~(4I-A)x+b 
(a)	 Show that the system (2) always has a unique solution y E lRn for any given x, bE IRn . 

(b)	 Show that T satisfies liT(x) - T(Y)lloo ::; illx - ylloo for x, Y E IRn. (Hint: Express T(x) In 

terms of the inverse function of 'lj;( t) = 4t + t3 .) 

(c)	 Use (b) to show that the system (1) has a unique solution x. E IRn. Let x(O) E lRn and 
x(k+l) = T(x(k)). Prove an estimate which shows how Ilx(k) - x.lloo decreases for k ~ 00. 

5. Consider the initial value problem y' = f(x, y), y(O) = a and the multistep method with constant 
stepsize h 

where X n = nh. 

(a)	 Assume that Yn-1 = y(Xn-1), Yn = Y(x n ) and show that IYn+l - y(xn+l)1 s Ch3 for some 
constant C > 0 independent of h, provided that j (x, y) is sufficiently smooth. Assuming the 
method is stable, what is its order of convergence? 

(b)	 Let f(x, y) = 4y. Determine whether we have sUPn>O IYnl < 00 for all initial values (i) in the 
case h = 1, (ii) in the case h = ~. ­

It.. Consider the boundary value problem 

-ul/(x) + u(x) = j(x), x E (0,1) (3) 

with periodic bo'undary conditions 

u(O) = u(l), u'(O) = u'(l) (4) 

Consider the function space V = {v E H1(0, 1): v(O) = v(l) } and the variational formulation 
1	 1 

Find u E V such that for all v E V: 1(u'(x)v'(x) + u(x)v(x)) dx =1 j(x)v(x)dx (5) 

(a)	 Let u E C2 [0, 1] be a solution of (5). Show that u is a solution of (3), (4). 

(b)	 Let h = liN with N E N. We partition [0,1] into N subintervals of length h. Let Vh be the 
subspace of the space V consisting of piecewise linear functions on this partition. vVhat is the 
dimension of Vh ? Give a basis of Vh consisting of functions of smallest support (nodal basis 
functions) . 

(c)	 Give the finite element formulation corresponding to (5). Let 0 be the coefficient vector of u 
with respect to the basis. Determine the stiffness matrL'<: A and the right hand side vector f 
so that the finite element solution satisfies AO = F. Give explicit values (in terms of N) for 
all entries of the stiffness matrix A. 
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1. Let.-1 E nmxn be a matrix of rank n. Let C = (.-1 1' A)-1 be the variance­
covar'iance matrix. Suppose that we have a QR factorization (Q E nmxn with 
orthonormal columns. R E nnxn upper triangular) of A ct\·ailable. 

lb. (-10%) Give all efficient algorithm for computing the main diagonal of C, gin~1I 

R. 

Ie. (.30%) \\'hat is the relation of C to the normal equations for the least squares 
problem 

min IIAx - bll ? 
x 

2a. (50%) Let X = [,\1, S2] be a nonsingular n x n complex matrix. Let A be an 
n x n complex matrix. and suppose AX1 = X 1"1. Show that 

for some matrices Band C. 

2b. (50%) Prove that each eigenvalue of M and each eigem'alue of C is an eigen­
value of A. Choose an eigenvector of Ai and express an eigenvector of .-1. in terms 
of it. Repeat for an eigem'ector of C. 

3a. (20%) Write dO\m the compound trapezoidal rule for approximating the 
integral 

1(1) = 1& f(.r)d.r 

Use n + 1 function evaluations. 

3b. (:30%) vVrite dowll the error formula for your formula from part a. 



:3c. (50%) Sketch the details of a computer program that uses the compound 
trapezoidal rule to produce an approximation Q(J) for I(J) such that II(J) ­
Q(J) I < t for some parameter f provided by the user. ~Iake sure that you make 
efficiellt use of function values. 



CMSC/MAPL 667
 
Comprehensive Exam
 

August 2000
 

Problem 1 
Let G: R n 

~ Rn be continuously differentiable and have a fixed point :r •. For some 
starting point :ro consider the iteration 

1.:=0,1,:2 ... 

(a) Define the concepts of global and local convergence for the iteration. 
(b) Show that if in the matrix I-norm, 11·lh, we have IIG'(:l:~)111 < 1, then the iteration 
converges locally. 
(c) The mapping 

G(;e. ) = (O'(:h.2 + 3:r + y - 1)) 
,y 1+o(:r3 -y+1) 

has the fixed point 

for any value of the parameter o. For which values of 0 does the local convergence 
result apply? 

Problem 2 
Consider the boundary' value problem 

-u"(:r)+1l(x)=f(x) 
(1) { u(O) = 0, u'( 1) = 2, 

where f E L 2(0, 1). 
(a) Derive the variational formulation of (1), defining precisely the bilinear form, the 
linear functional, and the function spaces. 

(b) Given a partition C:.h = {O = Xo < Xl < ... < X n = I}, with h = maxi=I .....n(Xi­

Xi-1), define the finite element approximation Uh to u using continuous, piecewise linear 
approximating functions. 
(c) State the standard estimate, in terms of a power of h, for the finite element error, 
e = U - Uh, in the HI-norm. Include a statement of any regularity assumptions the 
solution U should satisfy. 

1 



2 

•
 

(d) Letting B be the bilinear form in the variational formulation of (1), show that 

Hint: Recall the basic orthogonality property of llit. 

Problem 3 
Consider the initial value problem 

yl = fix, y) 
( I ) { v(n)=A, 

where f(:I:,y) is defined on [a,b] x R. For appro:..:jmating of the solution y(:r) of (I). 
consider the Taylor Series \Iethocl, 

.1."0 = a, Yo = A 

.1:'+1 = :1:, + h (2) 
{ 

V'+I = y, +h<P(Xi, Yi, h, f), i = 0,1,'" , 

w'here 

h 
iJ>(.I:,y,h,f) == f(:r,y) + -::;J(I)(x,y), 

where 

f(l)(x. V) = fx(x, y) + fy(x, y)f(x, V)· (4) 

iJ> is an approximate slope. We also consider the exact slope, defined by 

~(x, y(x), h, f) = y(x + h~ - V(x). (.5) 

(a) Show that the method is of order 2 (for the solution y(x)), i.e., that there is a 
positive constant C such that 

l<p(x,y(x),h,f)- 6(x,y(x),h,f)1 ~ Ch2 
, for all a ~ x ~ b - h. (6) 

C will depend on y( x); you will need to assume f( x, y) has bounded partial derivatives 
of orders ~ 2. Hint: Show that y"(x) = f(1)(x,y(x)). 

(b) In what follows you may assume that <p(x,y,h,J) is Lipschitz continuous in y, i.e., 
that 

1iJ>(x, y. h, J) - iJ>(x, y, h, f)1 ~ ]( Iii - yl, Vy, ii E R. (7) 



3 

Here is an outline of the proof that 

(8 ) 

Complete the proof: specifically. answer questions (i). (ii). and (iii). 

(i) Show that 

y(.l:i+il = Y(·l:il + h~(·l:,·Y(·'l:i),h.j). (9) 

(ii) Letting ei = y(.l:,) - Yi. use (2).(9). (6). and (I) to show that 

(10) 

(iii) Shmv that (8) follows from (10) and the 

Lemma. Suppose do. cl l .··· is a nonnegative sequence satisfying 

di +1 S (1 + b)d, + .11. i = 0, 1. . . . . 

for some b. M 2:: O. Then 

ibe - 1 
diS M b .i=O.I,···. 

(You do not need to prO\'e the Lemma.) 
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CMSC/MAPL 666
 
Comprehensive Exam
 

January 2000
 

1.	 Let (50%) f be a function with 3 continuous derivatives_ Let q be the quadratic 
polynomial that interpolates f at Xo < Xl < Xz- Let h = ma."'«(xl - Xo, Xz - Xl) and 

ma.'( 1J'''(x) I = K. 
XOSXSX2 

(a)	 Show that
 
ma.x If"(x) - q"(x)1 S; ChCl 

,
 

XOSXSX2 

where C > 0 depends only on K and determine 0i. (Hint: the key to this is to 
prove that f"(x) - q"(x) vanishes at some point in [xo: xz] . The result can then 
be obtained by integration. ) 

(b) (50%) Now suppose h	 = Xz - Xl = Xl - Xo and f has 4 continuous derivatives. 
In	 this case show
 

If" (x d - q" (x 1) I S; C'hf3
 

where f3 > o. What is C' in terms of the derivatives of f ? 

2. 
(a) (40%) Find {PO,Pl,PZ}	 such that Pi is a polynomial of degree i and this set is 

orthogonal on [0, co) with respect to the weight function w(x) = e- X 
• (Note: 

Jooo xTle- X dx = n!: O! = 1.) 

(b)	 (60%) Derive the 2 point Gaussian formula 

1= f(x)e- X dx ~ wlf(xd + wzf(xz) 

l.e. find the weights and nodes. 

3.	 Let A be an n x n nonsingular matrix, and consider the linear system Ax = b. 

(a)	 (30%) vVrite down the Jacobi iteration for solving Ax = b, in the way that it 
would be programmed on a computer. 

(b)	 (30%) Suppose A has m nonzero elements with m « n 2 . How many operations 
per iteration does the Jacobi iteration take? 

(c)	 (40%) Assume that A is strictly diagonally dominant: for i = 1 ... , n, 

Tl 
laiil > :L laijl· 

j=l,j-,fi 

Show that the Jacobi iteration converges for any initial guess x(O). (Hint: You 
may use Gerschgorin's theorem without proving it.) 



CMSC/MAPL 667
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January 2000
 

1.
 
(a) (30%) Verify that the calculation ofl/a, where a is a non-zero scalar, by Newton's 

method corresponds to the iterative method 

(1) 

(b) (30%)	 By considering the successive residuals Tk = 1 - aXk show that (1) is 
convergent if and only if 0 < axo < 2. 

(c)	 (40%) In analogy to (1) construct an iterative method for finding the inverse of a 
nonsingular matri...x A and give necessary and sufficient conditions for convergence 
in terms of the initial guess X o. 

2.	 The modified Euler method for the initial value problem 

Y' = f(x, y), y(xo) = Yo 

is given by 
1 1 

Yn-H = Yn + hf(xn + "2 h ,Yn + "2hf(xn, Yn)). 

Give a direct proof that this method is convergent. Do not quote any theorems. \vnat
 
is the order of the method?
 
Hint: For this you will need to compute (or estimate) the local truncation error.
 

3.	 Set I = (0,1). Let {O = Xo < Xl < .. - < X n = I} be a partition of I. Set 
hn = Xn - Xn-l. Let Vh be the finite element space 

where P l is the space of first degree polynomials. Let {<Pn}:= 1 be the canonical basis 
of Vh . Consider the functional J : Vh -+ R defined by 

11 1 
v H J(v) = (_(V')2 - fv) dx, 

o 2 

where f E L 2 (I). 

(a) (20%) Ifv = L~=l vn<Pn E Vh and ii = {Vn}:=l' then instead of J we can consider 
F	 : R n -+ R where
 

ii H F(ii) = J(v).
 



Compute the gradient of F. 

(b) (20%) Let Uh = L~=l un¢>n be a minimizer of J: 

Determine an equation satisfied by Uh or equivalently U, and relate to the piece­
wise linear finite element approximation of a two-point boundary value problem. 
Find the corresponding boundary conditions. 

(c) (30%) Show that Uh, or equivalently u, exists and is unique. 

(d) (30%)	 If U is the solution of the two-point boundary value problem, derive the 
error estimate 
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CMSC/MAPL .666
 
Comprehensive Exam, August 1999
 

1.	 The idea of this problem is to give a direct proof of the uniqueness of the natural cubic 
spline interpolating data points (xo, Yo), (Xl, Yd,···, (xn,Yn) with Xo < Xl < ... < Xn· 
The only analytic tool you will need is Rolle's theorem. 
So suppose Sl(X), S2(X) are natural cubic spline functions satisfying 

Sl(Xi) = S2(Xi) = Yi, i = 0,1, ... , n, S;' (xo) = S;' (xn) = 0, j = 1,2. 

Let	 S(x) = Sl(X) - 52(x). 
(a)	 Show that S(x) is a natural cubic spline function. 
(b)	 Show that 5"(x) has at least n - 1 zeros on (xo, X T.) and therefore at least n + 1 

zeros on [Xo, Xn]. 
(c)	 Show that there is an i, 0 ::; i ::; n - 1 such that 5(x) == 0 on [Xi, Xi+l]' 
(d)	 Show S(x) == 0 on [xo, xn] and therefore Sl(X) == S2(X) on [xo, Xn]. 

2.	 Let 
n 

a ::;	 Xn,k ::; b 
k=l 

be a sequence of integration rules. 
(a)	 suppose 

(1) 

and 

L
n

IWn,kl ::; lvI, n = 1,2," . (2) 
k=l 

for	 some constant lvI. Show that 

lim	 In(J) = jb f(x) dx for all f E era, b] 
n ..... oo a 

(b)	 Show that if all Wn,k > 0 then (1) implies (2). 

3.	 Suppose A. E Rnxn is symmetric and positive definite. Consider the following itera­
tion: 

..10	 = A 

fork=0,1,2,···
 

Ak = LkL[ (Cholesky)
 

Ak+l = L[Lk
 

Here L k is lower triangular with positive diagonal elements.
 



(a)	 Show that Ak is symmetric and positive definite (so that the iteration is well 
defined) and similar to A. 

(b)	 Show that if 

.4= (a b)
be' a~c 

has	 eigenvalues A1 ~ A2 > 0 then the A k converge to diag(A1' A2)' Hint: Carry 
out	 one step of the iteration and compare the elements of A 1 to those of Ao. The 
result follows from basic facts of analysis and matrL'<: theory. 



CMSC/MAPL 667
 
Comprehensive Exam
 

Fall 1999
 

INSTRUCTIONS: Results used, but not proved, must be stated clearly, indicating the 
assumptions under which they are valid. 

1. Let 9 : R -+ R be a C l function with g(a) = a. 
(a)	 Suppose Ig' (a) I < 1. Prove that if Xo is chosen sufficiently close to a the iterations 

n =	 0,1, ... (1 ) 

converge to a 
(b)	 Suppose 9 E C 2 with g(a) = a,g'(a) = O. Show that the convergence of (1) is (at 

least) locally quadratic. 
3(c)	 By consideration of the function g( x) = x - x : a = 0 show that the condition Ig' (a) I < 

1 is not neccessary for the convergence of (1). 

2. Given the ordinary differential equation y' = j(x, y), consider the two-step method 

n ?	 1 (2) 

(a)	 Define truncation error and compute its order for (2). 
(b)	 State the root condition and prove that (2) is unstable. Explain why the global error 

diverges even though the local error tends to 0 wben h .J,. O. 
(c)	 Construct an explicit example of divergence. 

3. Consider the following boundary value problem in (-1: 1): 

-{a(x)u')' = j(x), u(-l) = 1, u'(l) = -1,	 (3) 

with piecewise constant coefficient a 

-1	 < x < 0 
a(x) = { ~: O<x<l. 

Let Xo = -1 < Xl < ... < XN = 1 be a (non-uniform) partition of (-1,1) containing the 
origin. Let hn = X n - Xn-l and h = maxl~n~N hn be the meshsize. 
(a)	 Derive a variational formulation for (3) in the original variable u, indicating the bilin­

ear and linear forms as well as the function spaces (do not change variables to make 
the boundary conditions zero). State and verify the assumptions of the Lax-Milgram 
Lemma. 

(b)	 Let V h (a) be the finite element space of continuous piecewise linear functions v(x) 
over the above partition such that v( -1) = a. Write the corresponding discrete 
problem and find the matrix equation. Indicate clearly the spaces where the discrete 
solution Uh and test functions belong. 

(c)	 Show that the discrete problem admits a unique solution Uh. 

(d)	 Show that Uh is the piecewise linear interpolant of U (Hint: integrate by parts). 
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3.	 Use a different sheet (or different set of sheets) for each 
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your name)on the top of every sheet. 

4.	 Keep scratch work on separate sheets. 

5.	 There is a four hour time limit. 
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1.	 Suppose {1>O(X),1>l(X), ... ,1>n(x)} is a set of functions with the property that given 
any set of n + 1 distinct numbers xo, Xl, ... , Xn and numbers fo, iI,· .. , fn, there is a 
unique function 

<I>(X) = L
n 

CYi1>i(X) 
i=O 

such that <I>(Xk) = h, k = 0,1, ... , n. Suppose {-lj;o(Y), 'l/Jl(Y),"" 'l/Jm(Y)} is a set of 
functions with the same property (with n replaced by m). Show that if we are given 

Xo, Xl,·· ., Xn, with Xi #- Xj for i #- j,
 

Yo, Y1,"" Ym, with Yi #- Yj for i #- j,
 

and numbers lij, i = 0, 1, ... ,n, j = 0, 1, ... ,m there exists a unique function of the 
form 

<I> (x, y) = L L CYv~1>v(x)'l/J~(Y) 
v=o~=o 

with <I> (Xi ,Yj) = fij, i = 0, 1, ... , n, j = 0,1, ... m. 

2. 
(a)	 Assume that f(x) is continuous and j'(x) is integrable on [0,1]. Show that the 

1
error En in the n-panel trapezoid rule for calculating Jo f(x) dx can be written 
as	 

11 

En(J) = G(t)J'(t) dt 

where 
tj_l+tj

G(t) = 2 - t for tj-1 ~ t ::; tj, j = 1, ... , n. 

= x et(b)	 Apply the result of (a) to f(x) for 0 < CY < 1 to obtain a rate of convergence. 

3. 
(a)	 Define the explicitly shifted QR algorithm for finding the eigenvalues of a matrix 

A. 
(b)	 Show that the explicitly shifted QR algorithm produces a sequence of matrices 

A k which are similar to A. 
(c)	 Assume A is upper Hessenberg. Show how to impliment the explicitly shifted QR 

algorithm by using plane rotations. 



(d)	 Consider one step of the explicitly shifted QR algorithm applied to Ak with shift 
ann (the (n,n) element of Ak ). After premultiplication by the first n-2 rotations 
we arrive at a matrix of the form 

* * * * * * 
0 * * * * * 
0 0 * * * * 

0 0 0 * * * 
0 0 0 0 a b 
0 0 0 0 E 0 

where E will be small if the algorithm is converging. Suppose a >> E. Show that 
after the complete QR step, the (n, n - 1) element of Ak +1 will be given by 

Conclude that the explicitly shifted QR algorithm will tend to converge quadrat­
ically. 



MAPL 667 QUALIFYING EXAM (SPRING 1999)
 

INSTRUCTIONS: Results used, but not proved, must be stated clearly, indicating the 
assumptions under which they are valid. 

1. Consider the minimization problem min(x,y)ER2 f(x, y) ",,'here 

(a) Write the algorithm for one step of a Newton method with backtracking for 0: > 0. 
(b) Find the rate of convergence to the absolute minimizer (0,0) for 0: > 0. 
(c) Would backtracking be sufficient to make the method of (a) converge locally to (0,0) 
if 0: = O? Explain. 

2. Let A E R 2X2 be a diagonalizable matrix with real eigenvalues AI, A2 < 0. Let x(t) E R 2 

be a solution to the linear 1st order system of ODEs 

X' = Ax. 

(a) Write the equations for one step of the Forward Euler Method, the Backward Euler 
Method and the Trapezoid Method for this system. Indicate which methods are explir:it 
and which are implicit, and why. 
(b) Find suitable restrictions on the time-step h in terms of AI, A2 for each method to be 
absolutely stable. To this end, introduce a change of variables x = Py, where P is the 
matrix that diagonalizes A, and obtain an ODE system for y. 
(c) Consider the following 2nd order linear ODE with (damping) parameter 0: 2: 1: 

Y" + 2o:y I + y = °. 

Convert this ODE into a 1st order system for x = (y, y')T, and explain why the implicit 
methods of (a) are preferable for large 0:. 

3. Consider the following boundary value problem on (0,1) 

lt + u '_u -- 1, u(O) = 1, u' (l) = -1. 

(a) Write a variational formulation. Indicate clearly the bilinear form, forcing term, and 
functional spaces involved. 
(b) Wri te a CO piecewise linear finite element approximation over a uniform parti tion of 
size h = liN. IfU = (Un);:=o are the nodal values of the discrete solution, derive the n-th 
equation of the resulting linear system for 1 :::; n < Nand n = N. 
(c) Define and compute the truncation error for 1 :::; n < N for the finite element approx­
imation of (b). Explain what the error in LOO between u and the finite element solution 
would be if the order of the truncation error for n = N were the same as for n < N (Note: 
you are not supposed to deal explicitly with n = N). Hint: proceed as you would with the 
n-th equation of the finite difference method. 


	Aug 2010
	Jan 2010
	Aug 2009
	Jan 2009
	Aug 2008
	Jan 2008
	Aug 2007
	Jan 2007
	Aug 2006
	Jan 2006
	Aug 2005
	Jan 2005
	Aug 2004
	Jan 2004
	Aug 2003
	Jan 2003
	Aug 2002
	Jan 2002
	Jan 2001
	Aug 2000
	Jan 2000
	Aug 1999
	Jan 1999



