












 



 



 

 



 



























DEPARTMENT OF MATHEMATICS
 
UNIVERSITY OF MARYLAND
 

GRADUATE WRITTEN EXAMINATION
 
J ANUARY, 2009
 

Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will he graded from 0 to 10. 

b.	 Use a different booklet for each question. Write the problem number and 
your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and to 
justify its use. 

1. A sample of observations Xi, i = I, ... ,n, follows a N(O,0'2) distribution, 
where the parameter T == 1/(J2 has prior density 

'x"t"-l
 
7r.T (t) = r(a) exp(-'xt)
 

(a) Show	 that this inverse Gamma family of prior densities is a conjugate 
prior family for the data X = {Xi}f=l' and find the parameters of the 
posterior density in terms of X. 

(b) Assume that n 2: 6, and find the Maximum Posterior Density estimator 
(j2 of 0'2. That is, find the 0'2 = S argument maximizing 7l'0"2 I X (s IX), 
the posterior density of (J2 given the data Xl,···, Xn . 

2. Suppose one has two independent data samples {X;}f=l and {1";}f=1 
where Xi ~ N(l,'x) and 1"; ~ N(2, 1 + ,X). 

(a) Find (and justify that you have found) a minimal sufficient statistic for ,X. 

(b) Explain why the estimator A obtained as the solution of the estimating 
equation 

t	 {(Xi - 1)2 - 1 ~ ,X (1"; - 2)2} = 0 
i=l 

is asymptotically normally distributed with mean ,X, and find its asymp­
totic variance. 



3. A data sample Yi, i = 1, ... , n, is observed from the density !(y, 19) 
19y-1J-I I[Y~1J' Find the standard Method of Moments estimator J of 19, 

when 19 > 2, and find the efficiency of JJ for estimating J"J. 

4. Let {X;}~I be i.i.d. with an Expon(A) distribution and let {Yi}~1 be i.i.d. 
with an Expon(l + A) distribution, where Expon(19) has density 19 e-1Jt I[t>oJ' 
Note that P(Y1 > XI) = A/(l + 2A). (You need not show this.) 

(a) Find an expression (which may be in the form of a single or double 
integral with explicitly given integrand) for an unbiased estimator of A/(1+2A) 
which is a function of the sufficient statistic(s) for A based on {Xi, Yi}i=l . 

(b) Find a lower bound for the variance of all unbiased estimators of A/ (1 + 
2A) . Is there an estimator (based on the finite sample) that attains this bound 
? 

5. Consider a data sample {Z;}i=1 fr~m the density 

!(z,19) = 191[1$lzl<21 + ("2
1 

-19)3z
2 

1[lzl<l] 

with unknown parameter 19 E (0, ~). Find and justify a UMP level .05 test for 
the null hypothesis Ho : {) = 1/4 versus the alternative HI: 19 2: 1/3. Does 
your test involve auxiliary randomization? Does there exist a nonrandomized 
test of size .05 which is UMP for Ho versus HI ? Give (and justify) larger H6 
and H; parameter sets with respect to which your test is also a UMP level .05 
test. 

6. (a) Derive the Generalized Likelihood Ratio Test of level 0: = .05 for 
Ho : Al = A2 versus HI: Al f; A2 based on independent data samples 
{Xi}i=1 and {Yi}i=l where Xi ~ Expon(Ad and Yi ~ Expon(A2)' 

(b) Explain why you know for large n that a test based only on the data 
{X;/(Xi + Yi)}i'=1 will be less powerful than the test you found in part (a). 
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August, 2008 

Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from 0 to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1.	 Let (Xl, ... ,Xn ) be a sample from a population with probability density 
function 

f(x; B) = Blxl/(l + x2l+ l
, -00 < x < 00 

with B> 0 as a parameter. 

(a) Construct	 the maximum likelihood estimator (MLE) of B and decide 
whether it is unbiased. 

(b) Under an appropriate normalization, find the limiting distribution of 
the MLE as n -.... 00. 



2. Let (Xl, ... ,Xn ) and (YI , ... ,Yn ) be independent samples of size n from 
populations with probability density functions 

fx(x; al) (l/al) exp(-x/ad I {x > O}, 
jy(y; a2) (1/a2) exp(-y/ a2)I{y > O}, 

where al and a2 are unknown positive parameters. 

(a) Show	 that the likelihood ratio (LR) test of size a, 0 < a < 1, of the 
null hypothesis Ho: al = a2 (unspecified) versus the alternative HI: 
al =t a2 rejects Ho if 

either 0 < VX/Y < CI or VX/Y > C2 

and accepts Ho otherwise, where CI < C2 are the roots of the quadratic 
equation in z 

Z2 - 2bn (a)z + 1 = 0 

and the coefficient bn(a) > 1 is determined by nand a. 

(b) Derive the power function of the LR test and prove that it is consistent; 
that is,
 

lim PO"l, 0"2 [reject Hol = 1
 
n---too 

3. Let (Xl> ... ,xn ) be a sample from a population with probability density 
function 

ifO<x<8 
if 8 < x < 28 
otherwise 

with 8 > 0 as a parameter. 

(a) Construct the method of moments estimator of 8 and find, under proper 
normalization, its limiting distribution as n --t 00. 

(b) Based on	 the method of moments estimator, construct an asymptotic 
confidence interval of level 1 - a for 8. 



4. Assume that given e, X has a binomial distribution with parameters 
(n, B); that is, XIB Bin(n, B). Assume also that the prior distribution of Brv 

is uniform on (0,1). 

(a) Prove that the family of posterior densities {7f(BIX = x), x = 0, 1, ... , n} 
has the monotone likelihood ratio (MLR) property. 

(b) Show that for all u E (0, 1), the posterior distributions satisfy 

x" > x' ::::} P(B > u IX = x") > P(B > u IX = x'). 

5. Let the distribution of a random vector (X, Y, Z) be given by a positive 
density p(x, y, z; B) depending on a parameter B E 8. Denote by PI (x, y; B) 
the marginal density of (X, Y). 

(a) Show that if T(X, Y) is sufficient for the family {p(x, y, z; B), B E 8}, 
it is sufficient for the family {PI(x,y;B), BE 8}. 

(b) Prove	 that if both T(X, Y) and (separately) S(X, Z) are sufficient 
statistics for {p(x,y,z;B), BE 8}, then X also is sufficient. 

6. Let Xl, ... , X n be identically distributed and serially correlated normal 
random variables with E[Xi] = f-L, Val' Xi = a2

, Cov(Xi ,Xi+r) = pa 2
, i = 

1, ... , n - 1, and all other covariances equal to zero. 

(a) Show that E[X] = f-L, 

2
Val' X = : [1 + 2p ( 1 - ~) ] and E[s2] = a [1 - ~] 

where X and S2 are the usual sample mean and sample variance. 

(b) Show that S2 is a consistent estimator of a 2 . 

(c) Under these assumptions, what is the limiting distribution of the Student 
t statistic vn(X - f-L)/ s? What is the effect of the serial correlation on 
large sample inference on f-L? 
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August, 2008
 

Statistics (M.A. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from a to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1.	 Let (Xl, ... , X n ) be a sample from a population with probability density 
function 

f(x; B) = Blxl/(l + x2
)B+1, -00 < X < 00 

with B> a as a parameter. 

(a) Construct	 the maximum likelihood estimator (MLE) of B and decide 
whether it is unbiased. Hint: Use Jensen's inequality. 

(b) Under	 an appropriate normalization, find the limiting distribution of 
the MLE as n ---+ 00. 



2. Let (Xl, . .. , X n ) and (Yi, ... ,Yn ) be independent samples of size n from 
populations with probability density functions 

fx(x; 0"1) (l/O"l)exp(-x/O"dI{x> a}, 
jy(y; 0"2) (1/0"2) exp( -Y/0"2)I{y > a}, 

where 0"1 and 0"2 are unknown positive parameters. 

(a) Show	 that the likelihood ratio (LR) test of size a, a < a < 1, of the 
null hypothesis H a: 0"1 = 0"2 (unspecified) versus the alternative HI: 
0"1 # 0"2 rejects Ha if 

either a< VX/Y < Cl or VX/Y > C2 

and accepts Ha otherwise, where Cl < C2 are the roots of the quadratic 
equation in z 

Z2 - 2bn (a)z + 1 = a 
and	 the coefficient bn(a) > 1 is determined by nand a. 

(b) Derive the power function of the LR test and prove that it is consistent; 
that is,
 

lim Pal, a2 [reject Hal = 1
 
n-+oo 

3. Let (Xl,' .. , xn ) be a sample from a population with probability density 
function 

X/02 if a< X < 0 
f(x; 0) = ~20 - X)/02 if 0 < X < 20

{ otherwise 

with 0 > aas a parameter. 

(a)	 Construct the method of moments estimator of 0 and find, under proper 
normalization, its limiting distribution as n ---t 00. 

(b) Based on	 the method of moments estimator, construct an asymptotic 
confidence interval of level 1 - a for O. 



4. Assume that given B, X has a binomial distribution with parameters 
(n, B); that is, XIB rv Bin(n, B). Assume also that the prior distribution of B 
is uniform on (0,1). 

(a) Prove that the family of posterior densities {-rr(Blx), x = 0, 1, ... , n} has 
the monotone likelihood ratio (MLR) property. 

(b) Show that for all u E (0, 1), the posterior distributions satisfy 

x" > x' ::::} P(B > ulX = x") > P(B > ulX = x'). 

5. Let the distribution of a random vector (X, Y, Z) be given by a positive 
density p(x, y, z; B) depending on a parameter () E 8. Denote by Pl(X, y; ()) 
the marginal density of (X, Y). Show that if T(X, Y) is sufficient for the 
family {p(x, y, z; B), BE 8}, it is sufficient for the family {PI (x, y; B), BE 8}. 

6. Let Yij = J.1i + eij, i = 1, ... , k, j 1, ... ,n, where the eij are i.i.d. 
N(O, (/2) random variables .. 

(a) Prove that 
1 n 

fi. = - L Yij, i = 1, ... , k, 
n 

j=l 

and 
k n 

2 1 "'''' - 2 
Sp = k(n _ 1) ~ £-:(Yij - Yi.) 

are mutually independent. What are the distributions of these statis­
tics? 

(b) Now assume Yij = J.1 +ai + eij where the ai are i.i.d. N(O, (/~) and the ai 
and eij are mutually independent. Show that the Yij have the following 
correlation pattern: 

(/~ if i = k and j = l 
Cov(Yij, Ykl ) = P(/~ if i = k and j i= l 

{ ° ifii=k 

where (/~ = (/~ + (/2 and p = (/~/((/~ + (/2). How does your answer to 
(a) change? 
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Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from 0 to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1. (a) A statistician observes a pair (X, Y) of independent random vectors 
with positive density functions f(x; B) and g(y; B) depending on the param­
eter B. Prove that X is sufficient for B if and only if the distribution of Y 
does not depend on B. 

(b) Now let the joint density of (X, Y) be h(x - 0, y), where the ob­
servation X and the parameter 0 are vectors of the same dimension. Prove 
that if X is sufficient for 0, then X and Yare independent. (Hint: Use the 
conditional density of Y given X.) 

2. Let Xl, ... , X n be a sample from a normal population with unknown mean 
f-l and unknown variance (J2. 

(a) Let	 n ~ 4. Prove that f-l/(J has a unique minimum variance unbiased 
estimator of the form eX/ s. Evaluate the constant e explicitly. 

(b)	 What happens if n S; 37 



3. Let Xl, ... ,Xn be a sample from the uniform distribution on (-e, 2e) 
with e> 0 as a parameter. 

(a) Calculate the MLE of e, and find its density function and mean square 
error. 

(b) Show	 that a UMP size a test of Ho : e ~ 1 versus H A : e > 1 can be 
based on the MLE from part (i), and explain why the power of this 
test against each alternative value of econverges to 1 as n -+ 00. 

4. Let Xl, .. . , X n be a sample from a normal population with unknown mean 
J-l and unknown variance (52. 

(a) Prove	 that for any c > 0 the coverage probability of the confidence 
interval 

n	 n 

x - c ~ jXi - XI < J-l < X + c ~ IXi - XI (*) 
I	 I 

does not depend on J-l or (5. 

(b) Find c such that the mean length of the interval (*) is equal to a given 
quantity 6. 

5. Let X I, ... ,Xn and Y1, ... ,Yn be independent samples from populations 
with densities 

f( x; el ) (xje~) exp(-xjel ), x> 0, 

f(y; e2 ) (yje~) exp(-yje2 ), y> 0, 

respectively, where el > 0 and e2 > 0 are parameters. 

(a) Find the critical region of the likelihood ratio test of size a of Ho : el = 

e2 = e (unspecified) versus HI : el #- e2 . (You do not need to find the 
critical constant of the test). 

(b) Show	 that the above test is similar, that is, that the probability of 
rejecting Ho when it is true is the same for all el = e2 = e. 



6. Let Xl, ... ,Xn be a sample from a population with probability density 

-00	 < x < 00, 

where eE JR is an unknown parameter. 

(a) Find the method of moments estimator of e and, after an appropriate 
normalization, its nondegenerate limiting distribution. (Hint: Recall 
the identities f(y + 1) = yf(y) for y > 0, and f(1/2) = Vii)· 

(b) Calculate the Fisher information on	 eand the asymptotic efficiency of 
the method of moments estimator. 

(c) Find an integral formula for the Bayes estimator of e with respect to 
the squared-error loss function if ehas a N(O, 1) prior distribution. 



DEPARTMENT OF MATHEMATICS
 
UNIVERSITY OF MARYLAND
 

GRADUATE WRITTEN EXAMINATION
 
January, 2008
 

Statistics (M.A. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from 0 to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1. Let Xl, ... ,Xn be a sample from a uniform distribution on (-e, e) with 
e> 0 as a parameter. 

(a) Calculate the MLE of e, and find its density and mean squared error. 

(b) Show	 that a UMP size 0: test of Ho: e ~ 1 versus H A : e > 1 can be 
based on the MLE from part (i), and explain why the power of this 
test versus each alternative value of econverges to 1 as n ---t 00. 

2.	 Let Xl,' .. ,Xn be i.i.d N{J-L,0- 2 
). 

(a) Show that (X, s) is a complete sufficient statistic. 

(b)	 Assume n :::: 4. Find, a constant e such that eX / s is an unbiased 
estimator of J-L/o-. 

(c) Prove that if n :::: 4, the statistic eX/ s of part (b) is the unique minimum 
variance unbiased estimator of J-L/o-. 



3. Let Xl, ... , X n be a sample from a normal population with unknown mean 
IJ, and unknown variance (Jz. 

(a) Prove	 that for any c > 0 the coverage probability of the confidence 
interval 

X -	 c L 
n 

IXi - XI < IL < X + c L 
n 

IXi - XI (*) 
I	 I 

does not depend on IL or (J. 

(b)	 Find c such that the mean length of the interval (*) is equal to a given 
quantity 6.. 

4. Let Xl,'" ,Xn and YI , ... , Yn be independent samples from populations 
with densities 

f(x; BI ) (xjBi) exp(-xjBr), x> 0, 

f(y; Bz) (yjB~) exp( -yjBz), Y > 0, 

respectively, where BI > 0 and Bz > 0 are parameters. 

(a)	 Find the critical region of the likelihood ratio test of size ex of Ho : BI = 
B2 = B (unspecified) versus HI : BI =I- B2 · (You do not need to find the 
critical constant of the test). 

(b) Show	 that the above test is similar, that is, that the probability of 
rejecting Ho when it is true is the same for all BI = B2 = B. 

5. Let Xl, ... ,Xn be a sample from a population with probability density 

BXIJ-I if 0 < x < 1,
f(x; B) = 0{ otherwise, 

where B is a positive parameter. 

(a)	 Find the method of moments estimator of B and, after an appropriate 
normalization, its nondegenerate limiting distribution. 

(b)	 Calculate the Fisher information on () and the asymptotic efficiency of 
the method of moments estimator. 



6. Given 8 E (0,1), let (Xo, Xl, X 2 ) have a trinomial distribl,ltion with n 
observations and cell probabilities 

PI(8) = 28(1 - 8), 

The parameter 8 has a beta prior density: 

1T( 8)	 r(a + b) 8a-I(1 _ 8)b-1 if 0 < B < 1, 
f(a)f(b) 
o	 otherwise, 

where a and b are known constants. 

(a) Assuming that the loss function is L(e, B) = (e - 8)2, find eab , the Bayes 
estimator of 8. 

(b) Show that eab is a function of the complete sufficient statistic for 8. 
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Statistics (Ph.D. Version) 

Instructions to the Student 

(a) Answer all six questions. Each will be graded from 0 to 10. 

(b) Use a different booklet for each question. Write the problem number and your code 
number (NOT YOUR NAME) on the first page. 

(c) Keep scratch work on separate pages in the same booklet. 

(d) If you use a "well known" theorem in your solution to any problem, it is your 
responsibility to make clear which theorem you are using and to justify its use. 

1. Let X p ... , X n be i.i.d. N(J1.p l) random variables. 

(a) Find the uniformly minimum variance estimators (UMVUE) of J1.2 and 

0= P[X1 ::s; a], where a is a given constant. Justify the statement that your 
estimator is unique. 

(b)	 Is your estimator of J1.2 efficient? 

? Let ~ ,..., Yk be independent Binomial (n, n";) random variables, where 

log(.nj(1- nJ) = 13xi and xp""xk are known covariates. 

(a)	 Find a uniformly most powerful test of H o : 13 ::s; 130 vs. HI : fJ > 130' 
(b)	 Let k be fixed and let n ~ co. Under this large sample regime fmd 

approximate critical values for the test in part (a) and give an approximation 
to its power function. 

3. Let XI'""Xn bei.i.d. N(J1.1'(J2) and let ~""'Yn be N(J1.2,(J2). Assume that the two 

samples are independent and that (J2 is known. 

(a)	 Show that Y / X is a consistent and asymptotically normal estimator of 

0= J1.2 / J1.1· Derive the limiting distribution of Y / X (suitably normalized). 

(b) Using the result of (a), how would you create a 1- a confidence interval for 0 ? 

(c)	 Derive a pivot for 0 based on Y - OX. Use this pivotal variable to derive an 
exact confidence set for O. How do you reconcile the results ofparts (b) and (c)? 



4. Let Xl"'" X n be i.i.d. with c.d.f. F and densityf Assumef is strictly positive and 

continuous for all x. Let m = [np] denote the greatest integer less than or equal to np. 

The population pth quantile is ~ p' the unique solution of the equation F (~p) = p. The 

sample pth quantile is ~p = X(m}' the mth order statistic. Show that, as n ~ co, 

,J;;(tp -~p) ~d N(O,p(1- p)/ f(~p)2. 

5. Let the discrete random variable X have probability mass function f(x). It is known 

a priori that 
P[f = fo] = 7r0 and that P[f =;;0] = 7r1=1- 7r0 ' 

We want to choose a decision rule 0(%) to choose between fo and ;;. Any incorrect 

decision incurs a loss of 1, and a correct decision incurs a loss ofO. Find the Bayes 
solution to this problem-.-	 .. ­

6.	 Let XO,X1,,,,,Xn be a stationary Markov chain with state space {0,1}. That is, 

Pi} =P[Xt =jlXt-l =i]=P[Xt =jIXt_1 =i,Xt_2 =it_2 ,···,Xo =io] 

for	 t = 1,.., n , and i, j, it - 2 ,. '0' io E {0,1}. Suppose further that 

P[Xo =0] = P[Xo =1] =1/2 and Poo =PII =P E (0,1). 

(a)	 Show that the joint distribution of X o,Xl''''' X n forms a one parameter 

exponential family with sufficient statistic T =N oo + Nil' where N i} is the 

number of transitions from state i to state). For example, 010011 has n = 5, 
=I,No1 =2,Nlo	 =1 and Nil =1.N oo 

(b) Find the UMVUE ofp. 
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Statistics (M.A. Version) 

Instructions to the Student 

(a) Answer all six questions. Each will be graded from 0 to 10. 

(b) Use a different booklet for each question. Write the problem number and your code 
number (NOT YOUR NAME) on the first page. 

(c)	 Keep scratch work on separate pages in the same booklet. 

(d) If you use a "well known" theorem in your solution to any problem, it is your 
responsibility to make clear which theorem you are using and to justify its use. 

1.	 Let X" ... , X n be i.i.d. N(j.l,l). 

(a)	 Find the uniformly minimum variance estimators (UMVUE) of j.l2 and 

e= P[XI :-s; a], where a is a given constant. Justify the statement that your 
estimator is unique. 

(b)	 Is your estimator of j.l2 efficient? [Hint: IfZ is N(j.l,l), then E[Z3] =0 

and E[Z4]=3.] 

2.	 Let Y"oo., Yk be independent Binomial (n, nJ random variables, where 

log(JZ"; / (1- JZ";») = /3x; 

and xl'oo"xk are known covariates. 

(a)	 Find a uniformly most powerful test of H o : /3 :-s; /30 vs. HI : fJ > /30' 
(b) Let k be fixed and let n --+ 00. Under this large sample regime fmd 

approximate critical values for the test in part (a) and give an approximation 
to its power function. 



3.	 Let X!,"" X n be i.i.d. exponential variables with mean JLI and let ~ ,... ,Yn be 

exponential variables with mean JL2' Assume that the two samples are independent. 

(a)	 Show that f / X is a consistent and asymptotically normal estimator of 

B = JL2 / JLl' Derive the limiting distribution of f / X (suitably normalized). 

(b)	 Using the result of (a), how would you create a 1- a confidence interval for B? 
(c)	 Find an exact 1- a confidence interval for B. Explain how to find any 

necessary critical constants. 

4. In a plant breeding experiment the offspring may be of any of four possible genotypes, 
with probabilities Bp B2 , B3 , B4 , respectively. A genetic model imposes the following. 
hypothesis:
 

-------.- 2+7] -- 1-7] TJ
 
= --,B2 = B = --,B4 =-,H o : B1	 34 4 4
 

where TJ is an unknown parameter between 0 and 1. In n trials, genotype I is observed
 

N j times, i =1,2,3,4. 

(a) Assuming H o is true, derive the maximum likelihood estimator of TJ. 

(b)	 If n is large, propose a test of H 0 and state the distribution of your test 

statistic. It is not necessary to derive an explicit formula for your test statistic. 

5.. Let X!>"., X n be i.i.d Poisson variables with mean JL. Assume that JL has a gamma 

prior density 
1 TPr a JL a

- e
1C(JL) = I {JL > O}rea) 

(a)	 Find the Bayes estimator of JL with respect to squared error loss
 

L(JL, fl) =(fl- JL)2 .
 

(b) Show that as n -+ co, .j;;(fl- JL) -+ 0, where fl is the Bayes estimator found in 
part (a). 

6. Based on a single observation X, find the most powerful test of Ho : X ~ N(O,1) vs. 

Ho : X ~ (1/ 2)e-Ixl. Give the form of the critical region and provide a formula for the 

power of your test. 
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Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from 0 to 10. 

b. Use a different booklet for each question.	 Write the problem number 
and your code number (.N:.0T YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1. Let (Xl,' .. , X k ) be a multinomial vector based on n trials and probability 
vector 7r = (1rl,'" ,1rk)' Assume that n is large and that one wants to test 
the null hypothesis H o: 7fl = 7f2 against the general alternative. 

(a) Show that the test statistic 

Q = (Xl - X 2)2 
X l +X2 

can be expressed in the form ofax2 test. That is, 

Q = t (observed - :xpected)2 
i=l expected 

for an appropriate choice of "observed" and "expected" frequencies. 

(b) Show that the test which rejects Ho when Q > Xi,a has approximate 
level a. 

1 



2. Let X have the distribution 

Pe[X = x] = ( X-I) (r(1- ey-r
r-1 

(a)	 Find T(X), the uniformly minimum variance unbiased estimator of e 
based on one observation of X . 

. (b) Prove that T(X) is asymptotically efficient as r --t 00.. 

3. Let Xl, X 2 , .... , X n be Li.d. Poisson random variables with mean J.l. 

(a) Find a uniformly minimum variance unbiased estimator (UMVUE) for 
J.l and for PJL[X1 = 0]. 

(b) Show that no unbiased estimator of 1/J.l exists. 

4. Let X be a data set whose distribution depends on a real-valued parameter 
e and let T(X,8) be a pivotal quantity of the form T(X, e) = T1 (X) - e. 
Assume T(X, e) has (l. unimodal denSity function. 

(a) Explain how one can construct a confidence interval for	 e with fixed 
width d and maximum possible confidence coefficient. 

(b) Given i.i.d. observations Xl,'" ,Xn , construct a confidence interval for 
the mean 8 of a N(e, 1) distribution having fixed width d and maximum 
possible confidence probability. 

(c)· Repeat the above in sampling from the shifted exponential density 
j(x;e) = exp[-(x - 8)]I{x > 8}. 

5. The simple hypothesis Ho: e = eo is to be tested against the simple 
alternative H 1 : e = 81 on the basis of data X which has density j(x; ei ) 

under Hi' Let cP be a most powerful test of Ho vs. H1 of level a. Show that 
cP has power at least a. When does cP have power exactly equal to a? 
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6. Let Xl, ... ,Xn be i.i.d. exponential random variables with density 

j(xIO) = {oexp(-ox) if x >~, 
. 0 otherWlse. 

Suppose that 0 has an exponential prior density 

.. 1r(B) = { boo exp(-be)	 if 0 > 0, 
otherwise. 

where b is a known constant. 

(a) Calculate the Bayes estimators of 0 and I/O under squared error loss, 
L(0,8) = (0 - 8)2. 

(b) Write	 an equation for the Bayes estimator of O· if the loss function is 
changed to absolute error, L(O,8) = 10 - B/. Describe how you could 
determine the estimator using standard statistical tables. 
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Instructions to the Student 

a.	 Answer all six questions. Each will be graded from 0 to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1. Let X be an integer valued random variable with a power series distribu­
tion 

ak k
p(k; ()) = Po [X = k] = f(()) () 

where () is a positive parameter and ak, k = m, m + 1, ... , is an infinite se­
quence of strictly positive numbers. Let X I, ... , X n be i.i.d. with distribution 
p(k; ()) and let T = Xl + ... + X n . 

(a) Show that T is a complete sufficient statistic with distribution 

bt t 
Po [T = t] = f (())n () , t = nm, nm + 1, .... 

(b)Show that the uniformly minimum variance unbiased estimator (UMVUE) 
of ()r is 

u,.(T) = [bT-,.jb-r]I {T 2:: T} 

and that a UMVUE of its variance is ur(T)2 - u2r(T). 
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2. Let (Xl,' .. ,Xn ) be a sample from a population with density 

f(x; 8) = (8 - I)/xo, x 2 1 

with 8 > 1 as a parameter. 

(a) Prove that the MLE en = en(Xl , .,. ,Xn)is a consistent estimator of 8. 

(b) Prove that Eo(en ) > 8 for all 8 > 1. (Hint: Apply Jensen's inequality.) 

(c) Find the limiting distribution of vn(en - 8). 

3.	 Let (Xl, . .. ,Xn ) be a sample from a population with density 

f(x; 8) = 8xo-1, x > 0 

with 8 > 0 as a parameter. Show that 

T(Xl , ... ,X n ; 8) = -28 log (IT Xi) 
,=1 

is a pivot and, based on this, construct a I-a confidence interval for 8. State 
explicitly how to construct the confidence limits using standard statistical 
tables. 

4. Let (Xl,"" xn), (Yl,"" Yn) be independent samples from populations 
with densities 

respectively, where 81 > 0,	 82 > 0 are parameters. 

(a) Develop the likelihood ratio test of size a of H o : 81 = 82 = 8 (unspeci­
fied) versus HI : 81 =I- 82 , 

(b) Show how to find the critical value for this test using standard statistical 
tables, and show that P(reject HoIHo) equals a for all 8. 

(c) Write an expression for the power of the test against alternatives of the 
form 81 = 282 . 
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5. Let (Xl, ... ,Xn ) be a sample from a population with density 

J(x; B) = Cexp{ -Ix - Bj3} 

where B E R is a parameter and C is the normalizing constant (you do not 
have to calculate it). 

(a) Find	 the method of moments estimator en of B and the asymptotic 
distribution of vn(en - B) as n ~ 00. 

(b) Calculate the asymptotic efficiency of en' 
6. Let Xl," ., X n , X n +l be conditionally i.i.d. N(O,O'2 

), given a parameter 
J.L, let J.L have a N(a, b2 ) prior distribution, and assume a is known. 

(a) Find	 the Bayes estimator of J.L based on Xl," . , X n only, with respect 
to the squared error loss function L(J.L, (L) = (fL - J.L) 2. 

(b) Find a predictor of X n +l based on Xl>' .. , X n which minimizes the mean 
squared error of prediction E[(Xn+l - X n+I)2]. 

3 
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Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from a to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify. its use. 

1. Let (Xl, ... ,Xn ) be a sample of an odd size n = 2m+ 1 from a population 
with pdf f(x; e) = (1/2) exp{ -Ix - el} with eERas a parameter. 

(i) Find the maximum likelihood estimator (MLE) of eand show that its 
distribution is symmetric around e. 

(ii) Prove that the variance of the MLE is finite and does not depend on 
e.	 (You do not have to calculate the variance.) 

1
 



2. Let Yi, ... ,Yn be independent gamma variables with means J-Li = exp(ex + 
{3Xi) where the Xi are nonrandom observed real numbers. The Yi have a 
common known shape parameter r. 

(a) Using the parameterization 

1	 1(ry ) r (ry )j(Y;J-L) = - - exp - ­
r(r) J-L J-L Y 

show that 

E[log(Yi)] = \]!(r) -logr + 10gJ-Li = \]!(r) -logr + ex + {3Xi, 

where
 
\]!(r) = (djdr) logr(r) = f'(r)jf(r).
 

Show also that Var [log Yi] does not depend on J-Li. [The actual variance 
is \]!'(r) , but you do not have to prove this.] 

(b) Suppose	 that {3 is estimated by ordinary least squares regression of 
log Yi on Xi, resulting in the estimated regression coefficient lAs. As­
sume that, as n -+ 00, I:(Xi - X)2 -+ 00. Show that /3LS is consistent 
and has asymptotic efficiency Ij[r\]!'(r)] with respect to the MLE iJML. 

3. Given 0, let Xl, ... ,Xn be i.i.d. with density j(xle) and suppose that e 
is a real parameter with prior density 1r(e). It is desired to estimate e with 
respect to squared error loss: L(a, e) = (a - er. 

(a) Show that if an estimator e(XI , . .. ,Xn ) satisfies 

E(ele) = e + b(e) with b(e) > a for all e, 

then ecannot be a Bayes estimator with respect to any prior distribu­
tion of e. 

(b) Prove that if the Xi are i.i.d. with a N(O,lje) density, then the MLE 
of ecan not be a Bayes estimator. 
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4. Let Xi, i = 1, ... ,n, be i.i.d. with Pe[Xi = 0] = (1 - B)/2, Pe[Xi = 1] = 
1/2, and Pe[Xi = 2] = B/2. 

(a) Find a minimal sufficient statistic for B. Is this statistic also complete? 

(b) Find e, the maximum likelihood estimator of B. 

(c) Show that eis consistent ar:d derive the limiting distribution of a suit­
ably normalized version of B. 

5. Let Xl,' .. ,Xm be i.i.d. N(J-Ll, aD random variables and let Yl , ... ,Yn be 
i.i.d. N(J-L2' (J~) random variables. Let X and Y denote the sample means 
and let si and s~ denote the (unbiased) sample variances. Define the pooled 
variance by 

2 (m-1)si+(n-1)s~ s = ...:...------'---=-=---'------...:...-=­
p m+n-2 . 

It is well known that the interval 

is a 1 - a confidence interval for J-Ll - J-L2 if t = tm +n - 2,cx/2 and (Jl = (J2. 

(a) Let m	 ~ 00, n ~ 00 in such a way that m/(m + n) ~ A E (0,1). 
Without assuming (Jl = (J2, derive the limiting distribution of 

T = _X_-_Y-,=-=-=(==J-L=l=-==J-L----'-2) 
spV1/m + l/n . 

(b) In	 the asymptotic setting of (b), show that generally 1 does not have 
asymptotic coverage probability 1 - a. However, if either (Jl = (J2 or 
if (Jl #- (J2 and A = 1/2, then 1 does indeed have asymptotic coverage 
probability 1 - a. 

(c)	 If spV1/m + l/n is replaced by vsi/m + s~/n in the definition of 1, 
the resulting confidence interval has asymptotic coverage probability 
1 - a for any values of A, (Jl and (J2. 
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6. Let {N(t), t ~ O} be a Poisson process with rate A. Consider the following 
two schemes for testing Ho : A ::; a with significance level cx. 

(i)	 Observe N(t) over the time interval [(0, T] and base a test on X = N(T). 

(ii)	 Observe N(t) until the time T when the rth event occurs, and base a 
test on the random variable T. 

Find most powerful tests of Ho for both schemes and explain how the critical 
constants are to be computed. Show that the power of either test can be 
made greater than or equal to (3 by choosing either T or r sufficiently large. 

4
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Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from a to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1.	 Let Xl,' .. ,Xn be i.i.d. random variables with density 

f(x' A) = { Aexp( -Ax) if x > ~ 
, a otherwIse. 

(a) Show	 that the likelihood ratio test of the null hypothesis Ho: A = 1 
rejects Ho when either 

'What is the exact distribution of the test statistic under Ho? 

(b)	 For a given significance level 0:, show that the critical constants Cl and 
C2 satisfy the system of equations 

P[X < CI] + P[X > C2] 
Cl exp(c2) 

[It is not necessary to solve the system.] 

1
 



2. Suppose that S is a sufficient statistic for a family of distributions P = 
{Po leE 8}. 

(a) Let T be another statistic which is independent of S for all eE 8. Prove 
that Po[T E B] does not depend on e. That is, for any el i- e2 , 

(b) Suppose	 that both Sand T are (separately) sufficient for P. If Sand 
T are independent, then P consists of a single distribution POo ' 

3. Let Xl, . .. ,Xn be i.i.d. with density 

3e3 

f(x; e) = (e + X)4 

for 0 < x < 00 and e> 1. Calculate the efficiency of the best linear unbiased 
estimator cX. 

4. Let Xl, ... ,Xn be a random sample with a common N (f-L, (T2) distribution. 

(a) Find CI such that 

is an unbiased estimator of (T. 

(b) Let 

S2 = _1_ t(X _ X)2i 
n - 1 i=] 

and let C2 be chosen so that CJ2 = C2S is also an unbiased estimator of 
(T. Compare the performances of CJI and CJ2. 

2
 



5. Let X be the number of successes in n Bernoulli trials with success 
probability e. It is desired to estimate p under the quadratic loss function 

A (e-e)2 
L(p,p) = e(l - er 

(a) Find en, the Bayes estimator with respect to the prior density 

7f(g) = r(a + b) ga-l(l _ e)b-l 
r(a)r(b)
 

where a > 1 and b> 1 are known constants.
 

(b) Let e= X/n be the usual maximum likelihood estimator of e. Prove 
that 

in probability as n ........ 00.
 

6. Let Xl, .. . ,Xn be i.i.d. with a common uniform distribution on [-e, e]. 

(a) Prove that en, the maximum likelihood estimator of e, is consistent. 

(b) Find a sequence of normalizing constants	 an, n = 1,2, ... , such that 
an(en - e) has a nondegenerate limiting distribution. 
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Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from 0 to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1. Let PI = {Fe, BE 8 1 } and P2 = {Fe, B E 8 2 } be two families of 
probability distributions on the same measurable space, and let a statistic T 
be sufficient for PI and (separately) for P2 . Set P = {Fe, BE 8 1 U 8 2 }. 

(a) Prove that if 8 1 n 8 2 =I 0, then T is sufficient for P. 

(b) Prove or disprove that T is sufficient for P when 8 1 n 8 2 = 0. 

2.	 Let (XI, X2, ... , xn ) be a sample from a population with density 

where B E (0,00) is an unknown parameter. 

(a)	 Find On, the uniformly minimum variance unbiased estimator (UMVUE) 
of B. 

(b)	 Find the asymptotic distribution of 2n(On - 0) as n --+ 00. 
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3. Given A = A, the random variables Xl, X 2 , . .. , X n are independent and 
identically distributed with density 

j(X; A) = Ae-AX , x 2: o. 

The prior density of A is Gamma(a, b): 

where a > 0 and b > 0 are known constants. 

(a) For Xl = Xl, ... ,Xn = X n , find the posterior distribution of A. 

(b)	 If AO' Al are the prior mean and mode of A and A*, A are the posterior 
mean and mode of A, show that with probability 1, 

4. Let Xl,"" X n be a random sample from a population with uniform 
distribution on (01 , O2 ), where 01 < 0 < O2 . 

(a) Write the critical region of the likelihood ratio test for testing Ho : O2 = 

-01 , 

(b) Show that when all the observations are of the same sign, the likelihood 
ratio does not exceed (1/2)n. 

5. Let X ij , i = 1, ... ,k, j = 1, ... ,n, be independent random variables with 
X ij N(J-li, (72). Find the maximum likelihood estimator of the parameterrv 

vector (J-ll, ... , J-lk, (72). Investigate the consistency of the MLE's as n -t 00. 
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6. Let X and Y be independent exponential variables with densities 

{ ~xexp(-x/AX) if x> 0
fx(x) 

if x	 ::; 0, 

{ ~y exp(-Y/)IY) if y > 0fy(y) if y	 ::; O. 

(a)	 Define e= AX/Ay. Show that the distribution of U = ex/y does not 
depend on any unknown parameters; that is, U is a pivotal quantity. 
Use U to construct a confidence interval for e. 

(b) Show	 that V = AXX + AyY is also a pivotal quantity. Use V to 
construct a two-dimensional confidence set for (AX, Ay). 
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Instructions to the Student 

a.	 Answer all six questions. Each will be graded from 0 to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1. Let (X, Y) be a random vector whose distribution is given by a density 
f(x, y; e) depending on a parameter e. 
(i) Assuming X and Y independent, find a necessary and sufficient condition, 
on the marginal density of Y, for X to be sufficient for e. 
(ii) For general X, Y (not necessarily independent), find a necessary and suf­
ficient condition on the marginal distributions of X and Y under which X is 
sufficient for eand so is Y. 

2. Let (Xl, X2, ... , x n ) be a sample from a population X with density 
..\e->'x, X ~ o. 
(i) Find the uniformly minimum variance unbiased estimator gn = g(XI, ... , xn) 
of the parameter function 9 (..\) = 1/..\2 

. 

(ii) For an appropriate sequence {en, n = 1, 2, ...}, find the nondegenerate 
limiting distribution of en(gn - g(..\)) as n ~ 00. 
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3. Given a parameter 8, Xl, X 2 , ... , X n are independent normally distributed 
random variables with E(Xi I8) = ai8, var(Xi I8) = 1, i = 1, ... , n; aI, ... , an 
known. The prior distribution of 8 is normal with mean 80 and variance 0"5. 
Find the Bayesian estimator (i. e., the one that minimizes the Bayesian risk) 
of 8 with respect to the loss function L(8, 8) = 18 - 81. 

4. Let (Xl, X2, ... , xn ) be a sample from a population with uniform dis­
tribution on (8, 28) with 8 > 0 as a parameter. 
(i) Find the maximum likelihood estimator of 8 and its distribution function. 
(ii) Based on the MLE, construct a confidence interval for 8 of level 1 - a. 

5. A trial may result in three possible outcomes, A with probability PI, 
B with probability P2, and C with probability 1 - PI - P2, with (PI, P2) as 
a parameter. In n independent trials A was observed nl times and B was 
observed n2 times. 
(i) Show that the likelihood ratio test of the null hypothesis Ho : PI = P2 
versus the alternative HI : PI =J. P2 accepts Ho if nl = n2 > o. 
(ii) Find an approximate critical region for testing Ho of asymptotic level 
0.05 for large n. 

6. Let (Xl, YI), ... , (xn,Yn) be a sample from a bivariate normal population 
with 

with 8 as a parameter (and p known). 
(i) Find the maximum likelihood estimator Bn of 8 and calculate its efficiency. 
(ii) For an appropriate sequence {an, n = 1,2, ...}, find the nondegenerate 
limiting distribution of an (Bn - 8) as n ---+ 00. 
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Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from 0 to 10 

b.	 Usc a different booklet for each question. \Vrite the problem number 
and your code number (NOT YOUR N AlVIE) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1. Let P = {Po} be a family of distributions of a random element X E X C 

Rn parametrized by a discrete parameter 8 E {eo, 81, 82}. Assuming Po is 
given by a density p(x; e) which is evervwhere positive on X, develop the 
minimal sufficient statistic for e. 

2. Let (Xl, X2,"" xn ) be a sample from a population X with density 
e-(x-O), X ;:::: 8. Find the uniformly minimum variance unbiased estimator 
of the value of the parameter function g(8) = Pe(1 < X < 2). 

3. Given a parameter e, Xl, X 2 , ... , X n are independent identically dis­
tributed random variables with £(./'(iI8) = 8, var(XiI8) = (J"2. The prior 
distribution of ehas known mean a and variance b2 . The linear Bayesian es­
timator of e, by definition, minimizes the overall risk within the class of esti­
mators of the form Co +L~ I CiXi where the constant coefficients co, Cl, ... , Cn 

1
 



do not depend upon the data. Find the linear Bayesian estimator of e with 
respect to the squared-error loss function. 

4. Let (XI, X2, .. ·. xn) be a sample from a population \vith density 

1 ? ? 

f(x; 8) = 8(3,3) (x - 8)-(1 - x + 8)-, 8 ~ x ~ 1 + 8. 

with 8 as a parameter. Here B( 0:, ,/3) = fa1 xD
-

I (1 - X )i3- 1dx is the beta func­
tion, B(o:,/3) = (0: - 1)!(/3 - 1)!/(0: + /3 - 1)! for integer 0: > 0, /3 > O. 
Develop the method of moments estimator of e and calculate its efficiency. 

5. Let (XI, X2,"" xm) and (Yl, Y2,···, Yn) be two indep~ndent samples 
from normal populations with parameters (p I, aD and (f.12, ag), respectively. 

.) ? 2 'J?
Assuming at = 4a-, a2 = a-, a- unknown. develop a test of a constant level 
0: for all a2 > 0 of the null hypothesis Ha : PI = P2 versus the alternative 

HI : PI i= P2· 

6. Let (Xl, '!Jl), .. ·, (xn , Yn) be a sample from a bivariate normal population 
with mean vector (8 1,82), regarded as a parameter and covariance matrix I. 
the identity matrix. For the maximum likelihood estimator 9n of tile value of 
the parameter function g(81, ( 2 ) = (8 1 -(2 )2, find the nondegenerate limiting 
distribution of an (fIn - g( 8[, ( 2 )) as n -t CXJ for a properly chosen an' 
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a.	 Answer all six questions. Each will be graded from 0 to 10. 

b.	 Use a different booklet for each question. \Nrite the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1. Xl, ... , X n are iid from the density f(x, e), ereal valued, and consider the 
estimator Bthat minimizes I:i P(Xi - e) for some fixed function p. Define the 
derivative 7/; = p', and assume that p is symmetric and 7/; is strictly increasing 
and sufficiently smooth. Thus, the estimator is the solution to 

L
n	

7/;(Xi - e) = o. 
i=l 

If eo is the true parameter and p is at least three times continuously dif­
ferentiable in a neighborhood of eo, and if all of the random variables Xi 
are uniformly bounded (say with values in [-1,1]), obtain the asymptotic 
distribution of yfii(B - eo)· Assume Eoo7/;(X - eo) = o. 

1
 



2. Xl, ... , X n is a random sample from a density f(x,8) with scalar 8. 
a. Give the definition of a minimal sufficient statistic. 
b. Suppose Xl, ... , X n are iid from N(8,8). Find a minimal sufficient statistic. 
c. Suppose T1 is sufficient, T2 is minimal sufficient, and U is unbiased for 8. 
Define Uj = E(UI1i), i = 1,2. Show that Var(U2) ::; Var(U1). 

3. a. .\1r. Z has a coin he suspects may not be balanced. Thus, flipping 
the coin independently n times and getting the 0-1 data Xl, ... , X n (1 being 
success) and the average Yn = ~ I:Z:IXi, he decided to study the long term 
behavior of n[l/-1 - Yn (1 - Yn )]. To help \1r. Z decide whether the coin 
is fair. find \\'hether n[I/-1 - Yn (1 - Yn )] as n ---? 00 has a proper limiting 
distribution and if so teU what it is. 
b. Show that if jn(n:n - J-L) ---? N(O, (j2) in distribution as n ---? 00, then 
lFn ---? J1 in probability. 

4. Consider a multinomial e:-..-periment with m categories and cell probabili­
ties PI, .... Pm where I:~ 1 Pi = 1. Let Xl, ... , X m be the observed frequencies 
such that I:~l Xi = n. Suppose the statistician is interested in testing the 
hypothesis Ho that the cell probabilities depend on a k-dimensional param­
eter 8 \USUS the alternative HI that the cell probabilities are free subject to 
the fact they are nonnegati\'e and SlUll to 1. Denote by A the likelihood ratio 
test statistic. 
a. Show that for suitable 0; and E; we have 

m (0.)-2log A = 2:L O;log -' 
;=1 . E, 

b. \Vhat is the asymptotic distribution of -2log A? 

5. Let Xl' ... , X n be a random sample from the exponential distribution with 
density f(x: A) = ±exp( -xlA): x > O. 
a. Find the U.\IP test for testing Ho : A = 7 versus HI : A < 7 at level a. 
b. Find a 1 - a confidence interval for A by inverting the UMP test. 
c. Find the expected length of the interval in part (b). 

6. Let X be a Poisson random variable with parameter 8. Given a loss 
function L(8,8) = (8 - 8)2/8 and a prior density 1r(8) - (82/2)exp(-8), 
8 > 0, find the Bayes estimator of 8. 

2 



DEPARTlVIENT OF MATHEMATICS
 
UNIVERSITY OF MARYLAND
 

GRADUATE vVRITTEN EXAJ\tIINATION
 
JANUARY, 2003
 

Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all SL'X questions. Each will be graded from 0 to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a :"vell known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1. Suppose both Xl, ... , X m and Yl , ... , Yn are random samples from the 
Exponential(l) distribution. \Vith sample means X, Y, let 

B _ mX 
m,n - mX +nY 

where m/(m + n) -+ a: as m, n -+ 00. 

a.	 \Vbat is the distribution of Bm •n? 

b. For 0 < a: < 1, derive the asymptotic distribution as m, n -+ 00 of 

Jm+n (Bm •n - ~) 

VQ(l - Q) 

Explain your derivation carefully. 
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2. Two independent and identically distributed measurements Xl! X2 are 
made from a parametric density with parameter () > 0 

if x ~ 0 

if x < 0 

(a) Find the MLE of '19 in terms of Xl, X 2 . 

(b) Find the most powerful hypothesis test of Ho : v = 1 versus the 
alternative HI : '19 = 2 of size 0.10, giving an equation to determine the 
rejection cutoff but not solving it explicitly. Justify that your test either is 
or is not UMP versus HA : 13 > 1. 

3. Let Xl, ... , X n be a random sample from a N(J..L, 1) population, and let 
the prior pdf of J..L be N(O,l). Assuming quadratic loss, obtain the Bayes 
estimator and the corresponding minimum Bayes risk. 

4. Let Xl, ... , X n be iid Poisson(A), and let X and f)2 be the sample mean 
and sample variance, respectively. 

a. Show that X is the best unbiased estimator of A. 

b. Show that E(52 IX) = X. 

c. Use (b) to demonstrate explicitly that Var(S2) > Var(X). 

5. Let Xl, ... , X n be ~ random sample from a pdf f(x, ()) where () is k dimen­
sional, and suppose () is the ma.'cimum likelihood estimator of (). 

a. Under appropriate regularity conditions, show that 

where ()o is the true parameter and II (()o) is the Fisher information matn.x 
evaluated at eo. 

b. Illustrate the result in terms of Xl, ... , X n from Poisson(>.) where>. is 
a scalar parameter. 
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6. Let Xl, ... , X n denote the times to failure of n pieces of equipment, where 
Xl, ... , X n are iid Exponential(A). Consider the hypothesis 

Ho : 1/A= J-L ::; J-Lo 

a. Show that the test X 2: J-Lox(I- Ct.)/2n, where x(I- Ct.) is the (1- a)th 
quantile of the X~n distribution, is a size a test. 

b. Derive the power in terms of the X~n distribution. 

c. Approximate the power by appealing to the central limit theorem, and 
draw the graph of the approximate power function. 

3
 



DEPARTJVIENT OF MATHEMATICS
 
UNIVERSITY OF MARYLAND
 

GRADUATE WRITTEN EXAMINATION
 
AUGUST, 2002
 

Statistics (MA Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from 0 to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch \vork on separate pages in the same booklet. 

d.	 If you use a "well knO\vn" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

Standard notations: iid = independent identically distributed; fA 

denotes the indicator of event or property A, equal to 1 if A holds and 
equal to 0 otherwise; for A > 0, Expon(A) refers to the Exponential 
distribution with density f(x) = Ae-'\x f[x~OI; '" means "is distributed as"; 
for a random sample of variables Xl, ... , X n , the notation X denotes 
n- l L?::l Xi; and argmaxa h(a) denotes the (or any) value of a which 
ma'"'<:imizes the value h(a). Moreover, as needed, use the normal percentage­
point notation Zo == <P- 1 (1 - a) for the (1 - a) quantile ofthe standard 
normal distribution. 

(1). Suppose that the numbers of sightings Xi of each of 100 species of 
birds in a single season in a certain locale are independent random variables 
with probability distribution Poisson(Ai), where the unknown parameters 
Ai are unobserved independent random variables distributed Expon(fJ) 
(with density g(A) = '19- 1 e-,\/iJ) for some unknown positive parameter '19. 

1
 



(a). Find the likelihood for the unknown parameter {) in terms only 
of the sample X\, X2 , ... ,XIOO (and not in terms of unobserved random 
variables) . 

(b). Given that X\ = 7, (J = 6, and X = 6.5, how would you estimate 
Al ? Will the estimator you provide, when expressed as a function of the 
sample (Xl,"" XII), be consistent for Al when n is large? 

(2). Suppose that the random variables in a sample Y1, Y2 , ..• , Yn are 
iid with values in [0,1], and that an investigator knows that the underlying 
probability density fy(y) has the form 

for a 5. y < 1 
fy(y) = fy(y, a, b) = { ~ fo( 1 5. y < 2 

1-a-b for 2 < y 5. 3 

for some a, b > 0, a + b < 1, but thinks that a = 2b. 

(a). Find the exact likelihood ratio statistic for testing the hypothesis 
H o : a = 2b versus the general alternative, and give the approximate cutoff 
for large n, for a size-a test. 

(b). Find a good size-0.05 test for the hypothesis H~: a = 0.4 versus 
H~ : a =1= 0.4 based upon the maximum likelihood estimator of a. Use the 
limiting distribution for large n of your estimator to find the approximate 
rejection region of your test. 

(3). Suppose that the random pairs (Xi, Yi) are iid for i = 1, ... , n, 
with 

XiXi, rv N(p., ( 2 ) Yi Expon(A e ) given Xirv 

(a). Show that these variables form an exponential family, and find a suffi­
cient statistic. 

(b). Find the asymptotic variance for large n of the ma..ximum likelihood 
estimator for E(Yr) (regarded as a function of the three unknown parameters 

2p., a , A). But do not find the MLE's themselves. 

(4) Let the sample Xl,"" X n be distributed as N(p.,l), where 
the parameter /-L has prior probability mass function 1rk = P(/-L = k) 
respectively equal to 0.2, 0.5, 0.3 for k = 3, 4, 5. 
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(a). Find the posterior probabilities of the three possible values J.L = 3, 4, 5 
given that X = 3.7 for n = 10. 

(b). Let a decision rule 8 be defined in any way whatever with values 
8(z) = 3, 4, or 5 as a function of X = z, and let the loss-function value 
L(a, J.L) for the selected value a when the correct value is J.L be defined 
as L(a, J.L) = I[t4a j. Find a univariate integral expression, in terms of the 
function 8(.), for the expected loss (Bayesian risk) of the procedure which 
selects value a = 8(X). 

(5) Suppose that iid observed data values Yi for i = 1, 2, ... , n have 
the density 

f(y) = Ae->'(Y-J.L) I[y>J.L] , Y > a 
where A > 0, J.L > a are unknown parameters.
 

(a). Find minimal sufficient statistics for (J.L, A). These are complete for
 
n .2: 2. Prove this for n = 2. 

(b). Suppose that you observe a sampIe of n = 2 variables Yi, and that 
you are told that J.L < 10. Find and justify a UMVUE for e->'(lO-J.L). 

(6) Suppose that iid random pairs (Xi, Yi) are such that 

(a). Find the joint asymptotic distribution as n -+ 00 of 

(b). Conditionally given X = J.L+CJx , find the upper quartile (which means 
the same as the 75 th percentile or 0.75 quantile) of Y. 

3
 



DEPARTMENT OF MATHEMATICS
 
UNIVERSITY OF MARYLAND
 

GRADUATE WRITTEN EXAlVIINATION
 
AUGUST, 2002
 

Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from a to 10. 

b.	 Use a different booklet for each question. vVrite the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

Standard notations: iid = independent identically distributed; IA 

denotes the indicator of event or property A, equal to 1 if A holds and 
equal to 0 otherwise; for A > 0, Expon(A) refers to the Exponential 
distribution with density f(x) = Ae-'\x I[x~OI; '" means "is distributed as"; 
for a random sample of variables Xl, ... , X n , the notation X denotes 
n- l L:f::l Xi; and argma."'<a h(a) denotes the (or any) value of a which 
maximizes the value h(a). Moreover, as needed, use the normal percentage­
point notation ZQ == <P- 1(1 - a) for the (1 - a) quantile ofthe standard 
normal distribution. 

(1). Suppose that the numbers of sightings Xi of each of 100 species of 
birds in a single season in a certain locale are independent random variables 
with probability distribution Poisson(Ai), where the unknown parameters 
Ai are unobserved independent random variables distributed Expon( iJ) 
(with density g(A) = iJ- I e->"/r'J) for some unknown positive parameter iJ. 

1
 



(a). Find the likelihood for the unknown parameter {) in terms only 
of the sample Xl, X 2 , ..• , X 100 (and not in terms of unobserved random 
variables) . 

(b). Find a 95% one-sided confidence interval (e.g., the test-based interval 
related to the relevant optimal one-sided test) of the form [0, UJ for {) based 
on the sample Xl, X 2 , .•. , X n in terms of a sufficient statistic. Express U 
in terms of the quantiles of a known distribution depending on no unkown 
parameters. 

(2). Suppose that the random variables in a sample Yl , Y2, ... , Yn are 
iid with values in [0,1], and that an investigator knows that the underlying 
probability density fy (y) has the form 

for O:S y < 1 
fy(y) = fy(y, a, b) == { ~ for 1:S Y < 2 

1-a-b for 2 < y :S 3 

for some a, b > 0, a + b < 1, but thinks that a = 2b. 

(a). Find the exact likelihood ratio statistic for testing the hypothesis 
H o : a = 2b versus the general alternative, and give the approximate cutoff 
for large n, for a size-a test. 

(b). Find a good size-0.05 test for the hypothesis H~: a = 0.4 versus 
H~ : a =1= 0.4 based upon the ma.."Ximum likelihood estimator of a. Use the 
limiting distribution for large n of your estimator to find the approximate 
rejection region of your test. 

(3). Suppose that the random pairs (Xi, Ii) are iid for i = 1, ... , n, 
with 

Xi, '" JV(J.L, (],2) Y; '" Expon().eXi ) given Xi 

(a). Show that these variables form an exponential family, and find a minimal 
sufficient statistic. 

(b). Find the asymptotic variance for large n of the ma.."Ximum likelihood 
estimator for E(Yl ) (regarded as a function of the three unknown parameters 
J.L, (]'2, A). But do not find the MLE's themselves. 

(4) Let the sample Xl, ... , X n be distributed as N(J.L, 1), where 
the parameter J.L has prior probability mass function 1fk = P(J.L = k) 
respectively equal to 0.2, 0.5, 0.3 for k = 3, 4, 5. 
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(a). Find the posterior probabilities of the three possible values J.1 = 3, 4, 5 
given that X = 3.7 for n = 10. 

(b). Let a decision rule <5 be defined in any way whatever with values 
<5(z) = 3, 4, or 5 as a function of X = z, and let the loss-function value 
L(a, J.1) for the selected value a when the correct value is J.1 be defined 
as L(a, J.1) = 1[J..l#]' Find a univariate integral expression, in terms of the 
function <5(.), for the expected loss (Bayesian risk) of the procedure which 
selects value a = <5(X). 

(c). Use (b) to show that the essentially unique Bayes (minimum-risk) deci­
sion rule is defined by 

<5(X) = arg m:-'< (7fa exp(nX a - n(i /2)) 

(5) Suppose that iid observed data values Yi for i = 1, 2, ... , n have 
the density 

f(y) = A e->'(Y-J..l) l[y>J..l] , Y > 0 

where A > 0, J.1 > 0 are unknown parameters.
 

(a). Find minimal sufficient statistics for (J.1, A). These are complete for
 
n :2: 2. Prove this for n = 2. 

(b). Suppose that you observe a sample of n = 2 variables Yi, and that 
you are told that J.1 < 10. Find and justify a UMVUE for e->.(lO-J..l). 

(6) Suppose that iid random pairs (Xi, Yi) are such that 

(a). Find the joint asymptotic distributions as n ---t 00 of each of 

and 

(b). Conditionally given X = J.1 + (lx, find the upper quartile (which means 
the same as the 75th percentile or 0.75 quantile) of Y. 

3 
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DEPARTlVIENT OF lVIATHElVIATICS
 
UNIVERSITY OF lVIARYLAND
 

GRADUATE "VRITTEN EXAlVIINATION
 
JANUARY, 2002
 

Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from 0 to 10. 

b.	 Use a different booklet for each question. \-Vrite the problem number 
and your code number (NOT YOUR NAlYIE) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a '\vell known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

Standard notations: r.v. = random variable; iid = independent identi­
cally distributed; [x] = greatest integer less than or equal to x; rv means 
"is distributed as"; and 1..1. denotes the indicator of event or property .4, 
equal to 1 if A holds and equal to 0 otherwise. 

(1). Suppose that for i = 1,2, ... , Nand j = 1, ... , n, the r.v.'s 
Iij rv JV(ih (72) are mutually independent., where the parameters {'19di~l 
and (72 are unkno\vn. 

(a). For arbitrary n ~ 2 and N ~ 2, find the maXimum likelihood 
estimators of Vi, -i = 1,2, ... , ,V, and (72. 

(b) If n = 2 and .V gets large, show that the :\lLE a- 2 converges tn 

probability but -is not consistent. 

(c). Is the MLE a-2 for (72 consistent if n = 1 + [logeV)] and l\f -7 x ? 

1
 



(2). Assume that an unknown posi ti ve scalar parameter {) follows the 
density 

af(t) = c- -
1 (a + 1) ta I[oSt::;cj 

for positive (known) parameters a, c. Assume also that given (J, a random 
sample Xi, i = 1, 2, ... , n, is drawn from a Unifo-rrn[O, I/O] density. Find 
the Bayes estimator for u based on the observed sample {Xd~l : 

(a) under the squared-error loss function L({), a) = ({) - a)2; and 

(b) under the absolute-error loss function L(13, a) = liJ - al· 

(3). A sample of randomiid normally distributed 2-dimensional vectors 

(..'C, ri), i = 1, 2, ... : n, is assumed to follow the JV( (~), (1)3 1{3)) 
distribution. Find the lJ:\IVUE for j.l based on these data, and justify this 
property for the estimator you give. 

(4). The data-sample \ll: \lz, ... , Vn is assumed to follow the "trun­
cated exponential" density f(-u, a, b) = be-b(u-a) I[v~al' Find the best critical 
region of size ex E (0,1) for testing 

H o : a = ~l, b = /\ versus 

where j.l' < j.l and 0 < A < X are constants. Explain, \vith justification, 
\vhether or not this critical region is Uniformly rvlost Powerful for testing H o 
versus the composite alternative H A : a < j.l, b > A. 

(5). Let Xl, '\2, ... : -\n be a sample of iid LV.'S with the common 
density f(x, A) = 2Ax e- Ax2 

I[x>ol' 

(a) Find the Maximum Likelihood Estimator ~ for A, as a function of 
the sample, and find the limiting distribution for large n of vn (~ - A). 

(b) Find the method-of-moments estimator ~ for /\, and find its 
asymptotic relative efficiency (ARE) with respect to the maximum Likelihood 
Estimator. 

2
 



(6). Independent exponential [v.'s XI' Y; for i = 1. 2..... n are 
defined so that Xi '" Expon(2/\). Yi E:r;pon(:3,\?). where ,\ > 0 is anrv 

unkno\vn parameter. 

(a) Show chat the parametric .I0mt density for {(.\;. Yi)}~l is of 
exponential-family form. and give (\vich justification) a minimal sufficient 
statistic for it. 

(b) Shov,; that 5 = Yl/Xf has distribution not depending upon ,\. 
but that 5 is not independenc of the minimal sufficient statistic for ,\. 

(c) Lse either the facts proved in (b) OT another method 1:0 establish then 
there is no complete sufficient statistic in (a). 

3
 



DEPARTMENT OF MATHEMATICS
 
UNIVERSITY OF MARYLAND
 

GRADUATE WRITTEN EXAlVIINATION
 
AUGUST, 2001
 

Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from 0 to 10. 

b.	 Use a different booklet for each question. 'Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1. Let Xl, ... ,Xn be a random sample from a population with probability 
density function (pdf) 

8fl(X), if x<O 
f(x; 8) = { (1 - e)h(x), if x?:: 0 

where it ?:: 0, h 2: 0, e is a parameter such that °< e< 1, and 

0 fl(x)dx = (Xl h(x)dx = 1.1 fo-00 

Prove or disprove that there exists a complete sufficient statistic for e. 

2. Let Xl,' .. , X n be a random sample of size n from a normal population 
N(/-l, (J2), /-l E R, (J2 E R+. 

1
 



(i) Prove that if n > 5, the statistic 

x2 1 
an 52 - ; 

for some an (you do not need to compute an explicitly) is a minimum 
variance unbiased estimator of p2 / (72. 

(ii) 'What happens if 2 :s; n :s; 5 ? 

3. Let Xl, . .. , Xn be independent observations with 

. _ { 1 - e-).i(x-8), if x 2: a 
P8(Xt < x) - ° 

,IX
'f < a 

where AI, A2, ... are given positive numbers and BEn is a parameter. 
Find necessary and sufficient conditions on AI, A2' ... for the consistency of 
e(X1, ... , Xn ), the minimum variance unbiased estimator of abased on the 
first n observations. 

4. Given 0, Xl, ... ,X n are independent identically distributed random vari­
ables uniformly distributed in (0,0). The prior distribution of 0 is Pareto 
wi th densi ty 

a-I 
1l"(a) = 0;;-' a,a> 1 

(i) Prove that the posterior density 1l"(e I Xl, ... , X n ) depends only on X(n) = 
max(X1 , ... , X n )· That is, rr(B I Xl, ... , X n ) = rr(O I X(n))' 

(ii) Prove that 1i(a I X(n) = u) does not depend on u for u < 1. 

5. Let Xl, ... , X n be independent copies of a random variable X, and let 
¢(u), 1j;(v) be functions such that E[¢(X)] = E[1j;(X)] = 0, EI¢(X)!2 = 
all < 00, EI1j;(XW = a22 < 00, E[¢(X)1j;(X)] = at2 = a2l' Assume the 
matrix 

A = (all a 12 ). 
a21 a22 

is positive definite. Define (fin = ~ Lr=l ¢(Xi ), -0n = ~ Lr:l 1j;(Xi ) , 

A-I _ a 
11 

- ( a 21 
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Prove that as n --+ 00 we have the convergence in distribution, 

6. Let (X~, ... ,X~J, (X~/, ... ,X~2) be two independent random samples from 
normal populations N(,uI, (/2) and N(,u2, (/2), respectively, with unknown (J2. 

Develop the likelihood ratio test (i.e. obtain its critical region) for testing the 
null hypothesis Ho : ,u2 = 2,u1 (equivalently, ,u1 = ,u,,u2 = 2,u, ,u unspecified.) 

3
 



DEPARTMENT OF MATHEMATICS
 
UNIVERSITY OF lVIARYLAND
 

GRADUATE WRITTEN EXAMINATION
 
JANUARY, 2001
 

Statistics (Ph. D. Version) 

Instructions to the Student 

Cl.	 Answer all six questions. Each will be graded from 0 to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1. Let P = {Po, () E 8} be a family of distri bu tions on a measurable space 
(X, A), and let T : (X, A) -7 (7, B) be a statistic. Let Qo(B) = PO(T-lB), 
BEB,Q={Qo,()E8}. 

Prove that if T is sufficient for P and S : (7, B) -7 (5, C) is sufficient for 
Q then S is sufficient for P. 

2.	 Let Xl,' .. , X n be a random sample from a population with pdf 

f(x - ()) = 3~(x - ())4 exp{ -(x - ())2/2}, () E R 

Compute the Fisher information on 8 contained in the sample and find the 
efficiency of X = (Xl + ... + Xn)/n as an estimator for 8. 

1
 



3. Two identical coins with P(H) = 1 - P(T) = p are tossed indepen­
dently n times. Let no, nl, 112 denote the number of times whpn both coins 
show T, one shows T and the other shows H, both coins show H. respectively. 

Find whether n·dn is an admissible estimator for p'2 assuming quadratic 
loss. 

4. Let Xl, ... , X n be of the form 

where ai, ... , an are known constants, e is a parameter to Iw estimateel, 
and tl, ... , Cn are independent random variables with mean 0 anel variance 
Val' (cd = at < 00. 

Find the minimum variance linear unbiased estimator of e allCl compute 
its variance. 

A.ssuming Cl, C2,'" are normally distributed, study the consistency of the 
aforementioned estimator as 11 --r :)(). 

5. Let the prior distribution of a parameter e be Beta(cl', d) \\'ith pelf, 

~ . ; _ f(a + P) a-I _ 13-1
JI(e,a,(3)-qC'i)fC6)e (1 e) ,eE(O.l) 

where a > 0, ,6 > 0 and f is the gamma function. Given (j, the observations 
"'::1, ... ,Xn are independent binary random variables with 

(i) Find the Bayes estimator of eassuming quadratic loss. (ii) Are Xl, ... ,Xn 

independent ? 

6. Let (X;, ... , X~l)' (X;', ... ,X~2) be two independent random samples 
from normal populations N(IlI, 0'2) and N(P2, 0'2), respecti\"f~ly, with unknown 
0'2. Develop a t-test at significance level a for testing the null hypothesis 

Ho : P'2 = 21l1' 

2
 



DEPARTMENT OF MATHEMATICS
 
UNIVERSITY OF MARYLAND
 

GRADUATE WRITTEN EXAMINATION
 
AUGUST 2000
 

Statistics (Ph.D. Version) 

Instructions to the Student 

a.	 Ans\ver all six questions. Each will be graded from a to 10. 

b.	 Use a different booklet for each question. 'Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1. Let Xj, j = 1,2, ... , n, be a sample of n independent normal random 
variables where X j has a N(J.1, aD distribution and the oj are known but not 
necessarily equal. Find the best linear unbiased estimate of J.1. 

2.	 Let Xj, j = 1,2, ... ,n, be i.i.d. random variables having density 

f(x; B) = exp[-(x - B)] for x > B. 

Let T = minl:Sj:sn(Xj) and denote the density of T by g(t, B). 

(a) Show	 that T is complete and sufficient for the family of of densities 
{g(t; B) IBE (-00, oo)}. 

(b)	 Find the UMVU estimate for B. 
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3. Suppose X has a binomial distribution with n trials and probability 8 of 
success at each trial, where 0 < 8 < 1. 

(a)	 Find the Bayes estimator for 8 for the uniform prior densi ty wi th respect 
to the loss function the loss function 

(8 - b)2 
W(8, b) = 8(1 _ 8) 

(b)	 Find the minimax estimate of 8 with respect to the loss function vV(8, b) 
given in (a). 

4. Let X be a single observation from the vVeibull density 

f(x; 8) = {	 8xe- 1 
exp( _xe) if x > 0 

0 if x ~ O. 

The	 parameter 8 is positive. 

(a)	 Show that the most powerful size Q test of Ho : e = 1 vs. HI : e = 2 
rejects iff k i < X < k2 . Indicate how k i and k2 are computed. 

(b)	 Generalize the result of (a) to find the most powerful test of Ho against 
a simple alternative of the form HI : e = CI, where CI > 1, and show 
that no uniformly most powerful test of Ho : e = 1 vs. HI : e > 1 
exists. 

(c)	 Show that the family of vVeibull densities {f(x; e) Ie> O} does not 
have the monotone likelihood ratio property with respect to X. 

5. Let UI , ... , Un be i.i.d. uniform random variables on the interval (a, b). 
Let U(I) = min{UI , ... , Un} and let U(n) = max{UI , ... , Un}. 

(a)	 Derive the joint distribution of U(I) and U(n). 

(b)	 Show that the random variables n(U(I) - a) and n(b - U(n)) have a 
limiting joint distribution and conclude that they are asymptotically 
independent. 
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6. Let Xi, i = 1, ... , n, be i.i.d. exponential random variables with pa­
rameter A and let Ii, i = 1, ... , n, be i.i.d. exponential random variables 
with parameter p/\. The ./'C and Ii are mutually independent, /\ and pare 
unknown positive parameters, and the exponential parameterization is such 
that E(X1 ) = 1/A. 

(a)	 Find a simplified form for the rejection region in the likelihood ratio 
test of the null hypothesis Ho : p = 1 versus the general (two-sided) 
alternative. 

(b)	 Give the exact distribution of the test statistic used to define the re­
jection region in (a). 

(c)	 Give an approximate rejection region for the hypothesis test in (a) at 
level a = 0.10 when n is large, where the cutoff point(s) are specified 
in terms of percentage points for the standard normal distribution. 

3
 



DEPARTMENT OF MATHEMATICS
 
UNIVERSITY OF MARYLAND
 

GRADUATE WRlTTEN EXArvIINATION
 
JANUARY, 2000
 

Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from 0 to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR N A:NIE) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
to justify its use. 

1. Let Xl, ... , X m , Y1,· .. , Yn be independent Poisson variables. The Xi 
have common mean fJ-x and the Yj have common mean fJ-y. It is proposed to 
test Ho : fJ-x = fJ-y vs. H1 : j.lx i- fJ-y by rejecting Ho when the statistic 

T = (X - y)2 
(11m + 1/n)(mX + nY)!(m + n) 

is large. 

(a) Suggest an intuitive justification for the use of T. 

(b) Find the approximate distribution of T under Ho. 

(c) Assume m = n. As n -+ co, give an approximation to the power of the 
test against the simple alternative H;: j.lx = fJ-xo, fJ-y = fJ-yO, where 
fJ-xo > f.Lyo, 

1 



2. Let Xl, ... , X n have cornmon mean fJ- and common variance 0'2, and 

let Cov(Xi, Xj) = 0'2 p(li - jl)· As usual, Xn = (lIn) L:~l Xi· 

(a) If p(k) = p > 0 for all k, then Xn is not a consistent estimator of fJ-. 

(b) If Ip( k) I ~ LVI,Ie, where °< , < 1, then Xn is a consistent estimator of 

fJ-. 

3. Let Y1,.··, Yn be jointly normal with E[0] = e and Cov(Yi, Yj) = Vij' 

The parameter e is unknown and the covariance matrLx V is known and 
positive definite. Find the MLE of e and decide whether it is unbiased and 
efficient. 

4. Let Xl,' .. ,Xn be i.i,d, with density j(x). Show that, conditional on 
XU) = a, the j - I observations to the left of a and the n - j observations 
to the right of a are distributed as j - 1 i.i,d. random variables with density 
j(x)1F(a) and n - j i,i,d, random variables with density j(x)j[1 - F(a)], 
respectively, with the two sets being (conditionally) independent of each 
other. 

5. Given the parameter e, an observable random variable X has the 
negative binomial distribution: 

PiX = kle] = f(r + k) er(l- e)1e
k1f(r) 

where k = 0,1,2, ' .. , °< e < 1 and r is a known constant. In addition, e 
has a beta prior density given by: 

p(e) = r(a + b) ea - 1 (1_ e)b-l.
f(a)f(b) 

Assuming squared error loss, find the Bayes estimators of each of the following 
parameters: e, fJ = lie and fJ- = E/}[X]. 
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6. Let the discrete random vector X belong to an exponential family with 
joint probability function 

k 

P(X = x; 8) = C(8)h(x) exp[B j L:Tj(x)] 
j=l 

depending on the k-dimensional parameter 8 E e, the natural parameter 
space. 

(a) Find the distribution of 

and	 verify that it also belongs to an exponential family. 

(b) Show that the marginal distribution ofTr = [T1(X), ... ,Tr(X)] belongs 
to an exponential family and find the natural parameter space and the 
normalization constant. 

(c) Show	 that the conditional density of T r given [Tr+i(X) , ... ,Tk(X)] = 
[t r + 1, ... ,tkl also belongs to an exponential family. 

3
 



DEPARTMENT OF MATHEMATICS
 
UNIVERSITY OF MARYLAND
 

GRADUATE WRITTEN EXAMINATION
 
AUGUST, 1999
 

Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all six questions. Each will be graded from a to 10. 

b.	 Use a different booklet for each question. 'Write the problem number 
and your code number (NOT YOUR NAlVIE) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
justify its use. 

1. Let Xl,"" X n be a random sample from the uniform distribution on 
(-8,8), where 8 is an unknown positive parameter. Find the maximum 
likelihood estimator of eand prove that it is consistent. 

2. Let Xl, ... , X m , Y1," ., Yn be independent normal random variables, let 
E(XJ = f.LI,VarXi = O'~, i = 1, ... ,m, let E(Yj) = f.L2,VarYj = O'~, j = 
1, ... ,n, and assume that both m and n are large. 

(a) Find a confidence interval for 0 = fJ1 - jl2, with approximate coverage 
probability 1 - a, assuming that the variances are unknown but equal. 

(b) Find an approximate 1 - a confidence interval for f.L1 - fJ2, assuming 
that the variances are unknown and possibly unequal. 

(c) In general, does the interval of part (a) still contain 8 with approximate 
probability 1 - a if m = n but 0'1 =I=- O'2? 

(d) vVhat is the approximate coverage probability of the interval of (a) if 
O'i!O'i = P and min = R? 

1
 



3. Let X and Y be independent random variables with distributions F(xIO 
and G(yl1]), respectively, where ~ and 1] are real-valued parameters. Suppose 
that the prior distribution of (~, 1]) is such that ~ and 1] are independent with 
distributions P and Q. 'With respect to squared error loss, let TdX) be the 
Bayes estimator of ~ based on X and let T2(Y) be the Bayes estimator of 1] 

based on Y. 
(a) Show that, with respect to squared error loss, T1(X) - T2(Y) is the 

Bayes estimator of ~ -'7 based on (X, Y). 
(b) Suppose that Tl > aand that with respect to squared error loss, T3(Y) 

is the Bayes estimator of IlT] based on Y. Show that, with respect to squared 
error loss, Tl/Y)T3(Y) is the Bayes estimator of U1] based on (X, Y). 

4. Let Xl, ... ,Xn be i.i.d exponential random variables with mean e. 
(a) Find a test of Ho:e= eo vs. Ho:e> eo. Show how to calculate its 

critical value(s) using common statistical tables. 
(b) 'What optimality properties, if any, does your test possess? 
(c) How would you determine the required sample size if it is desired to 

test Ho : e= 1 with P[Type I error] = a: and power /3 against the alternative 
e= 2? 

5. Let Xl,." ,Xn be i.i.d. Poisson random variables with mean e. 
(a) Compute i}, the maximum likelihood estimator (MLE) of 1] = 82

, and 
ij, the uniformly minimum variance unbiased estimator (UMVUE) of 1]. 

(b) Does VariJ attain the Cramer-Rao lower bound? 
(c) Determine the limiting distributions of both jTi( i} -1]) and jTiC~-1]). 

6. Let Y1 = /31 + el, Y2 = {32 + e2, and Y3 = {31 + {32 + e3, where the ei, 
i = 1,2,3 are i.i.d. with common mean a and common variance (j2. 

(a) Find the best linear unbiased estimators of ,81 and {32. 
(b) Find the variance-covariance matrix of the estimators obtained in (a). 
(c) Find an unbiased estimator of (j2. What is its distribution under the 

additional assumption that the ei, i = 1,2,3 are normally distributed? 
(d) Find the best linear unbiased estimator of 2{31 + 3{32 and the variance 

of this estimator. 
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DEPARTMENT OF MATHEMATICS
 
UNIVERSITY OF MARYLAND
 

GRADUATE WRITTEN EXAMINATION
 
JANUARY, 1999
 

Statistics (M.A. Version) 

Instructions to the Student 

a.	 Answer all SLX questions. Each will be graded from a to 10. 

b.	 Use a different booklet for each question. Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a ""':ell known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
justify its use. 

1. Let Xl, ... , X n be independent and identically distributed (i.i.d.) ran­
dom variables from the Poisson distribution with parameter A. 

(i)	 Find the UMVUE for A. 

(ii) Find the UMVUE for exp( -A). 

1
 



2. Let X be continuous with density j(x; e), where e is a real parameter 
with prior density 1r(e). 'vVe wish to estimate e, subject to the loss function 
£(e; d) = vV(e)(e - d)2, where W(e) is a function of e. 

(i) Show that the Bayes estimate for e is 

{} = E[evV(e)IX] 
rr E[vV(e)IX]' 

(ii)	 Let X be a binomial random variable with parameters nand e. Suppose 
that the prior density of e is 1r(e) = 6e(1 - e) on (0,1) and the loss 
function is 

(e - d)2 
£(e; d) = e(l _ er 

Find the Bayes estimate for e. 
3. Suppose that X is a discrete variable with probability mass function 

(pmf) j(x; e). Let T = T(X) be a function of X with pmf g(t; e). 

(i) Show that 

E { Blog ~~ X; e) } = 0 

and	 that 
E{BlOgj(X;e) IT} = Blogg(T;e) 

Be Be . 

(ii)	 Starting from 

< V {B log j(X; e) _ Blog g(T; e)}O- ar Be Be' 

show that 

BlOgj(X;e)} > V {BlOgg(T;e)}Var { Be - ar Be . 

(iii)	 In what situation does the above inequality become an equality? 

(iv)	 Give a statistical explanation of the results in parts (ii) and (iii). 

Note: You may assume any needed mathematical regularity conditions with­
out proof. 
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4. Suppose that Y'ij, (i = 1,2; j = 1,2,3) are independent random 
variables and that Y'ij has the normal distribution N (J.Li, (J2). 

(i)	 Find the least squares estimators for J.Ll and J.L2 and an unbiased esti­
mator for (J2. 

(ii) To test Ho : (J.Ll, J.L2) = (alJ.L, a2J.L) , where al and a2 are known constants 
and J.L is an unknown parameter, we can use the statistic 

where )Ii. = L;=l )lij, i = 1,2. Find the sampling distribution of W 
under Ho. 

5. Suppose that random variables .)(, i = 1,2, ... , n, are independently 
and identically distributed with density 

fx(x) = f(x,{3,>.) = 2>'{3xexp(->'{3x2) 

and that Y'i, i = 1,2, ... ,n, are independently and identically distributed with 
density 

fy(y) = f(y, >') = 2>'y exp( _>.y2), 

where {3 and>. are unknown positive parameters. 

(i)	 Find a two-dimensional sufficient statistic for the unknown parameter 
vector ({3, >') in terms of the samples Xi, i = 1,2, ... , n arid )Ii, i = 

1,2, ... ,n. 

(ii)	 Find the form of the likelihood ratio test of Ho : {3 = 1 versus the one­
sided alternative Hi : {3 > 0 with significance level 0.05, and show that 
it coincides with the one-sided test based upon the maximum likelihood 
estimator /3 of {3. 

3
 



6. Let Xl, ... , X n be an i.i.d sample from the gamma density 

aQ
 

f(x; a) = f(a) xQ-1e-Ox
 

where ais an unknown positive parameter and a is a known positive constant. 

(i) Find a, the maximum likelihood estimator of a. 
(ii) 'What is the limiting distribution of Vii(iJ - a)? 

4
 



DEPARTMENT OF lVIATHEMATICS
 
UNIVERSITY OF lVIARYLAND
 

G RADUATE WRITTEN EXAlVIINATION
 
JANUARY, 1999
 

Statistics (Ph. D. Version) 

Instructions to the Student 

a.	 Answer all SL.'<: questions. Each will be graded from a to 10. 

b.	 Use a different booklet for each question. 'Write the problem number 
and your code number (NOT YOUR NAME) on the outside cover. 

c.	 Keep scratch work on separate pages in the same booklet. 

d.	 If you use a "well known" theorem in your solution to any problem, it 
is your responsibility to make clear which theorem you are using and 
justify its use. 

1. Let Xl, ... , X n be independent and identically distributed (i.i.d.) ran­
dom variables from the Poisson distribution with parameter A. 

(i)	 Find the UMVUE for A. 

(ii) Find the UMVUE for exp( -A). 

1
 



2. Let X be continuous with density f(x; 0), where 0 is a real parameter 
with prior density 1r(O). vVe wish to estimate 0, subject to the loss function 
£(8; d) = vV(8)(8 - d?, where VV(8) is a function of 8. 

(i) Show that the Bayes estimate for 8 is 

~ E[8vV(8)IX] 
8rr = E[vV(8)IX]' 

(ii)	 Let X be a binomial random variable with para!lleters nand 8. Suppose 
that the prior density of 8 is 1r (8) = 68 (1 - 8) on (0,1) and the loss 
function is 

(8 - d)2 
£(8; d) = 8(1 - Or 

Find the Bayes estimate for O. 

3. Suppose that X is a discrete variable with probability mass function 
(pmf) f(x; B). Let T = T(X) be a function of X with pmf g(t; B). 

(i)	 Show that
 
E{810gj(X;B) IT} = 810gg(T;8)
 

8B	 8B . 

(ii)	 Starting from 

0 < v {810gj (X;B) _ 810g9(T;B)} 
- ar 88 88' 

show that
 

8 log j(X; B)} V {810g g(T; 8) }
Var { 88 2: ar 8e . 

(iii)	 In what situation does the above inequality become an equality? 

(iv)	 Give a statistical explanation of the results in parts (ii) and (iii). 

Note: You may assume any needed mathematical regularity conditions with­
out proof. 
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4. Suppose that Y'i j , (i = 1,2; j = 1,2,3) are independent random 
variables and that Y'ij has the normal distribution N(/-Li, (72). 

(i)	 Find the least squares estimators for /-Ll and /-L2 and an unbiased esti­
mator for (72. 

(ii) To test Ho : (/-Ll, /-L2) = (al/-L, a2/-L), where al and a2 are known constants 
and /-L is an unknown parameter, we can use the statistic 

where 'Y';. = 2:;=1 Y'ij, i = 1, 2. Find the sampling distribution of vV 
under Ho. 

5. Suppose that random variables Xi, i = 1,2, ... , n, are independent and 
identically distributed with density 

fx(x) = f(x, {3,).,) = 2).,{3x exp( -).,{3x2
) 

and that }Ii, i = 1,2, ... , n, are independent and identically distributed with 
density 

fy(y) = f(Y,).,) = 2)"y exp( _).,y2), 

where {3 and)" are unknown positive parameters. 

(i)	 Find a two-dimensional sufficient statistic for the unknown parameter 
({3,.-\) in terms of the samples Xi, i = 1,2, ... , n and }Ii, i ~ 1,2, ... , n. 

(ii)	 Find the form of the likelihood ratio test of H o : {3 = 1 versus the one­
sided alternative H1 : {3 > 1 with significance level 0.05, and show that 
it coincides with the one-sided test based upon the maximum likelihood 
estimator /3 of {3. 

(iii)	 By any method you know, give the approximate distribution of {3 under 
the null hypothesis when n is large. 
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6. Let Xl, ... ,Xn be an i.i.d sample from a density f(x; B), where B is an 
unknown scalar parameter. Define 

where a > 0 is a known constant. vVe estimate B by B, the quantity that 
minimizes YVQ(B). 

(i)	 Show that {) satisfies the equation Un ({;) = 0, where 

lUn(B) = n- ~ u(Xi ; B)jQ(Xi ; B) - i: u(z; B)t+Q(z; B)dz 

and u(x; B) = (8/8B) log j(x; B). 

(ii)	 Find the limiting distribution of y!TiUn(Bo), where Bo is the true value 
of B. 

(iii)	 Find the asymptotic distribution of y!Ti({; - Bo). 

(iv)	 Can you see any connection between above estimate and the ma..'(imum 
likelihood estimate? (Hint: Consider the value of a). 

Note: You may assume any needed mathematical regularity conditions with­
out proof. 
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