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Abstract

A crystal lattice with a small miscut from the plane of symmetry has a surface which
consists of a series of atomic height steps separated by terraces. If the surface of
this crystal is not in equilibrium with the surrounding medium, then its evolution is
strongly mediated by the presence of these steps, which act as sites for attachment
and detachment of diffusing adsorbed atoms (‘adatoms’). In the absence of material
deposition and evaporation, steps move in response to two main physical effects: line
tension, which is caused by curvature of the step edge, and step-step interactions
which can arise because of thermal step fluctuations, or elastic effects. This thesis
focuses on axisymmetric crystals, with the result that the position of a step is uniquely
described by a single scalar variable, and the step positions obey a coupled system of
“step-flow” Ordinary Differential Equations (step flow ODEs). Chapter 2 of this thesis
concentrates on the derivation and numerical solution of these equations, and their
properties in the limits of slow adatom terrace diffusion and slow adatom attachment-
detachment.

Chapter 3 focuses on the analysis carried out by Margetis, Aziz and Stone (‘MAS’)
[78] on a Partial Differential Equation (PDE) description of surface evolution. Here,
the crystal is also axisymmetric and has a single macroscopically flat region, a facet.
It is discovered that the boundary condition of Step Chemical Potential Continuity,
first suggested by Spohn [109] yields results that are inconsistent with the scalings
predicted by the MAS analysis and with results from the step flow ODEs. The ‘step
drop’ condition suggested by Israeli and Kandel [50] is implemented instead, and is
shown to give good agreement with the results from the step flow ODEs.

Chapters 4 and 5 explore the evolution of algebraic profiles: instead of starting
with steps that are equally spaced, the step radii are initialized as a more general alge-
braic function of the height. In these two chapters, results are presented which involve
approximate self-similarity of the profiles, a stability analysis of small perturbations,
and quantification of decay rates.

Chapter 6 of this thesis details the numerical procedure used to integrate the step
flow equations. A ‘multi-adaptive’ time integrator is used where different time steps
are taken for different components of the solution. This procedure has benefits over

3



a standard integrator, because when a few steps cluster tightly together, these steps
(and these steps only) become very stiff to integrate. Whereas the inner most steps
in the structure undergo a rapid motion, the majority of steps which are sufficiently
far away from the facet, move relatively slowly and exhibit smooth behaviour in
time. Using the same time step for all components in the solution is therefore quite
inefficient. This chapter discusses the concept of “local stiffness”, and how the motion
of the inner most steps is handled.

Thesis Supervisor: Rodolfo Ruben Rosales
Title: Professor of Applied Mathematics

Thesis Supervisor: Dionisios Margetis
Title: Lecturer, Department of Mathematics
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Chapter 1

Introduction

1.1 Chapter Overview

In this short chapter, we will first introduce the notion of a step in the context of

crystal surfaces. We will discuss why researchers studied steps in the past, and why

steps are studied today. Finally, a summary of this thesis is presented, outlining the

main results and how the results build on previous work.

1.2 Description of Surfaces at the Nanoscale

Recent advances in the fabrication of nanoscale electronic devices have led to active

research into the fundamentals of surface evolution and kinetics at this lengthscale

[55]. With quantum dots [2], and other “low-dimensional” structures becoming ever

more widespread, it becomes increasingly important to understand the basic proper-

ties of these structures – for example, the lifetime of surface features, and how these

features decay. It is thought that the phenomenon of step-bunching, which will be

described extensively in Chapter 2, can be used as a means to manufacture quantum

wires [72], and experimentalists have successfully used vicinal surfaces as a substrate

on which to grow quantum dots [60]. We will discuss vicinal surfaces shortly.

For temperatures below the roughening transition temperature (“below roughen-

ing”), a crystal lattice with a small miscut from a plane of symmetry consists of a
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Figure 1-1: Image from a Scanning Tunneling Microscope of a Step on Si(001), used
with permission from B. Swartzentruber and taken from [6].

series of steps. The roughening temperature, TR, is that temperature well below which

steps are thermally stable: essentially, the steps have a lifetime that is long enough

so that they can be directly observed. Figure 1-1 shows an image from a Scanning

Tunneling Microscope of a step on Si(001) †. The height of the step is of the order

of a few angstroms. When the temperature is raised above TR, it is thought that the

surface undergoes a Kosterlitz-Thouless phase transition [23], and it becomes statis-

tically “rough”. In this case the height-height correlation function has been shown to

diverge [95], [118], [120], through theoretical arguments in statistical mechanics.

These steps, having a height of about one lattice constant, are separated by ter-

races, whose widths are typically hundreds or thousands of lattice constants. Surfaces

like these are often referred to as being ‘vicinal’ because they can be thought of as

being ‘in the vicinity’ of, or being close to, one of the planes of symmetry of the

crystal lattice. Two main physical processes can occur on stepped surfaces: the

diffusion of adsorbed atoms (‘adatoms’) on the terraces, and the attachment and de-

tachment of adatoms at step edges. When adatoms detach from step edges, steps

retreat; when they attach to step edges, the steps advance. Figure 1-2 shows a di-

†Material scientists allocate a Miller Index to a surface’s orientation. In the case of a cubic
lattice, it consists of 3 integers which describes the direction of the vector normal to the surface, for
example (001), or (110).
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agram of a series of “single signed” steps with diffusion of adatoms on terraces and

attachment-detachment at step edges.

Figure 1-2: Diagram of single signed steps illustrating diffusion on terraces and
attachment-detachment at step edges. The step at ρn will retreat to the left as
atoms detach, while the step at ρn+1 will advance to the right as atoms attach from
above and below.

The steps are assumed to be straight, and infinite in length: in 1-2, the step edges

come out of the page. Steps are said to be single signed when they all face the same

direction, i.e. the profile is monotone. When two steps face toward or away from each

other, they have opposite/different signs.

Figure 1-2 is an oversimplification in many ways. The first is that steps in general

are not straight and infinite in length. Second, there can be “empty pockets” (voids)

and other defects on terraces that are not shown. Finally, in 1-2, the atoms on the

surface of the crystal are identical to those in the bulk. In reality, when the surface

of a crystal is exposed, the atoms on the surface can “reconstruct”: surface atoms

with free bonds can form additional bonds with neighbors. This can give rise to some

unexpected properties on the surface – for example, the diffusivity can vary over the

terrace width.

A more realistic picture of a step is shown in Figure 1-3. The kinks shown in

this picture can act as sites for preferential attachment of adatoms and edge atoms,

leading to a local advance of the step. This picture emphasizes the discrete nature of

the crystal lattice, and shows that 2D steps move through the propagation of kinks
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along the step. When an atom attaches to a kink, the kink effectively moves along

the step by one lattice constant. When a 2D step advances, it does so because kinks

‘zig-zag’ along the step edge. With each pass, kinks successively nucleate, adding

more mass is added to the step edge.

ki

Figure 1-3: Steps are not straight, but consist of many kinks which act as sites for
preferential attachment of diffusing adatoms. A void on the terrace is also shown.

In the situation we just described, steps advanced because there was an excess

of adatoms. Now consider the opposite situation, where we have a single island (a

closed, 2D step) on an infinite substrate, and assume that there are no adatoms on the

substrate. The island will evolve in a way that minimizes the number of unbonded

atoms on the edge – that is, the step will shrink by emitting adatoms. This is

the effect of step line tension. This decay of single islands has been demonstrated

experimentally in by Ichimaya and coworkers in [48].

If what we have said about steps so far is true, then their behavior is completely

passive: islands on a substrate will respond to deposition1 by growing or, if the sur-

face is isolated from the vapor above, it shrinks under the effect of line tension (if

the deposition rate is high enough, new islands can also be created on the substrate).

1This increases the adatom concentration on the substrate.
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However, steps are not completely passive: the presence of a step can actually af-

fect the attachment-detachment rate, and hence the motion, of nearby steps. This

phenomenon is a result of step-step interactions. The propensity of a step edge for ac-

cepting a diffusing adatom from a terrace (or an atom from the surrounding medium)

is quantified through the notion of a step chemical potential [55]. When steps interact

with each other, they do so by affecting the chemical potentials of each other: the step

chemical potential governs the transport of adatoms from one step edge to the next,

and in turn, the transport of adatoms governs the motion of steps. The interactions

of steps is still an active area of research [24], [54] and there are still many unresolved

issues. We will discuss why step interactions should arise physically in Chapter 2.

Much more will be said about step interactions in Chapter 2.

1.3 Motivation for Studying Steps

Steps provide a mesoscale description of a crystal surface below the roughening tran-

sition temperature. Essentially, the evolution of a surface can be accurately predicted

if one can understand how steps interact with each other and move on the surface.

Understanding how surfaces evolve on a fundamental level is important is many ap-

plications: e.g. the fabrication of quantum devices, epitaxial growth2 and sintering.

Epitaxy is probably one of the most important motivations for studying steps. The

first stage of manufacturing any semiconductor device is to grow extremely pure, de-

fect free wafers of silicon. This growth proceeds through the nucleation and advance

of silicon steps on the surface. Ensuring the right conditions for steps to advance as

quickly as possible, without creating defects and step bunches (see Chapter 2) is an

important part of the manufacturing process.

As another modern day example of crystal growth, researchers at The National

Ignition Facility (NIF) [4] at Lawrence Livermore National Laboratory have grown

huge Potassium DiPhosphate (KDP) crystals, weighing hundreds of pounds. These

2Epitaxy is a process by which features such as thin films are grown by deposition onto a substrate
so that crystal properties of the feature are close to that of the substrate.
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crystals are grown [28] through screw dislocations (which is essentially a single step

wound around itself in a screw-like manner), and are used in frequency conversion

and polarization rotation in the lasers at the NIF. The method used to grow these

massive crystals in record times (2 months, when normally, 2 years would be the

normal growth time) has been one of the more publicized pieces of technology at the

Lab.

1.4 Background and History of Steps

In 1951, Burton, Cabrera and Frank (“BCF”) [17] considered a problem in crystal

morphological evolution. Specifically, their problem involved the growth of crystals

in solution. One way to grow crystals is through supersaturated solutions. At a given

temperature and pressure, there is a maximum amount of solute that a fixed volume

of solvent can dissolve. If this maximum is reached, the resulting solution is said

to be saturated. However, the solution can hold more solute if its temperature, for

instance, is increased. When the temperature is lowered back to its original value,

the excess solute will actually stay dissolved, but now, this supersaturated solution

is unstable in the sense that even small scratches on the side of the container, or

the addition of small particles (‘seeds’) can cause the excess solute to crystallize out

of solution. BCF [17] noted that in most experimental situations, crystals could

grow in supersaturations of about 1%. This observation seemed to contradict the

contemporary theory at that time, which stipulated that growth conditions required

much higher supersaturations, typically 50% or so, because of the large nucleation

energies involved in creating islands on a perfect, atomically flat, crystal surface.

They concluded that in real experiments, even the most carefully prepared crystal

surfaces are not atomically flat, and in fact, consist of steps which act as sites for

attachment and detachment of atoms on the surface, and from the solution.

One of the model problems studied by BCF [17] was an infinite series of uniformly

spaced steps of the same sign, and one of their central results was to derive an

expression for the step velocity in terms of (i) the solution’s supersaturation, (ii) the
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mean displacement of adatoms3, (iii) the spacing between steps and (iv) the ‘hopping

frequency’ of diffusing adatoms. As Jeong and Williams [55] point out, the major

insight of the BCF model was that the growth of crystals is mediated by the presence

of steps, and this model provides a starting point for studying the surfaces of crystals

which are not at equilibrium. In part II of their paper [17] , BCF studied the growth

of crystalline pyramids via screw dislocations. The pyramid essentially consists of a

single step, wound around in a screw. With the paradigm of attachment-detachment

through steps already established in part I, adatoms can attach themselves to any

part of the step, which results in the screw ‘unwinding’ as the crystal grows.

However, the BCF model [17] is limited in several ways. The three most basic ones

are that (i) the result for the step velocities is derived under the assumption that the

only transport process on the surface is diffusion, (ii) it does not model interactions

between steps, and (iii) BCF do not include the effects of kinks and edge atoms. Most

of these limitations have been remedied since the inception of the BCF model. It is

a fairly simple matter to include first order effects of finite attachment-detachment

rates, at the step edges – see [50], for example – and a variety of step interactions can

be included in today’s step models: in Section 2.2, we will use ‘dipolar’ interactions4.

Descriptions for how steps interact were developed in [39], [53] and [64], and a more

complete kinetic model accounting for the presence of kinks and edge atoms is given

in [18]. The most important drawback of the BCF model, however, is that their model

of a step is strictly 1D. Although BCF do consider the growth of screw dislocations,

they do not account for step curvature.

Rettori and Villain [99] considered a 2D array of circular mounds, and so incor-

porated the effects of step line tension into the BCF model. Geometrically, these

nanostructures consist of a finite number of concentric circular layers, in a ‘wed-

ding cake’ configuration (see Figure 1-4). The radius, at time t of each step in the

structure is assumed to be a continuous quantity, and is assigned a value, ρi(t).

3This is the typical distance that an adatom travels on a terrace before being desorbed into the
vapor.

4This amounts to modeling the force between two neighboring steps by placing dipoles at the
step edges.
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By considering the flux of adatoms in and out of step edges, and relating them to

attachment-detachment rates, one can write down a set of locally coupled ODEs for

ρi(t). The ODEs for the step positions are called step flow equations and they can be

solved to obtain quantitative information on the motion of steps. These step models

are powerful because they can account for the discreteness of the surface, imposed

by the structure of the crystal lattice. Furthermore, simulations of step motion can

take place over much longer periods of time compared to atomistic Monte-Carlo mod-

els; they can model larger length scales; and they require much fewer computational

resources.

Remark 1.4.1 A facet is a macroscopically flat region on a crystal. For an isolated,

axisymmetric nanostructure, which is the focus of this thesis, we will assume that

there is only a single facet. This circular facet grows as the inner most steps in

Figure 1-4 successively shrink and annihilate under the effect of line tension. This

particular type of surface evolution, in the absence of deposition and evaporation, is

called Relaxation. The role of facets in this thesis is very important: in particular,

how they evolve and how they can be modeled are all questions we will seek to address

in the next three chapters.

Much progress has been made on understanding the evolution of surfaces through

steps, since Burton, Cabrera and Frank developed the BCF model. Today, research

on steps is performed at almost every level of application, from detailed calculations

at the atomic level on how steps move [18], understanding fundamentally how steps

interact [64], to modeling the growth of arbitrarily shaped islands [98], describing step

bunching as a chaotic phenomenon [102], to using stepped surfaces as substrates for

the growth of Quantum Dots [60]. As chip manufacturers squeeze increasingly large

number of transistors onto their silicon wafers, it becomes increasingly important for

us to establish, as a resource, a body of basic research on steps and surface physics

at the atomic scale.
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z

Figure 1-4: The ‘Wedding Cake’ step configuration for an axisymmetric nanostruc-
ture, consisting of a finite number of concentric, circular steps. The step height is a,
which is of the order of the lattice constant of the crystal. The number of steps used
in the simulations is much larger than what is shown in this picture, but still finite.
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1.5 Overview of this Thesis

This thesis is mainly the result of extending the work from two papers: the research

done on discrete step simulations by Israeli and Kandel [50], and the continuum theory

of Margetis, Aziz and Stone [78].

Israeli and Kandel [50] performed their simulations for two limiting cases: when

diffusion on terraces was much faster than attachment-detachment, and vice versa.

In all their simulations, they used a value for the step-interaction parameter that

was very small. We will call this parameter g. Furthermore, they considered a very

specific geometry for their simulations: an axisymmetric structure (as in Figure 1-4)

with an infinite number of steps, which are all, initially, uniformly spaced: this will

be refered to from now on as a ‘conical’ or ‘linear’ initial condition. Their paper

contains many important results on step bunching, and facet evolution. They showed

that the surface was basically self-similar in time: the nanostructure’s profile at a later

time can simply be obtained by stretching the profile from an earlier time. Israeli

and Kandel also propose a particular boundary condition for a continuum model of

relaxation. The form of this boundary condition is motivated by their simulation

results and it involves discrete steps. However, it appears that they did not directly

implement this condition.

The work by Margetis, Aziz and Stone [78] is complementary to Israeli and Kan-

del’s: the geometry used in [78] is identical, and the modeling considerations only

differ slightly. However, a PDE (the ‘MAS PDE’) is used to study surface relax-

ation5. The paper concerns itself mainly with finding solutions of the MAS PDE in

the limit of small g, deriving boundary conditions, and implementing them. Again,

there are many important results: some confirm the predictions by Israeli and Kandel

(e.g., an analytic derivation for the facet evolution), and others are completely new

(e.g. scaling results for the maximum step density). The authors also compare the

scaling results predicted by their PDE solution with the simulation results of Israeli

and Kandel [50].

5This PDE is actually derived from a similar step model to Israeli and Kandel’s
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The work in this thesis extends [50] in many ways and also uses the MAS PDE

in [78] to make new predictions. There is never a restriction on g having to be

small. In Chapter 2, new results where both Diffusion and Attachment-Detachment

are comparable are given. The width of step bunches is analyzed and the effect of

finite height on facet evolution is quantified. In Chapter 4, we will see results for non-

conical profiles. For these algebraic profiles, there is still similarity in time for certain

cases, and the results for facet evolution are also extended for non-conical shapes.

These similarity solutions are confirmed by using the MAS PDE. Chapter 5 focuses

on perturbations of algebraic profiles. This chapter is concerned with how these

perturbations decay, and how the decay rate is affected by the material’s properties

and the wavenumber of the perturbation. Again, the MAS PDE is used to correctly

predict these dependencies.

In Chapter 3, results from step simulations and ideas from the MAS PDE are

brought together to put relaxation and facet evolution in the context of multiscale

problems. Israeli and Kandel’s ‘discrete’ boundary condition in [50] is implemented

on the MAS PDE and the results give good agreement with the step simulations.

However, implementation of the condition requires knowing a parameter which in-

volves discrete steps. The theme for this chapter is that although relaxation away

from the facet can be modeled using a PDE, modeling the facet evolution must take

into account the discrete nature of individual steps near the facet.

Finally, Chapter 6 gives details on how the discrete step equations were solved,

and the reason why a particular integration algorithm is used for the set of step flow

ODEs, namely: (i) step bunches are very stiff to integrate; and (ii) in some cases,

most of the steps in the structure move very slowly compared to those close to the

facet, and therefore it is inefficient to take the same time step for all components in

the ODE system.
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Chapter 2

Step Flow Models

2.1 Chapter Overview

In this chapter, we will derive a set of ‘step flow’ equations to describe the morphology

of an axisymmetric crystal which consists of a finite number of discrete steps. The

crystal rests on a flat substrate which is infinite in extent, and it has a single, circular

facet which expands as time progresses. The two main physical effects incorporated

into the equations are step line tension and step-step interactions, characterized by

the step-step interaction parameter g.

We will then study two limiting cases of these equations (‘TDL’ and ‘ADL’) before

proceeding to study the generic, ‘mixed’ case. Under TDL kinetics, we will quantify

how the presence of a substrate affects the facet expansion. In the ADL case, the

results center around the step bunching instability. We will show that step bunching

can occur for any value of g providing initial conditions are chosen appropriately and

one waits for long enough times. Step bunching is induced only through the effects

of step line tension. A scaling law for the step bunch width with g is also presented.

In the mixed case, we show that the system exhibits features characteristic of ADL

kinetics provided g or the initial step spacing is made sufficiently small.
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2.2 Derivation of the Axisymmetric Step Flow Model

Many different types of step flow model have been studied in the past, e.g. [102], [50],

[58], , [63] and the equations which arise in each case vary depending on what kind of

physical effects are incorporated into the model. The derivation presented here is very

similar to the one by Israeli and Kandel’s [50] and Margetis et al. [78]. In these two

cases, the modeling considerations are fairly similar to each other1: nearest-neighbor,

dipolar step interactions, curvature effects arising from circular steps, isotropic diffu-

sivity on terraces, finite attachment-detachment rates at step edges, and axisymmetric

nanostructures consisting of an infinite number of concentric, circular steps.

The derivation of the equations of motion for a multi-layered nanostructure comes

essentially from a steady-state diffusion equation with boundary conditions for attachment-

detachment at step edges, and enforcing conservation of mass to give the step velocity.

The justification for only considering steady-state solutions of the diffusion equation

comes about through the “quasi-steady” approximation [17], which assumes a priori

that the motion of the steps occurs over a much longer time scale than the time taken

for the adatom concentrations to equilibrate. This approach amounts to neglecting

the time derivative in the diffusion equation; the time dependence of the adatom

density stems from the moving step edges alone.

For the sake of clarity and completeness, we re-derive the step flow equations in

this section. For comparisons, the reader may refer to [50] or [78].

Consider an axisymmetric nanostructure with N steps, in a so-called ‘wedding

cake’ configuration (Figure 1-4). By assuming axisymmetry, all quantities considered

in our model will be independent of the azimuthal angle. We label the time-dependent

radius of each step ri(t), i = 1, 2, ..., N with the understanding that ri(t) is a contin-

uous variable, not necessarily an integer multiple of the lattice constant 2

Remark 2.2.1 In our model, we consider structures consisting of a finite number

1Although one of the main distinctions between the two is that the authors in [78] use a different
form for the step chemical potential.

2The justification for this is that ri(t) is interpreted as a space-averaged step position: a real step
is not perfectly circular, but will have imperfections which are “coarse grained” – see [55] for more
details.
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of concentric, circular steps. In the absence of material deposition from above, the

‘relaxation’ of the surface causes it to become flatter as time goes on. As we will

see, the surface flattening is a result of the step line tension which causes the inner

most step to shrink and finally annihilate, at which point the number of steps in the

structure reduces by one. This process repeats itself so that the number of layers in

the system constantly decreases over time.

The notion of perfectly circular steps is, of course, an idealization. However, this

geometric description of steps proves to be an excellent approximation in some cases.

The experiments of Thürmer et al. on Lead crystallites are done on a configuration

of steps that are in the ‘wedding cake’ configuration shown in Figure 1-4. Their

results show that when the typical length scale of a layer is about 100 nm, the

steps really do look circular, despite the fact that Lead has a cubic crystal structure.

Furthermore, as the inner most step shrinks, the step stays circular for a large part

of the collapse period3. The relaxation experiments by Tanaka et al. [114] were

performed on biperiodic gratings on Silicon. Here, a 2D periodic corrugation was

forced onto a high symmetry plane of Silicon. The result is an array of uniformly

spaced minima and maxima. In this experimental situation, the local topology around

a maximum can be viewed as being approximately axisymmetric, and the subsequent

step motion is shown [114] to be well predicted by axisymmetric models such as the

one discussed in this chapter.

We assume that two types of transport processes occur on the surface: Diffusion

and Attachment-Detachment. Diffusion of adatoms occurs on terraces, and on the

ith terrace, the adatoms are represented through a concentration field ci(r, t). At

step edges, adatoms can either attach onto the step edge, or detach from it. The

associated attachment-detachment rate is characterized by the constants ku and kd,

and steps advance (retreat) by attachment (detachment) of adatoms. Our step flow

model is a mesoscopic one because it describes a surface in terms of its steps, and not

through individual atoms. The motion of adatoms on terraces and at step edges is

“coarse-grained” so that adatoms are represented through a concentration field, and

3‘Period’ here is used in the loose sense to refer to the length of time between step collapses
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their attachment-detachment at step edges is represented as a flux. Furthermore, we

assume that the nanostructure is isolated, so that there is no mass transport between

the surface and the surrounding medium. In practice, preventing mass transport to

and from the surface can be achieved by immersing the crystal in an inert medium.

At various stages of the following derivation, some of the modeling assumptions

will be put into question. We will postpone a discussion of the model’s validity to

Section 2.2.2.

The starting point for our derivation is a mass conservation statement. This relates

the velocity of a step edge to an influx and outflux of adatoms (adatom current).

The adatom current is proportional to the adatom concentration gradient, so that

J = −Ds
∂c
∂r

where Ds is the terrace diffusivity, c is the adatom concentration and r

is the radial coordinate. Throughout this thesis, Ds will be treated as a constant: we

will neglect any anisotropy which may arise from reconstruction effects on terraces,

for example.

Applying mass conservation to step i, which is assumed to have at least two

neighbors on either side, yields:

dri

dt
=

Ω

a
[Ji−1(ri)− Ji(ri)] (2.1)

=
Ω

a

[

−Ds
∂ci−1

∂r

∣
∣
∣
∣
ri

+ Ds
∂ci

∂r

∣
∣
∣
∣
ri

]

. (2.2)

Here, Ω is the atomic volume, a is the lattice constant for the crystal and t is time.

Typically, Ω = O(a3). The goal now is to find the concentrations ci in terms of

step radii in order to close the above system. The adatom concentrations satisfy the

diffusion equation between step edges:

Ds∆ci =
∂ci

∂t
, ri < r < ri+1. (2.3)

At this stage, the quasi-steady approximation is invoked in order to make progress

analytically. This approximation states that the rate at which adatom concentrations

relax to their steady-state distributions on the terraces is much faster than the rate at
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which the steps move. Therefore, it is a reasonable approximation to always replace

the (explicitly time dependent) adatom concentration by its steady-state distribution.

Then, the time dependence enters implicitly through the boundary conditions at the

moving boundaries, ri(t) and ri+1(t). Mathematically, this approximation means that

the time dependent term in the diffusion can be neglected, with the result that the

adatom concentration satisfies Laplace’s equation on each terrace:

∆ci = 0, ri < r < ri+1, (2.4)

⇒ ci(r) = Ai ln r + Bi, (2.5)

where Ai and Bi are constants. These constants are chosen in order to satisfy bound-

ary conditions at step edges, which state that the adatom concentrations obey the

linear kinetic rate equations4

Ds
∂ci

∂r

∣
∣
∣
∣
ri

= ku(ci|ri
− Ceq

i ), (2.6)

− Ds
∂ci

∂r

∣
∣
∣
∣
ri+1

= kd(ci|ri+1
− Ceq

i+1). (2.7)

Here, Ceq
i is the equilibrium concentration at the ith step and ku and kd are attachment-

detachment rate coefficents for atoms to attach to/detach from a step edge, from below

and above respectively. Experimental evidence [32], and statistical calculations [104],

[105] suggest that in many materials, ku > kd. This inequality in the rate coefficients

is informally called the “Schwoebel Effect” or an “Ehrlich-Schwoebel” (“ES”) bar-

rier. If ku > kd, then the ES barrier is “positive”. If kd > ku, then the ES barrier is

“negative”.

Application of boundary conditions (2.6) and (2.7) yields an expression for Ai:

Ai =
Ceq

i+1 − Ceq
i

Ds

kuri

+
Ds

kdri+1

+ ln
ri+1

ri

. (2.8)

4This assumption is valid providing the adatom concentration at a step edge does not deviate
too far from the equilibrium value.
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The coefficients Bi do not have to be explicitly computed because (2.2) only contains

derivatives of ci. Hence, from (2.2),

dri

dt
=

DsΩ

ari
(Ai − Ai−1) , (2.9)

⇒ dri

dt
= −DsΩ

ari




Ceq

i − Ceq
i+1

ln ri+1

ri
+ Ds

ku

(
1
ri

+ α
ri+1

) − Ceq
i−1 − Ceq

i

ln ri

ri−1
+ Ds

ku

(
1

ri−1
+ α

ri

)



 ,(2.10)

where α = ku/kd and α > 1 for a positive ES barrier. Now, the equilibrium con-

centration of atoms, Ceq
i is related to the step chemical potential (µi) through the

Gibbs-Thomson relation [45]:

Ceq
i = cse

µi
kBT (2.11)

∼ cs

(

1 +
µi

kBT

)

(2.12)

because
∣
∣
∣

µi

kBT

∣
∣
∣ � 1 for most experimental situations [115]. Here, cs is the atom

equilibrium concentration at an isolated step, T is the absolute temperature, and kB

is the Boltzmann constant. The step chemical potential, µi, defined as the change in

free energy of the step when an atom is removed or added, is given by [78]

µi =
Ωg1

ri

+
Ω

2πari

∂[V (ri, ri+1) + V (ri−1, ri)]

∂ri

. (2.13)

The chemical potential potential at a step edge consists of two terms: the first rep-

resents the Step Line Tension, and the second is a result of Step-Step Interactions.

Both of these terms will be explain shortly.

Remark 2.2.2 When ri → 0 in (2.13), the step chemical potential µi → ∞, which

violates the approximation made in (2.12). Nevertheless, we will continue to use

(2.12) . When the inner most step collapses, we will see later on that although some of

the approximations made in deriving the governing equations break down, the predicted

results still, surprisingly, give good agreement with results from experiments.
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In (2.13), Ω is the atomic volume, and a is the lattice constant. The parameter g1 is

called the step stiffness. An isolated, closed step is stiff because there is an energy

cost associated with each ‘free’ unbonded atom on the step edge. Therefore, the step

will evolve in such a way to minimize its perimeter. A closed, perfectly circular step

will stay circular and reduce its radius by emitting adatoms. A closed, non-circular

step will gradually become circular as it minimizes its perimeter, providing it does

not split into two or more smaller islands [9]. Step stiffness is, therefore, intimately

related to step line tension. This behavior is the result of Step Line Tension. The

potential V in (2.13) represents the interaction between two steps. It takes the form

[114]

V (ri, ri+1) =
4πa3g3

3

riri+1

(ri + ri+1)(ri+1 − ri)2
, (2.14)

where g3 is the step-step interaction coefficient. Why should steps interact with each

other? The two main ways of explaining step interactions are through Statistical

Mechanics [55], [62], and Elasticity Theory [76], [64], [66].

A statistical description of a step treats the step’s position x(y) (at a particular

instance in time) as a random walk in the space variable y. It is not energetically

favorable for steps to cross, and there can be “collisions” between two neighboring

steps at different values of y. In particular, one can define a collision length for a

step, trapped between two straight walls5, spaced w apart. The collision length is the

average distance that one must go in the y direction to have one collision between

the step and the wall. From the statistical properties of random walks, one can show

[55] that the collision length scales like w2, and this gives rise to “entropic” step

repulsions. As a result, entropic repulsions give rise to a force between steps which is

inversely proportional to the square of the inter step spacing.

From the solid mechanical viewpoint, a step is treated as a line defect [93] on

the surface of a crystal, which gives rise to a stress field affecting atoms both on the

surface and in the bulk. The stress field can be represented with monopoles, dipoles

and higher order poles [64], [66]. The most commonly used representation is the

5Which can be thought of as being straight, infinitely long steps
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one first adopted by Marchenko and Parshin [76], who model the step interactions as

arising from stress fields generated by a force dipole. In their model, the stress fields of

two opposite signed steps interact, resulting in “dipolar” step repulsions. Consistent

with the entropic approach, the dipolar repulsions also scale inversely with the square

of the inter step spacing.

In our model, we consider only nearest-neighbor interations, that is, the chemical

potential of a step edge in (2.13) is only affected by the presence of immediately

neighboring step edges. Also, the potential used only accounts for step repulsions.

As a result of (2.13) and (2.14), (2.12) becomes

Ceq
i ∼ cs

(

1 +
Ωg1

rikBT
+

2a2Ωg3

3kBT

1

ri

∂

∂ri

[
riri+1

(ri + ri+1)(ri+1 − ri)2
+

ri−1ri

(ri−1 + ri)(ri − ri−1)2

])

.

(2.15)

Accordingly,

Ceq
i − Ceq

i+1 =
Ωg1cs

kBT

(
1

ri
− 1

ri+1
+

2a2g3

3g1

[
1

ri

∂Wi

∂ri
− 1

ri+1

∂Wi+1

∂ri+1

])

(2.16)

where

Wi(ri−1, ri, ri+1) =
riri+1

(ri + ri+1)(ri+1 − ri)2
+

ri−1ri

(ri−1 + ri)(ri − ri−1)2
(2.17)

The equations are now non-dimensionalized with

τ =
t

(L/U)
, (2.18)

ρi =
ri

L
, (2.19)

where L is the characteristic separation length between steps and U is a characteristic

step velocity. L can range from ∼ 10Å [90] to 104Å [46]. Experiments on lead

crystallites [116] suggest that a representative step velocity is ∼ 5Å/min. This is the

characteristic velocity of r2(t): as we will see later on, the inner most step moves

much more quickly than a typical step in the bulk and, in fact, does not have a single
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characteristic velocity. We now have

dρi

dτ
= −Φ

ρi







1
ρi
− 1

ρi+1
+ g[Λ(ρi−1, ρi, ρi+1)− Λ(ρi, ρi+1, ρi+2)]

ln ρi+1

ρi
+ m

(
1
ρi

+ α
ρi+1

) −

1
ρi−1
− 1

ρi
+ g[Λ(ρi−2, ρi−1, ρi)− Λ(ρi−1, ρi, ρi+1)]

ln ρi

ρi−1
+ m

(
1

ρi−1
+ α

ρi

)







(2.20)

where

g =
2g3

3g1

( a

L

)2

, (2.21)

Φ =
Ω2

sg1cs

kBT

(
aDs

L2U

)

, where Ωs =
Ω

a
(2.22)

α =
ku

kd
= 1, (2.23)

m =
Ds

kuL
, (2.24)

Λ(ρi−1, ρi, ρi+1) =
2ρi+1

ρi+1 + ρi

1

(ρi+1 − ρi)3
− 2ρi−1

ρi + ρi−1

1

(ρi − ρi−1)3

+
1

ρi

[(
ρi+1

ρi+1 + ρi

)2
1

(ρi+1 − ρi)2

+

(
ρi−1

ρi + ρi−1

)2
1

(ρi − ρi−1)2

]

. (2.25)

We have introduced the parameter g as a measure of the strength of the step-step

interactions relative to the step line tension [78]. We have taken α = 1 because we will

not be considering Ehrlich-Schwoebel Effects in this thesis. However, in experiments,

α can range from about 6× 10−2 to 4× 102, assuming that the frequency of attempts

to attach onto/detach from the step are equal on either side of the step 6. The

dimensionless constant m measures how fast diffusion takes place along the terraces,

compared to the attachment and detachment of adatoms at step edges.

The first two steps and last two steps in the structure are special in the sense

that they do not have two neighboring steps on either side. Therefore the derivation

6Tabulated values for energy barriers at step edges are given for a wide variety of materials in
[55], Table 6.
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of their equations of motion differ slightly from the above. For the first step, r1(t),

there is no step on the inside to supply an adatom current, so J0(r) ≡ 0. Hence, (2.2)

becomes

dr1

dt
=

DsΩ

a

∂c1

∂r

∣
∣
∣
∣
r1

(2.26)

=
DsΩA1

ar
(2.27)

= −DsΩ

ar







Ceq
1 − Ceq

2

Ds

kur1
+

Ds

kdr2
+ ln

r2

r1







, (2.28)

using (2.5 and (2.8) with i = 1. Now, Ceq
1 takes a slightly different form because the

chemical potential at the first step is only affected by the one step on the outside.

Instead of (2.13), for the first step, we have

µ1 =
Ωg1

r1
+

Ω

2πar1

∂V (r1, r2)

∂r1
, (2.29)

and in contrast to (2.15),

Ceq
1 ∼ cs

(

1 +
Ωg1

r1kBT
+

2a2Ωg3

3kBT

1

r1

∂

∂r1

[
r1r2

(r1 + r2)(r2 − r1)2

])

. (2.30)

Hence,

Ceq
1 − Ceq

2 =
Ωg1cs

kBT

(

1

r1

− 1

r2

+
2a2g3

3g1

[

1

r1

∂W̃1

∂r1

− 1

r2

∂W2

∂ri+1

])

, (2.31)

where

W̃1(r1, r2) ≡ W1(0, r1, r2). (2.32)

Thus, the equation of motion for the first step is

dρ1

dτ
= −Φ

ρ1







1
ρ1
− 1

ρ2
+ g[Λ(0, ρ1, ρ2)− Λ(ρ1, ρ2, ρ3)]

ln ρ2

ρ1
+ m

(
1
ρ1

+ α
ρ2

)






(2.33)
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A similar process will yield an equation for ρ̇2(t) of the form (2.20), but taking i = 2,

and ρ0 = 0. The equation of motion for the penultimate step is obtained by taking

the general equation of motion (2.20) for i = (N − 1), and letting ρN+1 → ∞. The

equation of motion for the step at the base is obtained by taking i = N in (2.20),

then letting ρN+2 →∞, and then ρN+1 →∞.

We now discuss three possible forms for (2.20), depending on whether diffusion or

attachment-detachment is the rate limiting process:

Terrace Diffusion Limited (TDL) Kinetics

For m �
ln ρi+1

ρi

1
ρi

+ 1
ρi+1

(where ρi+1 > ρi), diffusion across the terraces is very slow

compared attachment-detachment, in which case the equations of motion become

dρi

dτ ′
= − 1

ρi

{
1
ρi
− 1

ρi+1
+ g[Λ(ρi−1, ρi, ρi+1)− Λ(ρi, ρi+1, ρi+2)]

ln ρi+1

ρi

−

1
ρi−1
− 1

ρi
+ g[Λ(ρi−2, ρi−1, ρi)− Λ(ρi−1, ρi, ρi+1)]

ln ρi

ρi−1

} (2.34)

where τ ′ ≡ Φτ .

Attachment-Detachment Limited (ADL) Kinetics

For m�
ln ρi+1

ρi

1
ρi

+ 1
ρi+1

, attachment-detachment at step edges is much slower than diffu-

sion across the terraces. In this case, we have

dρi

dτ ′
= − 1

ρi







1
ρi
− 1

ρi+1
+ g[Λ(ρi−1, ρi, ρi+1)− Λ(ρi, ρi+1, ρi+2)]

(
1
ρi

+ 1
ρi+1

) −

1
ρi−1
− 1

ρi
+ g[Λ(ρi−2, ρi−1, ρi)− Λ(ρi−1, ρi, ρi+1)]

(
1

ρi−1
+ 1

ρi

)







(2.35)

where τ ′ ≡ Φ
m

τ .
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Mixed Kinetics

For
ln ρi+1

ρi

1
ρi

+ 1
ρi+1

= O(m), both processes are comparable to one another, and the full set

of equations is

dρi

dτ ′
= − 1

ρi







1
ρi
− 1

ρi+1
+ g[Λ(ρi−1, ρi, ρi+1)− Λ(ρi, ρi+1, ρi+2)]

ln ρi+1

ρi
+
(

1
ρi

+ 1
ρi+1

) −

1
ρi−1
− 1

ρi
+ g[Λ(ρi−2, ρi−1, ρi)− Λ(ρi−1, ρi, ρi+1)]

ln ρi

ρi−1
+
(

1
ρi−1

+ 1
ρi

)







(2.36)

where τ ′ = Φτ . We have taken m = 1 in (2.36), and this can be done without loss of

generality because the m 6= 1 case is equivalent to the m = 1 case, but with redefined

variables and parameters ρi → ρi/m, τ ′ → τ ′/m3 and g → g/m2.

Numerical Evaluation of Material Parameters

In order to make quantitative predictions with the step flow equations, one needs the

numerical values of the terrace diffusivities, attachment-detachment rates, and other

material parameters. Values for a Si(111) system are shown in Table A.1. These

numbers are taken from various experiments, simulations and calculations [94], [68],

[48], [55], and by using these, along with estimates for U ∼ 5Å/min [116] and L ∼
100Å, we obtain that the dimensionless parameters Φ and m have the approximate

values

Φ =
Ω2

sg1cs

kBT

(
aDs

L2U

)

' 4× 106 (2.37)

m =
Ds

kL
' 6× 106. (2.38)

In the above, we used cs = 10−3s−1, kd = k = 150Å/s, Ωs = 25Å2
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Qualitative features of TDL, ADL and Mixed Kinetics

The results in this chapter are divided broadly into 3 categories: those from Terrace

Diffusion Limited (TDL) systems, Attachment-Detachment Limited (ADL) systems,

and Mixed systems with m = 1. There is good reason to make the distinction between

these three cases, because the results from each display very different characteristics.

Generally speaking, in TDL systems, the steps in the bulk are close to being uniformly

spaced and the profile of the structure appears smooth at the macroscale, making it

amenable to continuum descriptions such as Partial Differential Equations (PDEs).

In this thesis, when we refer to steps being ‘in the bulk’, this simply means that the

index of the step is much greater than the index of the inner most step, and much

less than the index of the outer most step (providing there are a sufficiently large

number of steps in the structure). ADL systems display opposite characteristics,

the most striking being the step bunching phenomenon. When this happens, steps

cluster together in bunches, separated by relatively wide terraces. Step bunching

is an instability that can be made to occur in the step flow simulations when step

configurations, interaction parameters and length of integration are appropriately

chosen. Continuum descriptions in this case usually have to be more sophisticated –

see [81], for example. Studying the two limiting cases of TDL and ADL kinetics is

useful before embarking upon a study of the full, mixed case. The results from this

last case can exhibit features which are common to both TDL and ADL systems.

2.2.1 Equations of Motion

The equations of motion which we have derived relate step velocities to the step

positions and the positions of neighboring steps. From the derivation, one can see,

at first, that the motion of the nth step is coupled to the motion of its immediate

neighbors because the diffusion equation is solved on terraces which are on either

side of the step, [ρn−1(t), ρn(t)] and [ρn(t), ρn+1(t)]. Mixed boundary conditions are

imposed at ρn−1(t) and ρn+1(t) and these conditions involve Ceq
n−1 and Ceq

n+1, the

adatom equilibrium concentrations at these step edges. Since adatom equilibrium
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concentrations at step edges are determined by step chemical potentials, and the

chemical potential at the nth step is locally coupled to the positions of the (n− 1)st

and (n+1)st step through the local interaction potential, the coupling of a given step

in the bulk extends to its two neighbors immediately on either side.

For reference, the complete set of equations for an N -layered structure are now

given, in the general case of mixed kinetics. Dropping the primed time variables, if

ρn(t) denotes the radius of the nth step (counting from the inner most step) measured

from the axis of symmetry, then for ρ1, we have

ρ̇1 = − 1

ρ1

1
ρ1
− 1

ρ2
+ g [Λ(0, ρ1, ρ2)− Λ(ρ1, ρ2, ρ3)]

ln ρ2

ρ1
+
(

1
ρ1

+ 1
ρ2

) , (2.39)

because the inner most step only ‘sees’ its two neighbors directly on the outside, which

have radii ρ2(τ), ρ3(τ) respectively. Now, the equation for ρ2 will be locally coupled

to ρ1, ρ3 and ρ4, because it has one neighbor on the inside and two neighbors on the

outside:

ρ̇2 = − 1

ρ2







1
ρ2
− 1

ρ3
+ g[Λ(ρ1, ρ2, ρ3)− Λ(ρ2, ρ3, ρ4)]

ln ρ3

ρ2
+
(

1
ρ2

+ 1
ρ3

) −

1
ρ1
− 1

ρ2
+ g[Λ(0, ρ1, ρ2)− Λ(ρ1, ρ2, ρ3)]

ln ρ2

ρ1
+
(

1
ρ1

+ 1
ρ2

)






.

(2.40)

For the general nth step,

ρ̇n = − 1

ρn







1
ρn
− 1

ρn+1
+ g[Λ(ρn−1, ρn, ρn+1)− Λ(ρn, ρn+1, ρn+2)]

ln ρn+1

ρn
+
(

1
ρn

+ 1
ρn+1

) −

1
ρn−1
− 1

ρn
+ g[Λ(ρn−2, ρn−1, ρn)− Λ(ρn−1, ρn, ρn+1)]

ln ρn

ρn−1
+
(

1
ρn−1

+ 1
ρn

)






,

(2.41)
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where n = 3, 4, ..., N − 2. The penultimate step obeys the equation

ρ̇N−1 = − 1

ρN−1







1
ρN−1

− 1
ρN

+ g[Λ(ρN−2, ρN−1, ρN)− Λ̃(ρN−1, ρN)]

ln ρN

ρN−1
+
(

1
ρN−1

+ 1
ρN

) −

1
ρN−2

− 1
ρN−1

+ g[Λ(ρN−3, ρN−2, ρN−1)− Λ(ρN−2, ρN−1, ρN)]

ln ρN−1

ρN−2
+
(

1
ρN−2

+ 1
ρN−1

)






,

(2.42)

and the base step is governed by

˙ρN = +
1

ρN

1
ρN−1

− 1
ρN

+ g
[

Λ(ρN−2, ρN−1, ρN)− Λ̃(ρN−1, ρN)
]

ln ρN

ρN−1
+
(

1
ρN−1

+ 1
ρN

) , (2.43)

where

Λ̃(ρN−1, ρN) ≡ lim
ρN+1→∞

Λ(ρN−1, ρN , ρN+1)

= − 2ρN−1

ρN + ρN−1

1

(ρN − ρN−1)3
+

1

ρN

(
ρN−1

ρN + ρN−1

)2
1

(ρN − ρN−1)2
.

(2.44)

This is a system of N locally coupled Ordinary Differential Equations (ODEs), with

the motion of a step in the bulk dependent on the the radius of the step itself, the

radii of the two steps on the outside, and the two steps on the inside. Integration of

this set of equations gives a description for the relaxation of a nanostructure with N

layers, sitting on an infinite substrate.

The
1

ρn
terms in the numerators of (2.41) represent the line tension in the step.

The overall effect of line tension is to shrink the radius of the step. Furthermore,

steps with a higher curvature are more strongly affected by line tension. As a result,

the system of ODEs has a very important property. The radius of the inner most step

annihilates at a finite time, τ1, at which point, the second step becomes the inner most

step (and would obey an equation similar in form to (2.39) but with ρ1 → ρ2, ρ2 → ρ3

and ρ3 → ρ4. This second step then annihilates at a later time τ2 and so on. Note
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that steps are not relabeled when collapses occur: after ρ1 collapses, ρ2 becomes the

new inner most step. Strictly, equations (2.39) - (2.43) apply when τ < τ1.

Remark 2.2.3 (Collapse Times) The system of equations (2.39)-(2.43) has the

property that at a finite time τ1, the radius of the inner most step will have shrunk

to zero: ρ1(τ) → 0 as τ → τ1. When this happens, ρ1 is removed from the system of

equations and ρ2 takes the place of ρ1 as the inner most step. Then, ρ2 will shrink

to zero at some finite time τ2, in which case ρ3 will ρ2 as the inner most step etc.

This means that an integration of the system of equations (2.39)-(2.43) will yield a

sequence of collapse times, τn, where 0 < τ1 < τ2 < ....

The gΛ terms represent the step-step interaction terms, which essentially scale like

the reciprocal of the cube of the distance between the steps. These singular terms

ensure that steps never cross each other providing g 6= 0.

Conservation of Mass

The system (2.39)-(2.43) conserves the mass of the N -layer nanostructure. Multiply-

ing each equation for ρ̇i by ρi for each i, and adding all N equations in the system

gives

N∑

i=1

ρiρ̇i = 0 (2.45)

⇒ d

dt

(
N∑

i=1

1

2
ρ2

i

)

= 0 (2.46)

and
∑N

i=1
1
2
ρ2

i is proportional to the nanostructure’s total volume. It should be noted

that the nature of these equations is such that all diffusing adatoms will eventually

end up attached to the outermost step, which expands as the radii of inner most steps

sequentially shrink to zero. In theory, at t =∞, the nanostructure will have flattened

into a single step, consisting of a monolayer of atoms.7.

7However, this is not actually predicted by (2.39)-(2.43) because this system of equations requires
the existence of at least 5 steps with non-zero radius at any given time.
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2.2.2 Criticisms of the Step Flow Model

In our derivation of the equations of motion (2.39)-(2.43), we made certain a priori

assumptions which may not always be justified. In this section, we will highlight the

main criticisms of the model and argue that although the equations may not always

be valid uniformly in time and in step number, they are still useful in providing

quantitative information on the behavior of steps.

1. Quasi-steadiness assumption: The diffusion equation (2.3) can be written

as

U
∂ci

∂t
=

Ds

L
∆ci (2.47)

⇒ β
∂ci

∂t
= ∆ci (2.48)

where L is the characteristic terrace width, U is the typical velocity of a step

and Ds/L is the velocity associated with the equilibration of the adatom density

ci to its steady state. The terms ∆ci and ∂ci

∂t
are both dimensionless and O(1).

The dimensionless parameter

β ≡ U

Ds/L
(2.49)

is the ratio of the step velocity to the equilibration velocity. The quasi-steady

approximation assumes a priori that since the equilibration velocity is much

faster than the velocity of a step (β � 1), one can simply replace (2.48) with

the Laplace equation ∆ci = 0. Is it always possible to assume β � 1? Consider

the mass conservation equation for a typical bulk step

U
∂ρi

∂t
=

(
Ds

L

)(
Ω

a3

)[

−∂ci−1

∂ρ
+

∂ci

∂ρ

]

(2.50)

⇒ β
∂ρi

∂t
= O

([

−∂ci−1

∂ρ
+

∂ci

∂ρ

])

(2.51)

where we have used the fact that ∂ci

∂ρ
= O((a2L)−1) near a step edge and Ω =

O(a3). The term ∂ρi

∂t
= O(1). Hence, the quasi-steady approximation holds for
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a bulk step if and only if the difference in fluxes at a step edge is very small, i.e.

[

−∂ci−1

∂ρ
+

∂ci

∂ρ

]

� 1 (2.52)

Note that ci and ci−1 in this inequality satisfy the full diffusion equation (2.48)

and are not the same as the adatom densities in equation (2.5).

Things are slightly different for the inner most step in the nanostructure. We

will see later on that near the collapse times, the velocity of the inner most step

can become arbitrarily large, and in fact goes to infinity at the collapse time

itself. Clearly, in this case, it is not possible for β � 1 to hold uniformly up to

the time of collapse: the quasi-steady approximation will break down when the

radius of the inner most step is sufficiently small.

2. Singular Nature of Collapsing Steps: The linear approximation for Ceq
i in

equation (2.12) is only valid if |µi/kBT | � 1. However, the chemical potential

of step i can become arbitrarily large if it is the inner most step and its radius

shrinks to zero, because of (2.13). In fact, many of our modeling assumptions

break down when steps collapse. Because of the nature of cylindrical coordi-

nates, we will also have singularities in quantities such as the equilibrium step

density (2.30). These singularities manifest themselves in the equation of mo-

tion for the inner most step (2.33) through the 1/ρ1 and ln(ρ2/ρ1) terms. The

assumption of circular steps for ρ1 � 1 also breaks down.

Despite the apparent shortcomings of axisymmetric step flow equations, they

are still powerful tools which can provide quantitative information about the

evolution of crystal surfaces at the nanoscale. Step flow equations for axisym-

metric structures have been used by previous researchers, and the generated

results (over many collapses) have been validated by experiments. For exam-

ple, in [116] and [114], predictions of step motion from step models are fitted

to data points from experiments; also see [48] and [29] for more experimental

results which show that the motion of individual steps is, qualitatively, very

54



similar to the plots which we will subsequently discuss in this chapter. While

the equations in these papers are not exactly the same as (2.39)-(2.43), the re-

searchers still assume a chemical potential which diverges as the step radius goes

to zero, and they also use the quasi-steady approximation. Although some of

our modeling assumptions are violated near the times of collapse, axisymmetric

step flow models generally do seem to yield results which are in agreement with

experiments.

3. Far-field assumption for interaction potential: The form of the interac-

tion potential (2.14) is valid only when the distance between the steps is very

large compared to a, the step height. When steps get close to each other, equa-

tion (2.14) may not be a good approximation to the actual interaction potential.

In fact, Kukta et al. [65] showed theoretically that the potential between steps

is more complicated than (2.14), and should contain terms which cause steps to

attract each other. However, these attractive interactions only become impor-

tant when steps are fairly close to each other. In particular, they showed that

a step “bunch” containing N steps will attract a single step if they are 3− 5a

and 20 − 30a apart for N = 10; otherwise they will repel each other. Later

on in this chapter, results on step bunching will be presented. Incorporating

the effects of attractive interactions is not difficult, and is likely to cause step

bunching to occur sooner. The qualitative nature of our results would probably

be unchanged if we were to use the more realistic potential described in [65].

2.2.3 Other Modeling Considerations

1. Arbitrarily shaped 2D steps: Since 1951, much progress has been made on

improving the BCF theory. One of the most natural generalizations is to relax

the assumption of axisymmetry and consider closed steps of an arbitrary shape.

The evolution of steps and island boundaries in this case is nicely formulated

in terms of a Stefan problem, and many Stefan problems have been solved

numerically using the level-set method [22], [37].
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However, a (full) 2D analogue of the step model considered in this chapter

is difficult to implement because: (i) the diffusion equation on each terrace

has to be solved numerically in general; and (ii) analytic descriptions for the

interactions between neighboring steps are not currently available8. As a result

of (i), the number of steps that one can solve for is limited, and because of (ii),

current level set simulations for 2D steps have been restricted to single-layer

island dynamics [19], [98]. Recently, Margetis and Kohn [80] have developed

a continuum theory for nanostructures where the steps have a slowly varying

curvature, and in particular, they are able to solve (asymptotically) the diffusion

equation between step edges.

The main phenomenon which is not seen when simulating perfectly circular

steps is the step-meandering instability, as observed in experiments [121] and

analyzed by Kandel and Weeks [58], and Bales and Zangwill [8]. When the

instability happens, straight steps start to meander and develop extrema, giving

the steps a “wavy” look. The steps, however, do not cross and meander roughly

in phase with each other.

2. Anisotropic Diffusion Experiments [32] have shown that diffusion of terrace

adatoms along step boundaries may compete with diffusion transverse to steps.

Margetis [77] used this fact to explain different decay rates observed in exper-

iments involving corrugated surfaces. For 1D corrugations, where transverse

currents across steps are dominant, an exponential decay rate was observed

[59]. However, in 2D corrugations, he argued that transverse currents along

steps play an important role. These currents are responsible for the “inverse

linear” decay seen in experiments [91], [34].

3. Ehrlich-Schwoebel Barriers: Our model takes ku/kd = α = 1 in (2.20), so

that the attachment-detachment barriers are symmetric on the boundaries of

each terrace. Experiments using Field-Ion Microscopy on Tungsten [32] have

shown, however, that adatoms are often ‘reflected’ at step boundaries. This

8Although information can be inferred from Atomistic Simulations: see [101] or [61], for example.
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resulting inequality in ku and kd was modeled by Schwoebel and Shipsey [105]

in terms of attachment-detachment probabilities. Since then, many models

have taken this effect into account, see for instance [46], [103], but the actual

activation energy barriers associated with ku and kd have only been estimated

in experiments for a small number of materials – see Table 6 in [55] for example.

4. Desorption and Deposition: The derivation of equations (2.39)-(2.43) as-

sumes that adatom transport is only restricted to the terraces, and that there

is no mass exchange between the crystallite and the surrounding medium9.

However, studies have been carried out where the effects of Desorption and De-

position are taken into account, dating as far back as the 50s: for example, see

[85]; and [80], [49] and [46] for more recent work. To account for desorption and

deposition effects, equation (2.4) is replaced with

Ds∆c =
c

T
− R (2.53)

where the desorption process has associated with it a time constant T and the

deposition of adatoms has a flux R. Step flow equations can then be derived

in the same fashion, using the solution of this forced diffusion equation. In

practice, to completely exclude desorption and deposition, one can immerse the

crystallites in an inert medium such as hexane.

5. General Step Interactions: Step interactions were modeled mathematically

over 20 years ago by Marchenko and Parshin [76]. These researchers used force

dipoles to represent the stress field generated by an isolated, straight step edge:

it is this stress field that is responsible for step interactions. Since then, the

idea of using high order poles to represent stress fields has been developed by

other researchers [64], [66], [100].

In particular, Kukta et al. [65] show that step interactions can be attractive or

repulsive depending on how far apart the steps are: for Tungsten, they predict

9Note: these conditions are relevant for experiments involving relaxation of surface profiles.
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that steps steps of opposite sign attract when they are about 3 – 5 and 15 – 20

lattice constants apart, but otherwise, they repel (see Figure 3 of [65]).

Experiments by Pai et al. [90] for same-signed steps on Ag(110) show that steps

do not interact at all when they are about 5 lattice constants apart, but repel

when the inter step distance is about 7 lattice constants and attract when the

distance is about 10 lattice constants.

6. Step Permeability: As well as attachment-detachment at step edges and

diffusion on terraces, some researchers [89], [50] have also accounted for adatoms

crossing, or “hopping over” step edges without being incorporated into the

step first. This phenomenon is accounted for by introducing the notion of

permeable steps. The experiments of Tanaka et al. [114] suggest that steps on

Silicon can be remarkably permeable. The authors actually conclude from their

experiments that the probability of an adatom hopping over a step is much

greater than the step-incorporation probability. However, it should be noted

that step permeability is not generally well understood and current theories for

permeable steps are based on phenomenology.

7. Effect of Direct Currents Applying a Direct Current to a crystal surface is

a very common way to induce motion in the steps. The resulting electric field

causes a preferential drift in the adatoms. The experiments of Yagi et al. [121]

show that in silicon, this drift is always toward the cathode. This drift has been

incorporated into the BCF model by many researchers, see for example [111],

[102], by including a v · ∇ci term on the left hand side of (2.4) where the drift

velocity v is induced by the electric field. The effect of Direct Current on steps

will be discussed much more in the context of step bunching, in Section 2.4.1.

2.3 Terrace-Diffusion Limited (TDL) Kinetics

One of the most important features of Terrace Diffusion Limited structures is the

regular collapse of the inner most step. Under TDL kinetics, for an initial conical
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profile, this result is true for a wide range of values for g10 A log-log plot of the

collapse τn against n is shown in Figure B-26, indicating a strong n4 scaling for τn as

n gets large. In contrast, for ADL kinetics, “step bunches” can form and the inner

most steps can collapse almost simultaneously, resulting in erratically spaced τn.

Remark 2.3.1 (Algebraic law for collapse times under TDL kinetics) When

diffusion across terraces is the dominant transport process on the surface of an infi-

nite, conical nanostructure, the inner most step collapses according to

τn ∼ τ ∗n4 (2.54)

as n→∞, where τn are the collapse times, and for a given initial step spacing, τ ∗(g)

is a function of g only. This empirical result was also demonstrated by Israeli and

Kandel [50].

For non-conical initial shapes of the form ρn = n1+s where |s| <∼ 0.3† , (2.54)

can be generalized to

τn ∼ τ ∗nγ(s) (2.55)

where γ(s) = 4 + 3s if step line tension is dominant, or γ(s) = 4 + 5s if step-step

interactions are dominant. See Chapter 4.4.5 for more details on how these relations

are derived.

Figures B-1, B-2, B-3 and B-4 show the results of integrating the step flow equa-

tions in the TDL case. Four different values of g were used. One can see immediately

that, broadly speaking, the region in (ρi, τ) space can be separated into two subre-

gions: one subregion where the steps are more or less uniformly spaced and do not

move very much, and another that contains mainly the trajectory of the inner most

step, collapsing regularly to zero. Separating the two regions, is a front consisting of

cusps (most clearly visible in B-2). The approximate location of the front is indicated

10This has been tested for g ∼ 10−6 − 10.
†There seems to be a critical value for s, scrit, where for s < scrit, there are only a finite number

of collapses, no matter how many initial steps there are, and no matter how long the simulation is
run. Empirically, scrit was determined to lie somewhere between -0.425 and -0.45.
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with a dashed line. We will be studying these results a lot more in Chapter 3, but

for now, notice that:

1. For Figures B-1 and B-2, in the region which only contains the inner most step,

the distance between the two inner most steps can become very large, relative

to the spacing in the bulk. At the time of collapse, the distance between the

two inner most steps can be as much as 30L, (where L is the macroscopic length

scale set by the initial step configuration) for τ = 2× 105.

2. In Figures B-3 and B-4, the maximum distance between the first two steps is

somewhat reduced. In B-3, this distance is about 20L, and in B-4, it is about

8L. The subregion underneath the dashed line occupies a much smaller region

of the (ρi, τ) plot in B-3 and B-4, compared to Figure B-2.

3. If we label the steps (ρ1(τ), ρ2(τ), ...ρN (τ)), then we see that ρ1 collapses to

zero after a finite time, then ρ2 collapses after that, etc. The cusps which

are most clearly visible in B-2 arise because at the time of collapse, what was

originally the second step becomes the new first step and hence obeys a different

equation of motion: instead of being governed by (2.40), it is now governed by

(2.39). This accounts for the sudden change of sign in the ρ̇i. Steps which are

only a few steps outside the first step also suffer discontinuities because of the

local coupling in the equations. Although in reality, the acceleration of steps

cannot be infinite11, there can be very sudden changes in their velocities: see

the experimental results in Figure 2 (c) of [116], for example.

We will study the properties of nanostructures under TDL kinetics extensively

in this thesis. Chapters 3, 4 and 5 all concern the relaxation of nanostructures in

the TDL case. For now, we only focus on the effects of finite-height, and for TDL

kinetics, we can quantify these effects quite precisely.

11The discontinuities are a mathematical consequence of the equations and should not be taken
literally.
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2.3.1 Substrate Effects: the effect of finite-height

Before we begin our study of Substrate Effects, we note the following important

assumption:

Remark 2.3.2 The substrate effects considered here do not account for strain effects

arising due to lattice mismatches between the crystal and the substrate, or the detailed

energetics of the interface and adhesion mechanism. Therefore, bulk stress is not

accounted for in the following analysis.

Consider two axisymmetric crystalline structures, identical in every respect, except

that one has an infinite number of concentric steps, and the other has only a finite

number, and rests upon an infinite substrate (which can be regarded as being a step

of infinite radius). When both crystals undergo relaxation, the differences in their

subsequent morphologies can be attributed to the finite-height of the second crystal.

We will refer to these differences as a ‘Finite-Height Effect’, or a ‘Substrate Effect’.

With regards to the choice of nomenclature, we will not use the term ‘Finite-Size

Effect’, because this term is already used to describe a wide variety of other physical

phenomena: for example, in [55] the term is used to refer to any effects that that are

not accounted for by coarse-graining the motion of atoms in formulating continuum

models, and in [27] a finite-size effect describes non-negligible curvature effects arising

from finite, closed steps. Unrelated to the physics of surfaces, it is also used in the

theory of phase transitions [70] and Computational Fluid Dynamics [108].

Many theoretical approaches to the evolution of crystal nanostructures below

roughening have involved either semi-infinite, monotonic structures, i.e. structures

with an infinite number of descending steps with a single facet [50], [109], [78], in-

finite monotonic structures with periodic boundary conditions, [102], or periodic,

non-monotonic corrugations in 1D and 2D [99], [33]. In all these cases, the effect that

the substrate has (if any) on the dynamics of the steps is either irrelevant (in the

case of the periodic corrugations), or regarded as being unimportant because only

the motion of steps far from the substrate are considered. Some work, however, has

been done on substrate effects for crystals in equilibrium; for example, Kaishew’s
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theorem (see [83] and references therein) predicts how the presence of a substrate

affects the shape of the Wulff plot and, hence, the Equilibrium Crystal Shape (ECS).

The researchers in [27] also explore finite-height and interface effects in the context

of the ECS and Meta-stable shapes 12.

In our approach, we account for finite-height effects under near-equilibrium13 con-

ditions simply by taking the infinite set of step flow equations in [78], and truncating

the set after the N th equation. Then, ρN+1 and ρN+2 are removed from the system

by first taking ρN+2 →∞, and then ρN+1 →∞. This process leads to the definition

of Λ̃ in (2.43).

There are many possible ways to measure how the substrate affects the morphology

of the crystallite. One way would be to start two simulations: one with M1 steps, and

the other with M2 � M1 steps. We let the two structures relax, and then, for some

m ≤ M1, sum the absolute differences in step radii for the m inner most steps. This

would be a global measure of the finite-height effect. Another way would be just to

see how the last few steps at the base of the finite crystallite evolve, and how their

evolution differs from the infinite case.

What we will see in this section is that the growth of the facet can be affected

by the presence of the substrate, and adopt the following procedure: for a structure

with a finite number of initial steps (N say), measure the collapse times τn(g, N)

where n denotes the collapse number, and g is the step-step interaction parameter in

(2.21). Then, for an infinite structure with N → ∞, repeat the procedure to obtain

τn(g,∞). The difference in the two sets of collapse times will be our measure of the

finite-height effect:

En(g, N)
︸ ︷︷ ︸

Finite-Height Effect

≡ τn(g,∞)− τn(g, N). (2.56)

For sufficiently large N , we expect the collapse times to be very close to the infinite

case, and thus |En| will be small. With the onset of finite-height effects, En will devi-

12Meta-stable shapes are those which attain a local, but not global minimum in the surface free
energy.

13“Near-equilibirum” means that we can apply linear kinetics equations (2.6) and (2.7) at step
edges: for modifications to allow for non-equilibrium conditions, see [18].
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ate from zero. This is fairly intuitive because one would expect finite-height effects to

become important only when the facet can ‘see’ the substrate, i.e. when enough steps

have collapsed so that the distance between the facet and the substrate is sufficiently

small. Finite-Height Effects defined through (2.56) will provide quantification of what

“sufficiently small” really means in this context.

There are several advantages for using En as a measure of the finite-height effect:

1. The En form a scalar sequence, and are therefore easier to study than the entire

height profile as a function of space and time.

2. The time when finite-height effects become important can be easily quantified:

it is that collapse time τn such that the corresponding value of |En| is signifi-

cantly greater than some pre-determined tolerance. Finite-height effects become

important as soon as the motion of the inner most step is significantly affected

by the presence of the substrate.

3. How strongly the finite-height effects manifest themselves can easily be quanti-

fied by calculating |Min(En)| (it will turn out that En will have a local minimum

in n). Here, we have made a particular choice of “norm”, or measure, for En,

but other choices are possible as well. We will discuss this point further later

on in this section.

4. The algorithm used to integrate the step flow equations was specially designed

to extract the collapse times accurately. Also, taking the difference of collapse

times to obtain En is easier than making a pointwise comparison between two

height profiles.

5. The concept of using En as a measure of the finite-height effects can be gener-

alized to structures composed of layers of concentric steps of a fixed 2D shape,

e.g. ellipses and triangles instead of circles. Even for non-circular steps, there

are regular collapses of the inner most step, and τn(g,∞) and τn(g, N) can still

be computed14. However, one should note that in these cases, the steps do not

14This assumes that as steps gets smaller, they do not split into two or more islands, by “pinching
off” in the middle.
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evolve in a shape-preserving manner: as they shrink, they may become more

circular as step line tension dominates.

Numerical Details on Evaluating En(g, N)

En is plotted as a function of n in two cases. In the first, we vary g (which is kept

small) but keep N fixed, and in the second, we vary N but keep g fixed. The τn(g,∞)

are approximated with τn(g, 2000). The results are shown in Figure B-21, and B-

22. In each case, we have a non-monotonic En. The curves all have a very similar

shape, staying at zero for the first few n (as expected), and then rising up to a small

local maximum, before dropping down to a local minimum and then finally rising

up again. The feature which distinguishes one curve from the next is the location

of the minimum – call this n∗ – and also the magnitude of the minimum, which

decreases as g decreases in B-21 and increases as N increases in B-22. The minimizer

n∗ indicates the step collapse number at which the facet starts to be most affected by

the finite-height, τn∗ gives the time at which the inner most step is affected, and En∗

quantifies the strength of the finite-height effect. The fact that En becomes positive,

then negative, then positive again means that compared to an infinite cone with the

same material properties (i.e. same value of g), the inner most steps are initially

collapsing at the same rate, and then those for the finite cone collapse earlier, then

later, then earlier again. These plots of En all look self similar, and it is natural to

wonder if all these curves are simply stretched versions of each other. This motivates

us to try to investigate how the geometric dimensions of each curve – characterized

by n∗ and Min(En) – scale with N and g.

The results of this investigation are shown in Figure B-23: for the two plots on the

right, a log-log plot of Min(En) against log(N) indicates a Min(En) ∼ N4 scaling

law, and plotting n∗ against N yields a simple linear relation15. However, the plots on

the left show results that are a lot less conclusive. There seems to be a linear relation

between log g and n∗, and perhaps one between Min(En) and log g. The constant of

proportionality in the latter, however, is very large (' −96) and does not seem to

15To compute n∗, cubic splines were used to interpolate the data (n, En).

64



have any physical relevance. Any potential relation between Min(En) and g we leave

as future research, and we focus now on the relation between Min(En) and N , where

the scaling law is a lot more concrete. The scalings suggest that En has the similarity

form

En = N4G
( n

N

)

(2.57)

for some function G. This form of similarity is verified in Figure B-24, which shows

the expected data collapse. The interpretation of these results is that, for fixed g

and N , finite-height effects become most significant after a certain fraction f ≡ n∗

N
of

the steps have collapsed. When g = 0.01, this fraction is about f ≈ 0.43 and when

g = 0.02, f ≈ 0.40. The lag in the collapse times of the finite crystal (compared to

the infinite case) also becomes more pronounced as N increases, with the lag scaling

as N4. Whether a similarity collapse of the form En(g) = f1(g)F

(
n

f2(g)

)

(for some

functions f1, f2 and F ) also exists for the data in Figure B-21 is a question we hope

to answer in future work.

Remark 2.3.3 Our quantification of Finite-Height Effects does not assume that n is

large, or that we have waited for sufficiently long times. In computing En, it would be

quite natural to measure deviations, not from τn(g,∞), but from τ ∗(g)n4 (see Remark

2.3.1) because this asymptotic power law is a relatively well known result [50]. How-

ever, the law is only valid for long times and with this formulation, one could only

draw limited conclusions about the effect of Finite-Height for large n, as a result. Fur-

thermore, it is very likely that the similarity form (2.57) can be extended to algebraic

shapes, (see Chapter 5) as in the collapse times of Remark 2.3.1. However, it remains

to be seen whether the N 4 behavior is characteristic of the conical initial condition,

or a fundamental property of the step flow equations which is shape-independent.

We end this section on a note about the choice of norm used to measure En. It is

likely that the scaling relation (2.57) will still be valid for any choice of norm. The

‘size’ of the En in Figure B-22 could also be captured, for example, by considering

its integral:
∫

Endn, in which case the areas under each of the curves in B-22 would

still scale as N 4.
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2.4 Attachment-Detachment Limited (ADL) Ki-

netics

When diffusion across terraces is much faster than the attachment-detachment at

step edges, we can take m → ∞ in equation (2.20), resulting in (2.34). In this

limiting case, diffusion across the terraces is modeled as being instantaneous, and

the motion of the steps is controlled only by the attachment-detachment of adatoms

at the step edges. Although all surfaces have a finite terrace diffusivity, it is still

useful to develop a good understanding of ADL systems because more realistic mixed

systems (see Section 2.5) can exhibit qualitative features which are characteristic of

ADL systems. Intuitively, one would expect ADL-like behavior if and when steps get

very close to each other (“bunch”) because the time taken for an adatom to diffuse

from one step edge to the next would be very small compared to the time it would

take to attach onto the step edge. A more quantitative analysis of step bunching is

presented in Section 2.5.

Step bunching is a phenomenon particular to ADL and mixed kinetics: when it

occurs, steps cluster tightly together, leaving widely spaced terraces between the step

bunches. This complicated phenomenon is characteristic of ADL systems in the sense

that the step bunching instability never occurs in the TDL case [50]. In TDL systems,

mass transport happens much more slowly between steps because it is mediated by

the diffusion on the terraces, and the steps generally tend to be uniformly spaced.

Researchers have also tried to formulate continuum models for ADL systems in

much the same way as for TDL systems: to write down PDEs governing surface

evolution where the dynamics is governed by attachment-detachment of adatoms at

step edges; for instance, see [78] or [86]. However, generally speaking, surfaces under

ADL kinetics have very non-uniformly spaced terraces. In the presence of line tension

and a single facet, steps with smaller radii have a tendency to bunch together. This

means that the width of a general terrace defined by steps ρm and ρm+1 can change

drastically depending on whether the ρm and ρm+1 are inside a single step bunch,

or whether they belong to the edges of two separate bunches. In particular, the
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step spacing within a step bunch is much smaller than the spacing between step

bunches. Margetis et al. [78] point out that this phenomenon calls into question the

assumptions made when approximating the stepped surface with continuum models

such as PDEs. In particular, they state that a necessary consequence of a continuum

description holding (for monotonic axisymmetric nanostructures) is:

rn+1 − rn � rn (2.58)

⇒ a

Fn

� rn (2.59)

⇒ a

rnFn

� 1 (2.60)

where a is the height of a single step, rn is the radius of the nth step and Fn is a

local approximation to the slope at step rn. Sufficient conditions for the PDE to hold

are not known at present, but one possibility could center around the concept of step

radii ρn varying sufficiently slowly as n increases.

This breakdown of continuum models is particular to ADL kinetics, in contrast

to the TDL case (see Chapter 3) where continuum descriptions of steps are generally

well understood and fairly common. However, there are current efforts to model ADL

systems and step bunching instabilities with PDEs [81], [63].

2.4.1 Step Bunching Instabilities

The step bunching phenomenon has motivated much theoretical and experimental

research [71], [121], [57]. Step bunching has applications to nanotemplates for the

fabrication of quantum wires [1], [72], and potential applications for biological an-

tifreeze agents [87] [3]: certain fish in the Antarctic and insects can survive even

though their body temperatures are below the freezing point of water [92], and it is

thought that this may be due to the presence of “biological” antifreeze proteins [38],

[87] in their blood. These proteins are adsorbed onto the surface of the seeds of ice

crystals. As the ice crystal grows via step flow, if enough of these proteins are present,

they can ‘pin’ an advancing step of ice, and stop it from advancing any further. This
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step pinning phenomenon has been studied using Atomistic Monte Carlo Simulations

by Zepeda-Ruiz and co-workers [124] in Potassium Diphosphate (KDP) crystals. The

step behind the pinned step advances and is pushed up against the pinned step, be-

cause interacting steps cannot cross. More and more steps are subsequently pinned,

resulting in step bunching. This type of step bunching, however, is induced by depo-

sition of metal impurities onto the crystal surface, and is not taken into account in

the step flow model being considered in this thesis. In the majority of cases, however,

step bunching is a phenomenon that workers in industry try to avoid, particularly in

epitaxial applications. For example, in the manufacture of integrated circuits, where

it is desirable to grow very pure wafers of silicon layer by layer, step flow is always

preferred to step bunching, as the former results in a more homogeneous silicon, with

better electrical properties. In all these cases, it is important to be able to understand

the properties of step bunches and the fundamental mechanisms that can give rise

to step bunching. In most experimental situations, step bunching is made to occur

either through material deposition or through application of a Direct Current (see

below). In this section, we will show that the effects of step line tension can also

induce a step bunching instability.

The most common way to induce step bunching in straight steps is by application

of a Direct Current [69]. This effect is not modeled in our equations of motion

(2.39)-(2.43), but here we review some previous experimental work to show that step

bunching is, in general, not well understood at a fundamental level. Details on how

the equations of motion can be modified to account for electromigration effects were

given in Section 2.2.3, Item 7.

Although it has been known since the early 90s that the presence of an electric

field causes a bias in the diffusion of adatoms on terraces [110], how and whether

the field affects step bunching is not well understood. In 1989, Latyshev et al. [69]

reported the results of their experiments on Silicon wafers. They observed that the

configuration of steps on the surface depended on the direction along which the Direct

Current was applied, and also on the temperature. In particular, they found [69] that

for temperatures in the range 1050◦C−1250◦C, application of a current in the step-up
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direction caused step bunching, and application of a current in the step-down direction

resulted in uniformly spaced steps. In the temperature range 1250◦C − 1350◦C, the

behavior was reversed: a step-down current direction promoted step bunching, and a

step-up current prevented it, thus having a stabilizing effect. In the range 1350◦C −
1400◦C, the behavior switched yet again. Kandel and Kaxiras [56] proposed that this

switch in behavior was due to a competition between electromigration of adatoms

and an “electron wind”. However, this theory was later shown to be inaccurate by

the experiments of Yagi and co-workers [121]. These authors show that between

830◦C and 1300◦C, the drift in adatoms is always in the same direction regardless

of whether the steps bunch up or stay uniformly spaced. Hence, an explanation of

the temperature dependent switch in stability must clearly take other factors into

account, in addition to a drift effect. The paper by Yagi et al. [121] also reports many

interesting phenomena related to step bunching and electromigration. For example,

they observed that the step bunches can align at different angles with respect to

the direction of the applied current: in some instances, the steps in the bunch orient

themselves along the direction of the current, and in other instances, the step bunches

are perpendicular to the current direction: see the pictures on page 90 of [121].

Step bunching can also be induced by depositing onto the surface from above.

Hong et al. [46] grew thin films of SrRuO3 on SiTiO3 using Pulsed Laser Deposition

[74]. Their experimental results suggest that for a fixed deposition rate, step bunching

occurs if the vicinal surface is prepared with sufficiently wide terraces. Although our

step flow equations (2.39)-(2.43) do not model deposition, or strain effects arising

from a lattice mismatch, we will confirm that more widely spaced initial steps do

result in a step bunching instability.

The theoretical understanding of step bunches has more or less progressed with

the aid of Step Flow models [72]. Monte Carlo Simulations are generally too compu-

tationally expensive to provide quantitative results [71]. In the numerical experiments

of Liu, Tersoff and Lagally [72], step bunching was induced by deposition onto the

surface from above. Their straight-step flow model did not include the effects of line

tension, but did include strain effects and attractive step interactions (recall that the
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potential we used in (2.14) only accounts for repulsive interactions). Each of the step

bunches in their simulations always had roughly the same number of steps as time

progressed. They also found that the step bunches were relatively static in compar-

ison with the individual steps, and that step bunches containing a larger number of

steps moved more slowly compared to those with fewer steps. Lastly, as well as step

bunching, they also noticed step debunching : that is, terraces within a step bunch

could grow, resulting in a ‘break up’ of the step bunch. Although our model confirms

some of the results mentioned above, the general qualitative behavior of relaxing cir-

cular steps is very different to the results in [72] where straight steps are forced to

bunch and debunch because of deposition. The number of steps in our step bunches

grows with time because the bunches tend to coalesce, forming larger bunches. It is

rare (but not impossible) to find individual steps ‘passing’ between step bunches. We

confirm that step bunches with more steps move more slowly (under the effects of

line tension) compared to those with fewer steps. However, because we do not incor-

porate the effects of deposition, we do not see step debunching: our step bunching is

an irreversible process.

Krug and co-workers [63] used continuum equations, derived from a step flow

model with an infinite number of straight steps, to describe step bunches. The step

bunching in their equations is induced by the addition of a drift in the terrace diffusion

to account for electromigration effects. Their investigations focused on structure

within the bunch. They found that the local slope of the surface varies as one traverses

the step bunch: outside, on the terraces, the slope is zero. As one enters the bunch,

the slope increases, developing a maximum roughly in the middle, before decreasing

to zero again: see Figure 3 in [63]. We notice a similar profile our step bunches, but

have not analyzed the step bunch structure quantitatively.

Sato and Uwaha [102] used a step flow model, without step line tension effects, to

obtain a scaling for the step bunch interstep spacing with the step-step interaction

parameter. Their step flow model used periodic boundary conditions, and so did

not account for substrate effects or facets, but they did incorporate the effects of

evaporation, and adatom drift. We will present a similar result for how the step

70



bunch width scales with the interaction parameter16: in our model, it is difficult to

control the number of steps within a bunch.

Finally, the step simulations (for relaxation) of Israeli and Kandel [50] must be

mentioned, because a lot of the work in this thesis builds directly on their research.

Our step model uses an identical geometry to theirs, modeling the step line tension in

the same way, but has a finite number of steps. Their main result for step bunching

was to show that, for a unit initial step spacing, step bunching occurred for sufficiently

small values of g, the interaction parameter which measures the strength of step-step

interactions relative to the step line tension (see (2.21)). We will show that step

bunching can be made to occur for any value of g providing the initial terrace width

is sufficiently large and integration is performed for sufficiently long times.

This survey of the models for step bunching reveals that, in general, (with the

exception of [50]) the effects of step line tension are not included. The reasons for

this are geometric and computational in nature: for step line tension to be correctly

modeled, steps must be closed, and models for arbitrarily shaped 2D steps are, in

general, difficult to implement, as we have already mentioned in Section 2.2.3, Item

1.

Although the ADL results in Figures B-7 – B-10 seem to exhibit a very complex

behavior, there are some features that are consistent in all three plots, and are likely to

be robust features of step bunching under line tension – robust in the sense that they

probably still hold in many non-axisymmetric geometries. A summary of observations

on Figures B-7 – B-10 now follows:

1. Individual step bunches which are on the outside of a collapsing step bunch

tend to merge shortly after the collapse occurs.

2. The step bunches contain more and more steps as time progresses because step

bunches keep merging with one another and form larger bunches.

3. Step bunching starts near the facet, and propagates into the bulk. As time

16The width of the step bunch is simply the radial distance between the inner most and outer
most step in the bunch
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increases, more and more steps in the bulk bunch up. There is clearly a region

where steps are uniformly spaced, a region where step bunching has occurred,

and a (relatively thin) region where there is a transition between the two states.

Since the step bunching starts at the inner most steps, and gradually spreads

outwards, we infer that the step bunching instability in the simulations is due

to step line tension, as emphasized in Remark 2.4.1, below.

4. The step bunch closest to the facet changes its width with time as it collapses. In

particular, the width seems to be practically zero at the actual time of collapse.

This effect is not seen in the simulations by Sato and Uwaha [102] where straight

steps were used and facets were absent.

We shall now address each of these points separately, and in more detail. As the

inner most step bunch collapses, there is a gradual emission of adatoms produced

from the layer decay. When g takes very small values, step bunches only experience

weak interactions with one another, and any kind of small perturbation to their

positions is liable to make them merge. This steady current of adatoms provides this

perturbation, and the step bunches immediately outside of the collapsing step bunch

go through a complex transient motion before forming larger step bunches. This

proposed mechanism for step bunches bunching up can also be applied to individual

steps.

The merging of step bunches into larger step bunches was already observed by

Sato and Uwaha and shown clearly in their numerical results: see Fig 1 in [102]. In

the initial stages of step bunching, steps usually pair up, and these pairs then combine

with other pairs to form bunches of four. Some of the steps however, cluster together

in bunches of three, initially. Probably, the details of the initial clustering process are

very sensitive to step positions, and are not a robust feature of step bunching: this

sensitivity is shown in Figures B-13 and B-7. The two plots use the same simulation

parameters and initial conditions, but B-13 had a smlla perturbation added to the

initial step positions. Both plots show step bunching, but the way that steps bunch

together in each plot is very different.
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Remark 2.4.1 Figures B-7 – B-10 show a feature that is not present in the step

bunching of straight steps [102]: the step bunching starts at the inner most steps

and slowly propagates outwards, causing more and more steps to bunch up as time

progresses, thus confirming the step bunching plots in [50]. This behavior strongly

suggests that step bunching in the simulations is a direct effect of the step line tension:

providing the system admits the step bunching instability, steps with high curvature

are more likely to bunch up than steps with lower curvature.

Wth regards to Item 3 above, it is interesting to compare the region in which

step bunching occurs in Figure B-7 to the region under the dashed line in B-2 which

approximately defines the location of the facet in TDL kinetics. In the TDL case,

under the dashed line, individual steps rapidly collapse. In the ADL case, it is not

individual steps that collapse, but rather, step bunches.

The steepening of step bunches mentioned in Item 4 above is characteristic of step

line tension effects: this phenomenon is not observed in the straight-step numerical

experiments of Sato and Uwaha [102], but is present in the results of Israeli and

Kandel [50]. This steepening is started by the motion of the two outer-most steps in

Figure B-12, which clearly shows the effect of having an ADL structure rest on an

infinite substrate. The 29th step shrinks monotonically, forcing all steps inside of it to

bunch up. The outer-most step in the structure grows monotonically and disappears

off the plot: this outer-most step acts as a sink for all the emitted adatoms from the

shrinking step bunch. The width of the step bunch goes to zero as the steps shrink

because the line tension becomes increasingly dominant over step-step interactions as

the bunch radius goes to zero. Hence, step repulsions are overcome in the limit of

small radius, and the steps are all squeezed together, resulting in bunch steepening.

This situation is also illustrated in in Figure B-10 for the inner most step bunches:

since the distance between bunches is usually very large, the outer-most step in the

bunch ‘sees’ a large terrace and behaves as though this terrace were the substrate.
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2.4.2 Invariance of the Equations

The simulation results of Israeli and Kandel [50] for an initial cone show that for ADL

surfaces, where the initial step spacing is unity (so the physical distance between

steps is about 1000Å ∼ L), step bunching occurs for sufficiently small values of the

parameter g, which is proportional to the ratio of step interaction strength to step

line tension (see equation (2.21)). Typically, step bunching is predicted to occur when

g <∼ 10−4. The actual values of g vary from material to material, and also depends

on the orientation of the surface as characterized by the Miller Index – see Table 7 of

[55]. In fact, from this table, the value of g3 for Silicon can range over several orders

of magnitude (from 10−3 – 102) depending on the Miller index. The important point

to note in the case of ADL systems initialized with equally spaced steps is that it is

not g which has to be ‘small’ for step bunching to occur, but rather, it is the value

g/(step-spacing)2 which must be small compared to unity. We will now show this

result.

Although the ODE system (2.39) – (2.43) is very complicated we can consider

scaling transformations which leave the equations invariant. Instead of treating the

full set of equations, it is sufficient just to consider the simplified ‘pseudo-equation’

dρ

dt
∼ −1

ρ

1
ρ

+ g 1
ρ3

1
ρ

, (2.61)

= −
(

1

ρ
+ g

1

ρ3

)

, (2.62)

Equation (2.62) should be compared with equation (2.35). We simplified equation

(2.35) in this way because we only want to see if the equation is invariant under

certain stretching transformations of the “representative” variables and parameters

ρ, t and g. In essence, the first term on the right of (2.62) represents the step line

tension, and the second term represents the step-step interactions. If g is taken to be

0, we are left with ρ̇ = 1/ρ, which is the evolution equation of a single circular island

shrinking under the effects of curvature.
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The pseudo-equation (2.62) is invariant under the transformation

ρ → Mρ′

g → M2g′

t → M2t′

(2.63)

As a consequence of this invariance, a step bunching instability for a certain (small)

value of g and a given step spacing, can also occur with a larger value of g, but

by starting with a configuration of more widely spaced steps, and waiting for longer

times (or equivalently using higher temperatures). For example, in the simulations by

Israeli and Kandel [50], step bunching for an initial step train with a spacing of unity

was observed when g = 10−6 (see Figure B-7), but when g was larger at 5 × 10−4,

no such instability occurred (Figure B-6). The invariance of the equations predicts

that in fact step bunching can be made to occur when g = 5× 10−4 as long as a step

spacing greater than
√

500 is used in the initial configuration of steps, and thus one

would have to wait 500 times longer to see an identical (ρn, t) plot with a stretched

ρn variable. This prediction is confirmed in Figure B-8, and the invariance property

is also illustrated by Figure B-9.

It should be noted that although the results in B-7 and B-8 exhibit many features

which are qualitatively similar, they are not identical. Mathematically, because of

(2.63), one plot should simply be a scaled version of the other – providing the in-

tegration of (2.39)-(2.43) was carried out exactly. Numerical integration of ODEs is

never done with perfect accuracy, of course, and there are always local truncation

errors associated with any given numerical scheme. When step bunching occurs, the

behavior of the governing equations is very sensitive to small changes in the spacing

within step bunches because of the presence of terms which behave as (ρi+1 − ρi)
−3.

Figure B-13 shows that the exact details of how steps come together in the bunch are

very sensitive to small perturbations in the initial conditions (compare this Figure

with Figure B-7, which does not have a perturbation in the initial condition). Small

errors made in calculating (ρi+1−ρi) can result in large changes in the velocity of the

step. This is confirmed by the work currently in progress by Margetis and Rosales
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[81] who use continuum Lagrangian coordinates to derive a PDE governing surface

evolution in ADL systems. The resulting PDE in this case resembles a Kuramoto-

Sivasinky (‘KS’) equation [67], [107], and the solutions of this PDE are very sensitive

to changes in the initial conditions.

What is interesting about results like B-7 and B-8 is that step bunching occurs

spontaneously, when the simulations are initialized with uniformly spaced steps, pro-

viding g/(step-spacing)2 is made small enough. In most experimental situations, step

bunching is usually forced to occur through application of a direct current, addition

of impurities or initializing with a highly non-uniform step train. In general, step

bunching instabilities have not been observed in clean samples with regularly spaced

steps, in the absence of deposition/condensation, and without some sort of bias in

the adatom diffusion; there does not seem to be any experimental evidence to confirm

our step simulations. There are three possible reasons for this lack of evidence:

1. Actual values of g = O((g3/g1)(a/L)2) used in experiments are too large because

the samples have been prepared with an initial terrace spacing (L) that is not

large enough compared to the step height a. In our simulations, step bunching

occurs for values of g less than about 10−4. For Ag(110) at 210K, the ratio

g3/g1 was calculated to be between 10−1 and 1 [77], and so for this system, the

initial terrace width must be at least 100 times greater than the step height in

order for step bunching to occur. The critical initial step spacing required to see

step bunching is obviously material dependent because different materials have

different values of g3/g1: for example, Si(111) which has a value of g3/g1 ∼ 50

(see Appendix A) will require L/a ∼ 103.

2. The times required for step bunching to occur are much greater than the du-

ration of typical experiments. In the simulations, step bunching occured in a

substantial number of steps17 after about τ ∼ 104 (Φ/m ∼ O(1), according to

(2.37) and (2.38)). From (2.18), with U ∼ 5Å / min, and L ∼ 100Å, these

estimates amount to physical times of about 2 × 105 minutes which is nearly

17About 30-40 steps.
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5 months. This time can be shortened by performing experiments at higher

temperatures because this decreases the value of Φ in (2.37). Hong et al [46]

also predict that for a fixed initial terrace spacing and deposition flux, step

bunching will occur if the temperature is sufficiently high.

3. We have seen that the step line tension plays an important role in the step

bunching mechanism observed in our simulations. However, our circular steps

are highly idealized; if steps under normal experimental conditions are close

to being straight, step bunching may be suppressed in the absence of material

deposition from above, because curvature effects are not so important.

Nevertheless, these step bunching results are still useful. In particular, they may

help us understand the basic mechanism of step bunching, purely in terms of step

line tension and step interactions. Furthermore, our results provide a reference for

the recent, ongoing work on step bunching in the generic framework of continuum

Lagrangian coordinates [81].

2.4.3 Scaling of Step Bunch Widths

In this section, we investigate how step bunch widths scale with g, the interaction

parameter. We define the width of a step bunch to be the radial distance between

the inner-most step in the bunch and the outer-most step. Intuitively, one would

expect the widths to decrease as the strength of the step-step interaction is decreased.

However, we noted in point 4 of Section 2.4.1 that the widths of the inner most step

bunches decreased with time, with the width going to zero at the time of collapse.

Hence, we have to be careful about how we measure the step bunch widths.

Referring to Figure B-10 we see that although g has spanned 3 orders of magnitude,

the qualitative nature of the results is not that different. In particular, the way the

inner most steps bunch up is quite similar for all the plots. We choose to focus on

the step bunch indicated by the arrows, and see if we can try to extract a scaling for

the widths. The plots in B-10 show that the step bunching is well developed, and it

is quite clear where the step bunches are, and how many steps are in a bunch. For
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larger values of g, this is not usually so clear. For example, for the steps within the

box in Figure B-9 a), step bunching is only starting to develop.

With the step bunch width depending on time, when should we measure the

width? Since line tension clearly affects the widths, and the line tension of a step

depends only on its radius in the axisymmetric case, we can delineate line tension

effects by choosing to make our measurement at times when the step bunch radius

takes certain values, r0. In this investigation, we take r0 to be the width of the inner

most step in the step bunch 18 and study only the inner most step bunches, which are

indicated by the arrows in Figure B-10. Only plots for three values of g are shown

in B-10, but we will also measure the step bunch widths for other values of g, the

results of which are very similar to those in B-10. Note that these inner most step

bunches do not contain the same number of steps. The number of individual steps

in each step bunch are given in the caption of Figure B-19.

The results in Figures B-19 and B-20 show that the scaling for the average widths

and spacings within the bunch take the form

step bunch width ∼ ga (2.64)

spacing between steps ∼ gb (2.65)

where a ' 0.33 and b ' 0.38. Changing r0 in each case does not significantly affect the

value of either exponent. If there are N steps in a bunch, then the average inter step

spacing is simply (Total step bunch width)/(N − 1). The small discrepency in the

value of the exponents is caused by the number of steps in the step bunch increasing

slightly as g decreases by orders of magnitude.

These results are very suggestive of the scaling

spacing between steps, step bunch width ∝ g1/3 (2.66)

when step bunching occurs, in agreement with [102]. This means that for a fixed initial

18Then r0 will be a good approximation to the radius of the step bunch because r0 �
the step bunch width.
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step spacing, terms like g
(ρi+1−ρi)3

in equations (2.39)-(2.43) are always ∼ O(1), and

never vanish, no matter how small g is made. This type of singular limit, of course,

is often seen in many continuum settings, the most well known probably being the

inviscid limit in Fluid Mechanics: here terms like “ν∆u” (where ν is the kinematic

viscosity and u is the velocity field) always remain bounded away from zero because of

the development of a spatially rapidly varying velocity, u, near boundaries, with the

consequence that viscosity is non-negligible if one is sufficiently close to the boundary.

Similarly, when describing step bunches, the step interaction term is always important

and is O(1) even as g → 0, resulting in a ‘discrete’ singular limit. In fact, when g is

set to zero, the equations governing step motion in the bulk reduce to

ρ̇i = − 1

ρi

(
ρi+1 − ρi

ρi+1 + ρi
− ρi − ρi−1

ρi + ρi−1

)

. (2.67)

Note the absence of terms which repel steps from one another. Steps are therefore free

to pass through each other when g is actually set to be zero in the integration code.

This situation is illustrated in Figure B-11. The crossing of trajectories corresponds

to an overhang in the nanostructure: this is something which is never observed in

realistic situations.

Finally, we end this subsection with the observation that step bunches in general

do have some kind of internal structure: see the close up in Figure B-10. Typically, the

steps which are right in the middle of the bunch have terraces which are narrower than

those on the fringes. Krug [63] makes predictions on the structure within bunches

in using a continuum theory, and his numerical experiments also suggest a ‘diffuse’

structure with tighter bunching/steepness in the middle. It would be interesting

to compare our results with those in [63] quantitatively, but for now, we leave this

possibility as a future potential research direction.
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2.5 The General Case: Mixed Kinetics

When both the diffusion across terraces and the rate of attachment-detachment at

step edges are comparable to one another, we take (2.36) as our governing equation

in the bulk. Numerical simulations of step flow models in the general case, without

the effects of line tension being incorporated, were carried out in [111] and [102].

Israeli and Kandel’s [50] results on axisymmetric structures (with line tension effects

included) concentrated exclusively on the limiting cases of ADL and TDL kinetics.

Here, we go beyond [50] by considering the more realistic case of mixed kinetics.

Unlike the TDL and ADL cases, in mixed kinetics, the equations are not invariant

under simple stretching transformations of the dependent and independent variables;

in other words, one cannot apply arguments based on (2.63). Unlike the ADL case,

where decreasing g is equivalent to increasing the initial step spacing and integrating

for longer times, in the mixed case the initial step spacing and g are two truly indepen-

dent parameters. Two step flow plots initialized with (g = g1, initial spacing = δρ1)

and (g = g2, initial spacing = δρ2) for different g1, g2 and δρ1, δρ2 can never be mapped

onto one another using linear stretches, no matter how long/short the integration is

done for.

Two sets of results for mixed kinetics are shown in Figure B-14, for g = 10−5 and

g = 10−3. Similar to the ADL results, a step bunching instability is seen when g is

made sufficiently small. The plots in B-14 a) differ qualitatively from the previous

ADL results, however, because one can see that the inner most step of the inner most

bunch regularly separates away and rapidly shrinks. There are features in B-14 a)

which are common to both the TDL result in B-2 and the step bunching ADL result

in B-7.

Remark 2.5.1 In the mixed case, we assume that the properties of the material

are such that the rate of diffusion on the terraces matches the rate of attachment-

detachment at step edges. This situation is characterized by taking m = Ds/(kL) =

O(1) in (2.36). However, we also have to bear in mind that the (physical) terrace

widths will determine how fast a diffusing adatom will travel from one step to the
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next. From now on, in mixed systems, when we speak of regions of the structure being

“dominated by diffusion” or “dominated by attachment-detachment”, we do so with

the understanding that this classification is based only on the local geometry of the

nanocrystal, and not on global properties of its steps (like the value of the kinetic

parameter m, for example).

In the following subsections, we will explore how ADL and TDL dominated regions

on the surface of the crystalline structure compete with each other, and how these

regions vary as the two parameters g and (initial step spacing) are changed. To see

whether attachment-detachment or diffusion is prevalent locally at a given ρn on the

structure, we use the following criteria, in reference to equation (2.41):

ln
ρn+1

ρn
�

(
1

ρn
+

1

ρn+1

)

(2.68)

and ln
ρn

ρn−1
�

(
1

ρn−1
+

1

ρn

)

(2.69)

if attachment and detachment are dominant,

ln
ρn+1

ρn
�

(
1

ρn
+

1

ρn+1

)

(2.70)

and ln
ρn

ρn−1

�
(

1

ρn−1

+
1

ρn

)

(2.71)

if terrace diffusion is dominant, and

ln
ρn+1

ρn

= O

(
1

ρn

+
1

ρn+1

)

(2.72)

and ln
ρn

ρn−1
= O

(
1

ρn−1
+

1

ρn

)

(2.73)

if both diffusion and attachment-detachment are equally important.

Notice that these conditions depend on the radii of three consecutive steps. Figure

B-18 shows the level curves of the function

F (ρn, δρn) ≡ ln

[

ln(1 + δρ/ρn)
1
ρn

+ 1
ρn+δρn

]

(2.74)
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where δρn ≡ ρn+1 − ρn is the terrace width at ρn. The value of F indicates the

relative magnitude of the logarithmic and fractional terms in (2.70) and (2.71) Thus,

depending on whether F > 0 or F < 0 for two consecutive pairs of steps, (ρn−1, ρn)

and (ρn, ρn+1), we can classify step n as either being ADL dominated, TDL dominated,

or neither (which is the mixed case). In the following investigations, if F > 1.38, we

classify the step as being Terrace Diffusion Limited, and if F < −1.38, we classify the

step as being Attachment-Detachment Limited. This corresponds to the logarithmic

terms in (2.68) – (2.71) being about 4 times greater than the fractional terms for

TDL classification, and about 4 times smaller for an ADL classification.

In Figure B-18, if the nth step is in the bulk, then we must stay on the right of the

dashed line: clearly, δρn < ρn because otherwise ρn−1 < 0 which is unphysical. The

inner most and outer most steps are special because they only have one neighbor, and

so it suffices to look at F (ρ1, δρ1) and F (ρN−1, δρN−1) where N is the index of the last

step. For the case of the inner most step, δρ1 > ρ1 is allowed, and the whole region

in (ρn, δρn) space in Figure B-18 can be used to determine whether the behavior is

ADL/TDL/mixed.

Classification of Step Kinetic Behavior

From Figure B-18, we predict that a necessary condition for TDL dominance is that

ρn > 2. For an infinite number of uniformly spaced steps, and a given fixed step

width, providing we go far enough into the bulk steps (ρn → ∞), terrace diffusion

will be dominant. One would think that physically, the distinction between ADL and

TDL behavior would stem from the positions of steps relative to one another. This

is indeed the case for straight, parallel steps in the absence of line tension: repeating

the derivation of the step flow model in Cartesian coordinates gives

Ai =
Ceq

i+1 − Ceq
i

Ds

kd
+

Ds

ku
+ (xi+1 − xi)

(2.75)

instead of equation (2.8), where the positions of the steps are denoted by ri instead of

xi. From (2.75), we see that classification of ADL/TDL at step xi now will depend on
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the relative magnitude of Ds

ku
+ Ds

kd
compared to (xi+1 − xi), and (xi − xi−1), i.e. only

on the relative positions of steps. The dependence on absolute position in cylindrical

geometry arises because of the presence of line tension which affects steps with a

smaller radius more strongly.

Conversely, for a fixed distance from the axis of symmetry, shrinking the terraces

on either side of the step eventually leads to ADL dominance, which (as we have

seen) is characterized by the step bunching instability. Also, we can always get ADL

behavior (for a fixed terrace width) by bringing the terrace closer to the axis of

symmetry, providing the terrace width is small enough (<∼ 2).

When considering the inner most step, since we can now be on either side of the

dotted line in figure B-18, in addition to the predictions above, the inner most step

in the structure will be in the ADL case if its radius < 2.

2.5.1 Kinetic Dependence on Step-Step Interaction Param-

eter

The sequence of plots in Figure B-15 shows the eventual dominance of ADL over

TDL as g → 0 for a fixed step spacing. Step trajectories highlighted with a solid

dot indicate that diffusion is dominant, and those highlighted with an empty circle

indicate that attachment-detachment is dominant. As g becomes smaller, the TDL

region retreats, and step bunching (and hence ADL behavior) is more prevalent. A

trajectory was classified as being ADL if the log terms in (2.70) and (2.71) were 4

times smaller than the fractional terms, and TDL if the log term was four times

greater – this same criterion was used in the next section when the step spacing

approaches ∞.

This result makes intuitive sense because, as the strength of step interactions is

decreased, steps are able to get closer to each other, meaning that transport through

diffusion across terraces is faster, resulting in adatom attachment-detachment being

the limiting rate process.
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2.5.2 Kinetic Dependence on Initial Terrace Width

Figures B-16 and B-17 show a sequence of plots where g is kept fixed at 10−3 and the

initial step spacing is decreased from 8.3 to 0.5. The system moves towards an ADL-

like behavior as this happens. Again, this observation is consistent with our intuition

because as we force the step spacing to be smaller and smaller, diffusion of adatoms

from one step edge to the next becomes quicker, and attachment- detachment becomes

rate limiting. Conversely, diffusion will be rate limiting as we make the initial terrace

widths larger. Contrast this situation to the pure ADL case where increasing the

spacing for a fixed g only makes step bunching more severe.
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Chapter 3

Continuum Models: Multiscale

Modeling of Facet Expansion

3.1 Chapter Overview

This chapter is concerned mainly with a Partial Differential Equation (PDE) model

of surface relaxation1. The focus of the chapter is to test two different boundary

conditions for the PDE, and see which resulting solution gives better agreement with

data from simulation results. The two boundary conditions are called ‘Continuity of

Chemical Potential’, and the ‘Step Drop Condition’. Continuity of Chemical Potential

only performs well when the value of the step-step interaction parameter (called ε in

this chapter) is large. The Step Drop condition performs well for all values of ε, but

implementing it requires the knowledge of a parameter involving discrete steps. We

obtain this parameter from the step flow simulations.

3.2 Multiscale Modeling of Surfaces

All physical problems have multiple length and time scales: for example, a fluid has

many levels of description, each one providing a different amount of detail. Consider

1Relaxation is the term used to describe surfaces which evolve in the absence of material depo-
sition, evaporation and sublimation
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a gas under conditions of room temperature and pressure. On length scales of the

order of centimeters, or greater, the Navier-Stokes equations provide information on

a fluid’s velocity and pressure. When the length scales are comparable to a molecule’s

mean free path, the Navier-Stokes description becomes inadequate2, and one can try

to solve the Boltzmann Equation to obtain statistical information on, say, the number

of molecules whose velocities lie within a certain range. At length scales of the order of

nanometers, one can run Molecular Dynamics Simulations where individual particles

collide with each other, and their interactions are explicitly modeled. Note that for a

given length scale more than one of the models mentioned above could certainly be

used because each of these models are valid over a different range of length scales and

these ranges can overlap. The reference [30] elaborates on many of the points made

here and later on.

Multiscale models describe physical problems across more than one length and

time scale and they often involve different physical laws at each scale. There are

various multiscale paradigms. For example, one can run a microscale and macroscale

simulation concurrently in different physical regions of the problem, use the results

from the microscale simulation as the “boundary conditions” for the macroscale one,

and vice versa. An alternative is to first run a microscale simulation to deduce

some material properties, constitutive relations, or parameters, and then use them as

input to a macroscale model. It is common, especially in the derivation of PDEs, to

start with a conservation law relating the density of the conserved quantity with its

flux. The next step is to “close” the PDE, i.e. relate the fluxes back to the density.

One typically uses empiricism or phenomenology in this case. The second multiscale

paradigm can be seen as replacing this “closure step” with a less ad hoc process which

is governed by the underlying physics of the problem.

Why should one use multiscale methods? Two reasons are presented here, and of

course, they are not the only ones. The first reason is simply that one may be forced

to consider modeling at more than one length scale in order to obtain satisfactory

2For example it no longer makes sense to talk about fluid ‘packets’ advecting with the flow, which
means that concepts like a material derivative are not well defined
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answers. There may be regions where microscale effects are always significant, and can

never be just “averaged out”. Keeping with examples in fluids, a well known example

is the contact-line problem for two-fluid flow in a pipe [40]. Here, the idealized no-

slip boundary condition resulting from a Navier-Stokes treatment conflicts with the

condition of zero mass flux through the contact line. This problem can be resolved by

introducing fluid slip at the wall: one way (and not the only way, but this was done

in [40]) is to run Direct Simulation Monte Carlo (DSMC) [11] near the pipe wall to

quantify the slip. The second reason to use multiscale methods is specific to materials

engineering. Today, the design and fabrication of new materials has advanced to

such a point that it is possible to physically engineer a material’s atomic structure

in order to increase, for example, its strength, ductility or electrical conductivity.

However, deducing the properties of a material for a given microstructure through

experiment and testing alone can be very expensive. On the other hand, running

atomistic simulations along with performing experiments, and using the results in,

say, a Finite Element Code, can make the design process less costly. It can also be

very instructive to see how exactly the microstructure affects macroscale properties

through simulations. For example, a lot of work has been done to study the dynamics

of dislocations in crystals, and their effects on plasticity [123], [113].

There are many other examples of multiscale modeling. The method of Car and

Parrinello [20] involves running a Molecular Dynamics simulation, but instead of using

the empirical Lennard-Jones potential, it computes the interactions during run time

using the Schrödinger equation, and assuming that the nuclei of the atoms are much

more massive than the electrons [16]. Complex Fluids3 also provide a rich source

of multiscale problems. In [12], the viscosity of simple, dumbbell-shaped polymers

immersed in a solvent, is modeled by considering Brownian forces acting on individual

molecules. The Quasicontinuum method [112] blends together a finite element code

with atomistic calculations to solve problems in nonlinear elasticity.

As a prototypical case of multiscale methods, we now focus on a two-scale problem

3Complex Fluids are fluids whose properties (for example, viscosity) are strongly influenced by
the presence of a mesoscopic length scale [36]. Examples of Complex Fluids are colloidal suspensions
and polymer solutions.
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in the context of the axisymmetric step models derived in Chapter 2. By using

an identical geometry, Margetis, Aziz and Stone [78] (referred to as ‘MAS’ from

now on) derived a continuum theory for surface relaxation, incorporating the same

physical effects, and then assuming that steps were close enough together that discrete

steps could be replaced with a continuous slope. They arrived at a fourth-order

nonlinear Partial Differential Equation (PDE) governing the evolution of the slope,

thus providing a macroscopic scale description of the surface. The step flow model and

the MAS PDE complement each other in their approach to describe surface relaxation.

Continuum models have been criticized [52], [21] for not taking into account the

effects of discrete steps of finite height, especially at facets. However, they provide a

description of the surface in terms of only a few parameters, and continuum solutions

can often be obtained using relatively modest computational resources. On the other

hand, step flow models can provide the element of discreteness that is required when

modeling the evolution of facets, for example, but are computationally much more

expensive to implement.

The focus of this chapter is to combine both models to set up and solve the

two scale problem for surface relaxation when the kinetics is limited by diffusion on

terraces (TDL). The discrete model involves the coupled ODEs for steps derived in

Chapter 2, and the continuum model involves the MAS PDE. The idea is to use the

PDE on the parts of the surface where the slope profile can be well approximated with

a continuous function, and to use the step model to help evolve the surface in places

where the continuum fails: namely on facets. In this two-scale problem, our two,

widely separated, length scales are: the microscopic length scale, which is determined

by the height of a single step; and the macroscopic length scale, which is determined

by the radius of a typical bulk step within a finite nanostructure.

Other Continuum Models

We have already discussed some features of the MAS theory, and how we plan to com-

bine it with a step model to accurately capture the step dynamics on the facet. Now,

we shall make a brief survey of a few other treatments of crystal surface evolution, to
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put the MAS theory in perspective.

The most common way to model surface evolution is through a PDE. In the 1950s,

Mullins [85], [84] derived an equation governing relaxation of a surface h(x, y, t) above

the roughening temperature, when surface diffusion was dominant. A key part of the

derivation is to introduce the continuum concepts of surface free energy and surface

chemical potential. The surface free energy functional, F [h(x, y, t)], is defined as

F [h(x, y, t)] =

∫

γ(∇h)dA, (3.1)

where the integral is taken over the entire surface. The quantity γ is called the surface

tension and is assumed to depend only on the local normal. It takes two different

forms, depending on whether the surface is above, or below roughening [53]:

γ(∇h) =







g0 + 1
2
g2(h

2
x + h2

y) + ... above roughening

g0 + g1(h
2
x + h2

y)
1/2 + 1

3
g3(h

2
x + h2

y)
3/2 + ... below roughening

(3.2)

where higher order terms depend on the precise physical assumptions. The coefficient

g0 is the surface tension for a reference flat surface, g2 is the surface stiffness [55], g1

is the energy to create an isolated step, and g3 accounts for pairwise step interactions

[78]. Note that γ is only an analytic function of ∇h = (hx, hy) above the roughening

temperature. With F defined, the surface chemical potential is proportional to the

change in F with respect to infinitesimal changes in the height profile h(x, y, t), i.e.

µ(x, y, t) ∝ −δF

δh
= − ∂

∂x

(
∂γ

∂hx

)

− ∂

∂y

(
∂γ

∂hy

)

(3.3)

∝







−g2∆h above roughening,

−g1∇ ·
( ∇h

|∇h|

)

− g3∇ · (|∇h|∇h) below roughening.
(3.4)

Now, a PDE for the height profile comes from using a conservation law relating the

height h to the surface current, J :

ht + Ω∇ · J = 0. (3.5)
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where Ω is the atomic volume. When surface diffusion is the dominant transport

process,

J ∝ −∇µ. (3.6)

Hence,

ht ∝ −∆2h (3.7)

above the roughening temperature, but

ht ∝ −∆

(

g1∇ ·
( ∇h

|∇h|

)

+ g3∇ · (|∇h|∇h)

)

(3.8)

below roughening. Since Mullins derived (3.7), researchers have directed their research

efforts towards relaxation below roughening [86], [99], obtaining PDEs similar to

(3.8). The main difficulty with (3.8) (apart from its nonlinearity) is that it is singular

at ∇h = 0. The singularity is associated the existence of a facet and is a direct

consequence of the non-analyticity of γ(∇h) below roughening.

The formation of facets has been observed experimentally [122] when a periodic

corrugation is forced onto a high symmetry plane of the crystal. Above roughen-

ing, the corrugation maintains its sinusoidal shape as it decays, as predicted by (3.7).

However, below roughening, flat facets appear at the extrema, giving the corrugations

a trapezoidal shape (see [99] for an illustration). As the corrugation decays according

to (3.8), the facets expand. It is worth pointing out at this stage that regularization

methods do exist [97], which effectively “smooth out” the corners of the trapezoids,

and replace the flat facet with a slightly curved surface. However, this method has

been criticized because the regulator 4 has no physical meaning [51], and more im-

portantly, the results from this method seem to differ from those generated through

discrete simulations [52].

Spohn [109] pioneered the treatment of facet evolution as a free boundary problem.

One of the geometries which he considered was a periodic corrugation on a high

symmetry plane. He used a phenomenological, continuum framework and treated

4In the case of [97], the regulator is a small parameter added to |∇h| to remove singularities in
(3.8), so that |∇h| →

√

|∇h|2 + ε2.
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the position of the facet edge as an unknown function of time. Therefore, he had to

supplement his PDE with additional boundary conditions. One of these boundary

conditions involved extending the concept of a chemical potential from the sides of

the corrugation up to and onto the facet. In his paper, the solutions of the PDE were

not checked against experiments or simulations. Hence, at the time, it was impossible

to tell if his formulation of a free boundary problem was correct.

Following Spohn’s [109] treatment, Margetis, Aziz and Stone [78] also formulated

surface relaxation in terms of a free boundary problem. They also extended the

chemical potential onto the facet, but their treatment was different in that their PDE

was not phenomenologically motivated, but was derived by considering the continuum

limit of a discrete set of step flow equations. The authors in [78] were also able

to obtain limited results from the kinetic simulations of Israeli and Kandel [50], to

validate their solutions. These results came in the form of scaling laws, and Margetis

et al. [78] were able to confirm that (for example), the maximum step density in their

solution scaled correctly as a power of the step-step interaction parameter. However,

later on, it was found that the agreement with the simulation results was due to a

small programming error. A correctly implemented version of the MAS PDE, along

with the boundary condition enforcing continuity of step chemical potential actually

resulted in the following: the slope profiles generated by the program were sometimes

unphysical, and the resulting scaling laws disagreed with the results of Israeli and

Kandel. Nevertheless, as we will see in the next section, there are many aspects

of MAS which remain valid and are independent of the programming error. Their

analytical scaling predictions for the boundary layer width is confirmed by the results

of Israeli and Kandel [50], as is their t1/4 prediction for the expansion of the facet

radius with time.

In this chapter, we go beyond using scaling laws to test the continuum solutions:

with the correct boundary conditions, we will see pointwise agreement between con-

tinuum solutions of the MAS PDE and step simulation results from Chapter 2.
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3.3 The MAS Analysis, for ε� 1

The MAS PDE for surface relaxation describes the evolution of an axisymmetric

nanostructure with a semi-infinite number of steps5. The structure has a single cir-

cular facet that continually expands with time. In a continuum description, the facet

is usually idealized as being completely flat, and not containing any steps. In this

case, the slope changes discontinuously at the facet edge, and the growth of the facet

corresponds to the flat region translating vertically down, while expanding its width

at the same time. This expansion is unknown apriori, and it is therefore natural to

formulate the problem in terms of a free boundary [109].

In the MAS analysis, both the edge of the facet, denoted by r = w(t), and the

height of the structure at the facet edge, hf(t), are regarded as unknown functions of

time (see Figure 3-1).

Remark 3.3.1 In general, the notion of a facet really only applies in a continuum

description of surface evolution. In the results of Figure B-2, B-3 and B-4, dashed

lines indicate possible locations for the facet edge, but these choices are not unique.

However, as ε → 0, the notion of a facet in the context of the discrete simulations

becomes more concrete. We will see later, that the region of high step density in B-1

shrinks to a curve w(t) ∝ t1/4, in the limit as ε → 0. In this limiting case only, the

facet becomes well defined. In the MAS description, the position of the facet, w(t) is

always well defined: it is that region such that for 0 < r < w(t), there are no steps,

and therefore the step density is zero.

Since the MAS PDE is of fourth order, a necessary condition for well-posedness is the

inclusion of 6 boundary conditions. These conditions enforce: continuity of height,

slope and adatom current at r = w(t), and fix the two far field conditions for the

slope. The sixth boundary condition used by MAS was the one first introduced

by Spohn[109]. This involves extending the concept of a continuous step chemical

potential up to the facet edge, and onto the facet itself. In this thesis, this boundary

5So that physically, the situation is the same as the one described by equations (2.39) - (2.43),
but with N →∞.

92



Figure 3-1: Side view of the axisymmetric nanostructure considered by MAS [78].
The structure has infinite height, r = w(t) is the radius of the facet, considered as a
free boundary, and hf(t) ≡ h(r = w(t), t) is the height at the facet edge.

condition will simply be referred to as “continuity of step chemical potential”. For

each step in the structure, one defines a local step chemical potential by considering

changes in step free energy when a single adatom is added to or removed from that

step. Step chemical potentials are only defined at step edges, ri and ri+1, say, and

their role is to induce adatom currents on terraces between the edges, ri < r < ri+1.

In the case of TDL kinetics, we have [78]

Ji(r) = −Dscs

kBT

1

r

µi+1 − µi

ln
(

ri+1

ri

) , (3.9)

where Ji is the adatom current on the ith terrace, between steps i and (i+1), Ds is the

diffusivity on each terrace, cs is the equilibrium adatom concentration at a straight

step edge, kB is the Boltzmann constant, and T is the absolute temperature. The

step chemical potential at the ith steps is denoted by µi. However, when taking the

continuum limit, so that step spacings become very small compared to the local step

radius, the step chemical potential also generalizes to become a continuous function
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of the radial coordinate (outside the edge of the facet) in which case, ri+1 = ri + δr,

δr � ri, and ln
ri+1

ri

∼ δr

ri

:

J(r, t) = −Dscs

kBT

∂µ

∂r
. (3.10)

Enforcing continuity of chemical potential at the facet edge assumes that (3.10) also

holds for r < w(t), and therefore, an adatom current Jf can be defined through the

conservation equation ḣf + Ω∇ · Jf = 0 where hf is the height at the facet, and Ω is

the atomic volume. Then, ∇ · Jf can be integrated to obtain an ‘extended’ chemical

potential on the facet: setting the chemical potentials to be equal inside and outside

the facet leads to the sixth and final boundary condition for the PDE.

With regards to notation, MAS use ε to denote the strength of the step-step inter-

actions relative to the step line tension. Because MAS assume that the nanostructure

has unit slope in the far field as r → ∞, they effectively set L = a in (2.21), and so

ε = O(g) (see Appendix D.4.3). In this chapter, we will use both g and ε so that

references to their paper are clear. We saw in Section 2.4.1 that in the case of ADL

kinetics, g → 0 is a singular limit. This is also the case in TDL kinetics. Figure B-5

shows that, similar to the ADL case, when step interactions are switched off, steps

can cross. Because ε multiplies the highest derivative in the MAS PDE, the authors

obtain a solution by using singular perturbation theory for ε� 1. Results from TDL

step flow simulations [50] show that for small ε, steps cluster together locally near

the facet, with the result that the slope there is maximal, and in fact grows as ε

gets smaller. This behavior signifies the presence of a boundary layer near the facet,

and we will see later on that quantitative aspects of this boundary layer are correctly

predicted by MAS.

Probably the strongest criticism of the MAS analysis is the use of the boundary

condition involving continuity of chemical potential. For small values of ε, the results

in Chapter 2 suggest that as the top step is collapsing, the radial distance between the

top step and the second step can be macroscopic: it is essentially comparable to the

facet radius. One can therefore question the definition of a chemical potential through

a relation like J ∝ −∇µ. On the other hand, if the facet radius is somehow forced to

94



become sufficiently small, then the step chemical potential boundary condition can

probably be justified.

The key result in this chapter is to show that application of the step chemical

potential boundary condition leads to results that disagree with those produced by

the discrete step simulations when g � 1. However, the PDE produces the correct

solution for all values of g when a ‘Step Drop’6 boundary condition first suggested by

Israeli and Kandel [50] is applied instead. This condition is unusual in that its imple-

mentation requires knowledge of a parameter external to the PDE formulation, and

involves the motion of the inner most step. Israeli and Kandel [50] call this param-

eter θ0. This normally unknown external parameter is the cause of the ‘uniqueness

problem’ which they faced when tackling this problem. Although they first suggested

the Step Drop boundary condition, it appears that they did not actually implement

it. Instead, what they did was to use the Step Drop condition to relate θ0 to x∗
0, a

scaled facet position, which is a constant. Then, they tuned x∗
0 in order to make their

continuum solutions resemble as closely as possible those predicted by their step flow

model. to obtain a value for θ0. It appears that they did not check this value of θ0

with their simulation results. Hence, by implementing one fewer boundary condition

than what was required, they were left with a free parameter, x∗
0, which led to a

family of solutions and thus the uniqueness problem [50].

We shall take the opposite viewpoint, and accept that an accurate solution of the

PDE for g � 1 must take into account the microscale step motion on the facet, the

dynamics of which are normally invisible to any continuum formulation (and not just

the MAS PDE). Therefore, the external parameter will come in the form of extra

input from the discrete step flow equations.

At the heart of the MAS analysis is the fourth order nonlinear PDE:

1

B

∂F

∂t
=

3

r4
− ε

∂

∂r
∇2

[
1

r

∂

∂r
(rF 2)

]

(3.11)

=
3

r4
− ε

(
∂4F 2

∂r4
+

2

r

∂3F 2

∂r3
− 3

r2

∂2F 2

∂r2
+

3

r3

∂F 2

∂r
− 3F 2

r4

)

(3.12)

6A step on the facet does not really ‘drop’: rather, its radius decreases until it annihilates, at
which point the height of the structure drops by an amount equal to the step height, a.
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The goal is to take advantage of the size of ε ≡ g3/g1 and apply ideas from boundary

layer theory to solve (3.11). Here, F ≡ −∂h

∂r
is the physical slope, r is the physical

radial distance from the axis of symmetry, t is time and B is a material parameter

defined as B =
csDsΩ

2g1

kBT
(see Appendix D for definitions of constants). In addition

to this PDE being nonlinear, another problem arises due to the fact that this PDE

is valid on the domain (w(t),∞) where w(t) is the (currently unknown) radius of the

facet (see Figure (3-1)).

Remark 3.3.2 (Step Density and Slope) The quantity F (r, t) = − ∂h
∂r

is the mag-

nitude of the physical slope, but it will also be referred to as the “Step Density”

(keeping with the terminology in [78]) frequently in this thesis. Strictly, this is not

quite correct because the slope is dimensionless, whereas the step density has units of

(length)−1. The two quantities are proportional to each other, and related through

a× (Step Density) = (Magnitude of Slope) = −∂h

∂r
(3.13)

where a is the height of a single step.

We now review the derivation of the similarity solution for the MAS PDE when ε� 1.

As a reminder, a particularly useful form of similarity solution is

F (r, t) = taf(η), (3.14)

where η =
r

tb
. (3.15)

Thus, F (r, t) at any time t can simply be obtained by stretching an original ‘template

function’ f(η) horizontally by a amount tb, and vertically by an amount ta. We will

use similarity solutions as a ‘probe’ into the MAS PDE, to test the two competing

conditions: continuity of chemical potential, and condition of step drop. As a note

for the remainder of this chapter, all of the plots for the continuum step density in

this chapter will be made using the similarity variable as the independent one.

In the MAS Analysis, the boundary conditions corresponding to an initial linear
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profile with unit slope (i.e. h(r, 0) = h0 − r for some constant h0) are:

Continuity of Slope F (w, t) = 0, (3.16)

Continuity of Height at r = w, (3.17)

Continuity of Adatom Current at r = w, (3.18)

Continuity of Chemical Potential at r = w, (3.19)

F (∞, t) = 1, (3.20)

and
∂F

∂r
(∞, t) = 0. (3.21)

An ‘outer’ solution to (3.12) is obtained by setting ε = 0 and integrating:

Fouter =
3Bt

r4
+ 1 (3.22)

=
3

x4
+ 1, (3.23)

where

x =
r

(Bt)1/4
(3.24)

is the similarity variable. To obtain the inner solution, for ε� 1, we balance the
∂F

∂t
term on the left in (3.12) with the highest derivative on the right because we expect

these two terms to be the dominant ones when ε becomes small:

1

B

∂F

∂t
∼ −ε

∂4F 2

∂r4
. (3.25)

Note that since r is bounded away from zero by w(t) 6= 0, the
3

r4
term in (3.12) will

not contribute to the balance. We now need to obtain a similarity variable, η, for the

inner solution. This variable must have a scaling with r and t similar to (3.24), but it

must also account for a boundary layer which travels along with the expanding facet

radius. The boundary layer width should scale as some power of ε. This motivates

the form

Finner = a0t
af0

(
A(r − w(t))

εm(Bt)1/4

)

, (3.26)
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for some constant a0 and some exponents a and m. The constant A has been intro-

duced so that later on we can choose its value to simplify algebra, and w(t) is the

unknown facet width. Equation (3.26) implies that the characteristic boundary layer

width = O(εm). Furthermore, we assume that w(t) takes the form

w(t) = w0t
c, (3.27)

for some exponent c that will be determined. Substituting (3.26) into (3.25) gives

(
ata−1

B

)

a0f0(η) +

(
Ata

B5/4εm

)(

−rt−5/4

4
− ẇt−1/4 +

w(t)t−5/4

4

)

a0f
′
0(η) =

− ε1−4m

(
A4

Bt

)

a2
0f

2
0
′′′′

(η).

(3.28)

For r ≈ w, this reduces to

(
ata−1

B

)

a0f0(η)−
(

Atacw0

B5/4εm

)

tc−5/4a0f
′
0(η) = −ε1−4m

(
A4

Bt

)

a2
0f

2
0
′′′′

(η). (3.29)

In order for the terms to balance for all time t, we need to take

a = 0, (3.30)

m = 1/3, (3.31)

c = 1/4. (3.32)

Hence the expansion of the facet radius satisfies

w(t) = w0t
1/4, (3.33)

as predicted by MAS, the boundary layer width = O(ε1/3), and the inner solution is

Finner = a0f0(η), (3.34)
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where

η =
A(x− x0)

ε1/3
, (3.35)

x0 =
w(t)

(Bt)1/4
=

w0

B1/4
. (3.36)

Equation (3.29) simplifies to

f ′
0 =

(
4A3a0B

1/4

w0

)

f 2
0
′′′′

, (3.37)

in which case we choose the constant A so that

(
4A3a0B

1/4

w0

)

= 1, (3.38)

⇒ A =

(
w0

4B1/4a0

)1/3

=

(
x0

4a0

)1/3

, (3.39)

in order to obtain the Universal ODE

d3f 2
0

dη3
= f0 − 1. (3.40)

Equation (3.40) is the result of integrating (3.37) and using f0 → 1 as η → ∞. We

will solve this equation numerically, later on. Now, we match the inner (3.34)and

outer (3.26) solutions in the ‘overlap’ region O(ε1/3)� r − w � 1:

a0 =
3

x4
0

+ 1, (3.41)

in which case, the full solution is given by Equation (91) in [78]:

F (r, t) ∼
[
3Bt

w4
+ 1

]

(f0(η)− 1) +
3Bt

r4
+ 1, (3.42)

or F (r, t) ∼
[

3

x4
0

+ 1

]

(f0(η)− 1) +
3

x4
+ 1. (3.43)
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Numerical Solution to the Universal ODE

Our solution is now complete, except for the numerical solution of (3.40). Let c1 and

c3 be coefficients introduced into the expansion of f0 as η → 0 [78]:

f0(η) ∼ c1η
1/2 + c3η

3/2 (3.44)

Each solution of (3.40) will be uniquely determined by a particular choice of (c1, c3).

The aim of the numerical method will be to solve (3.40) for a given value of c1, which

is incorporated into the boundary condition, and from this solution, obtain a value

for c3. This procedure gives a relation between c1 and c3. First, however, we rewrite

(3.44) as

f 2
0 (η) ∼ c2

1
︸︷︷︸

α

η + 2c1c3
︸ ︷︷ ︸

β/2

η2 + ... (3.45)

Solving for f 2
0 with the (α, β) parameterization leads to more robust numerical pro-

cedures than solving with (c1, c3), because f 2
0
′
, f 2

0
′′

and f 2
0
′′′

are finite at η = 0. The

boundary conditions used for f 2
0 are

f 2
0 (0) = 0, (3.46)

f 2
0
′
(0) = α, (3.47)

f 2
0 (∞) = 1. (3.48)

For a particular value of α, a pseudospectral Newton iteration is used to solve this

semi-infinite boundary value problem for f 2
0 , and then the second derivative at η = 0

is numerically evaluated to obtain β through

β =
d2f 2

0

dη2

∣
∣
∣
∣
η=0

. (3.49)
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This gives a relationship between α and β, and hence a relationship between c1 =
√

α

and c3 =
β

4
√

α
, which we shall call

c1 = S(c3). (3.50)

Appendix C contains more details on the pseudospectral method.

3.3.1 Summary of the MAS Analysis

The solution to (3.11) for ε� 1 is

F (x) ∼
[

3

x4
0

+ 1

]

︸ ︷︷ ︸

a0

(f0(η(x))− 1) +
3

x4
+ 1, (3.51)

valid on x0 < x < ∞ where f0 satisfies (3.40) and η =
A(x− x0)

ε1/3
, x =

r

(Bt)1/4
and

x0 =
w(t)

(Bt)1/4
=

w0

(Bt)1/4
. The function f0(η) is parameterized by a pair (c1, c3), so

the composite solution (3.51) contains 5 unknown constants, c1, c3, x0, A and a0. As

a note for future reference, in the original MAS analysis, their w̃ is related to our

constants through

w̃ =

(
x4

0

4a0

)1/3

= x0A. (3.52)

Equation (3.12) is to be solved using the 5 conditions [78]:

a2
0x0A(3ε2/3c2

1 + (x0A)2) = 3, (Height and Current) (3.53)

a2
0ε

1/3x0A(3ε1/3c2
1 − 4x0Ac1c3) = 3, (Chemical Potential) (3.54)

4a0A
3 = x0, (from 3.39) (3.55)

and a0 =
3

x4
0

+ 1, (‘overlap condition’), (3.56)

c1 = S(c3). (solution to (3.40)) (3.57)

In order to obtain the full solution, the constants x0, A, c1, c3 and a0 must be obtained

numerically by solving the five equations (3.53)-(3.57). Appendix C contains more
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details on this.

3.3.2 Conclusions of the MAS analysis, with Continuity of

Chemical Potential

If one solves the 5 equations (3.53)-(3.57) one obtains the following scalings numeri-

cally:

c1 = O(1) (3.58)

c3 = O(1) (3.59)

a0 = O(ε−1/2) (3.60)

w̃ = x0A = O(ε1/3) (3.61)

x0 = O(ε1/8) (3.62)

The analytical predictions made by MAS conflict with these scalings and are in fact,

the correct ones, agreeing with simulations from Israeli and Kandel [50].

The numerical scalings (3.58)–(3.61) predict that the magnitude of F is deter-

mined not by the inner solution f0(η), but by the size of a0 = O(ε−1/2). Figure B-33

a) shows that as a result of (c1, c3) not scaling with ε, the solutions to (3.40) do not

vary much as ε changes (see also Figure B-34 b)). The lower plot B-33 b) shows the

similarity solutions constructed using the composite formula (3.51). These curves are

constructed from f0(η), the inner solution, using the constants x0, A and a0. Apart

from generating solutions that are an order of magnitude too large compared to step

flow simulations (see Figure B-34 a)), the boundary condition also generates values

for a0 that force the step density to become negative for sufficiently small ε, which is

of course, unphysical.

Also, the width of the boundary layer, predicted as being

O

(
A

ε1/3

)

= O(ε−1/8) (3.63)
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is unphysical: as the strength of the step interactions decreases, one would expect the

steps to bunch together more tightly at the facet edge, leading to a decrease in the

width of the boundary layer. It should be stressed that all these unphysical results

were obtained by imposing continuity of chemical potential at the facet and taking

ε� 1.

3.3.3 The ‘Step-Drop’ Condition

In light of the huge discrepencies between the solutions generated by imposing con-

tinuity of chemical potential and the results from simulations, a natural next step

is to try to use alternative boundary conditions. The new condition that we will

implement was first suggested by Israeli and Kandel [50] and will be the focus of this

chapter from now on. We will discuss the nature of this condition and its implications

much more in Section 3.5 and in Chapter 4.

Recall from the simulation results of Chapter 2 that one of the main features of

surface relaxation is the collapse of the inner most step under the effect of line tension.

In its simplest form, the step drop condition states that between two consecutive

collapse times the height of the structure must drop by an amount equal to the

height of a single step:

h(w+, tn+1)− h(w+, tn) = −a. (3.64)

Here, a is the height of a single step, h(r, t) is the height of the structure, r = w+ is

the limiting value for the facet width taken from r > w, and tn are the collapse times

of the inner-most step.

Although Israeli and Kandel first suggested the step drop condition, it appears

that they never directly implemented it. Instead, by rewriting (3.64), they related

the scaled facet width, x∗
0, to a parameter involving the discrete collapse of steps,

which they called θ0. Since (3.64) was never implemented, they had one too few

boundary conditions, and as a result, x0 was left as a free parameter. They did,

however, ‘use’ the step drop condition in the following sense: they tuned x∗
0 to make

their solutions match as closely as possible the data generated by their step flow
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simulations, and then from this value of x∗
0, found the corresponding θ0. Without

resorting to results from their step flow simulations, they were left with a family of

step density functions, parameterized by x∗
0 or θ0. This ‘uniqueness problem’ was left

unresolved in their paper [50].

The step flow TDL results presented in Chapter 2 for g � 1 show the develop-

ment of a macroscopically flat facet at the top of the crystal. The width between a

collapsing top step and its neighbor can therefore also become macroscopically large.

The motion of single steps on top of the facet greatly influences those steps which

are immediately below it, and the microscale motion at/on the facet needs to be cap-

tured accurately in order to predict the morphology away from the facet. However,

the MAS PDE is a coarse grained formulation of surface evolution and the step, as

a discrete entity cannot, therefore, be represented within this framework. Hence, we

expect that obtaining Israeli and Kandel’s unknown constant will probably not be

possible within the PDE theory: one must treat the motion of discrete steps 7 in order

to obtain its value. In this chapter, we will compute this constant using discrete step

simulations, and see if implementation of the boundary condition (3.64) can lead to

an improvement over the poor results seen in the last section.

Derivation of Step Drop Condition

The step drop condition in its present form involves the height profile, h. It turns out

that it is possible to write the step drop condition in many different ways. Equation

(3.64) is probably the most intuitive. However, to use it in the MAS PDE, we need

to convert it into a condition involving F (and when implementing it as a condition

for the inner solution in (3.51), we need to rewrite it in terms of c1 and c3).

Equation (3.64) is equivalent to

∫ tn+1

tn

dhf

dt
dt = −a. (3.65)

7One method to make progress may be to analyze a small subset of the step flow equations
(2.39)-(2.43)
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The height of the structure at the facet, hf(t) obeys

hf(t) = h(r, t) +

∫ r

w(t)

F (r′, t)dr′ (3.66)

⇒ ḣf =
∂h

∂t
(r, t) +

d

dt

∫ r

w(t)

F (r′, t)dr′ (3.67)

=
∂h

∂t
(r, t) +

∫ r

w(t)

Ftdr′ − F (w, t)
︸ ︷︷ ︸

=0: see (3.16)

ẇ (3.68)

⇒ ḣf =

∫ ∞

w(t)

Ftdr′, (3.69)

taking r →∞ and using the fact that h(r, t) does not change in time in the far field.

Therefore,
∫ tn+1

tn

∫ ∞

w(t)

∂F

∂t
(r, t)drdt = −a. (3.70)

This is a very useful form of the step drop condition, written in terms of F . Notice

that currently, (3.70) is a condition that is non-local in both time and space8! It

involves integrating through the whole step density profile, from the facet edge to

r =∞ and a time integration from collapse time tn to tn+1. It is fortunate, therefore,

that this condition can be hugely simplified if F , the step density, has some special

properties. The two key properties that transform (3.70) into local conditions in time

and space are:

1. If the PDE for F (r, t) is a conservation law of the form
∂F

∂t
+

∂Q

∂r
= 0 for some

flux Q, then the Step Drop Condition becomes local in space.

2. If F is self-similar, then the Step Drop Condition becomes local in time.

Both of these points will be discussed further in Section 3.5. The main purpose of

the next few sections is to derive a usable form of the step drop condition, implement

it, and show that it gives results which agree with simulation data.

8and hence is not a ‘boundary’ condition.
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Step Drop Condition for MAS Boundary Layer Solution

Here, we convert (3.64) into a condition which will replace equation (3.54).

⇒ hf (tn)− hf(tn+1) =

∫ r

wn

dr′F (r′, tn) −
∫ r

wn+1

dr′F (r′, tn+1)

+ h(r, tn)− h(r, tn+1) (3.71)

where wn ≡ w(tn). Now, we proceed to calculate

∫ r

w

dr′F (r′, t) using the composite

solution (3.51) and the Universal ODE (3.40):

∫ r

w

dr′F (r′, t) =

(
a0ε

1/3

A

)∫ η

0

dη′(f0(η
′)− 1

︸ ︷︷ ︸

f2
0

′′′

)[(Bt)1/4]

+

[
1

x′3
+ x′

]∣
∣
∣
∣

x

x0

[(Bt)1/4],

(3.72)

where

η =
A

ε1/3

(r − w)

(Bt)1/4
, (3.73)

x =
r

(Bt)1/4
. (3.74)

Taking r →∞ in (3.71) gives

hf (tn)− hf(tn+1) =

∫ ∞

wn

dr′F (r′, tn)−
∫ ∞

wn+1

dr′F (r′, tn+1) (3.75)

where we have used the fact that h(r, t) does not change in time, as r → ∞. This

implies that

hf(tn)− hf (tn+1) = −
(

4c1c3a0ε
1/3

A

)

[(Btn)1/4 − (Btn+1)
1/4]

+

[
1

x3
0

− x0

]

[(Btn)1/4 − (Btn+1)
1/4]

(3.76)
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where we have used (3.72) and f 2
0
′′
(0) = 4c1c3 from (3.45). Now, it is observed from

step flow simulations that after a large 9 number of steps have collapsed, the collapse

times obey a relation of the form

τn ∼ τ ∗n4 (3.77)

as n→∞, where n is the collapse number, and τ ∗ is a constant, and τ ∗, τn are related

to t∗, tn through some multiplicative factors (details in Appendix D). Therefore, we

have

(Btn)1/4 − (Btn+1)
1/4 = −(Bt∗)1/4 (3.78)

and so with the step drop condition (3.64),

(
4a0c1c3ε

1/3

A

)

− 1

x3
0

+ x0 =
a

(Bt∗)1/4
(3.79)

⇒
( x0

A4

)

c1c3ε
1/3 − 1

x3
0

+ x0 =
a

(Bt∗)1/4
(using (3.39)) (3.80)

=
1

τ ∗1/4
. (3.81)

Discrete step simulations typically yield a value of τ ∗ ∼ 0.22 = O(1), for ε � 1 (see

Appendix C for some tabulated values of τ ∗).

Hence, as Israeli and Kandel [50] discovered, implementation of the step drop

condition requires knowledge of an external parameter intrinsic to the step motion

near the facet. We call this parameter τ ∗. Rather than try to derive its value within

a continuum framework, we will simply obtain its value from step flow simulations.

Remark 3.3.3 (Scaling of c1 and c3) An important corollory of (3.81) is that pro-

viding x0 and A are O(1) when ε � 1, then we have c1c3ε
1/3 = O(1). The curve

c1 = S(c3) from (3.50) is unchanged, which implies that c1 = O(c3). Hence, c1, c3 =

O(ε−1/6), which verifies the data for the maximum value of F provided by Israeli and

Kandel [50] in [78] providing a0 = O(1).

9Typically 30 or more steps for ε ≈ 10−2 and unit step spacing.
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Comparison of results

We now implement the Step Drop boundary condition to find similarity solutions to

(3.11) when ε � 1. Figures B-35 and B-36 show the result of using the composite

formula (3.51) together with the Step-Drop condition, superimposed on results gen-

erated from numerical simulations. The agreement with data from the fully discrete

simulations is now much better than when continuity of chemical potential was en-

forced. Four different values of ε are used, and the agreement is better for smaller

values of ε, which is to be expected because the boundary layer theory in MAS be-

comes exact in the limit as ε → 0. Numerical Step Densities were obtained using

the Profile Sampling Algorithm in Chapter 4, and for M inner most step collapses,

sampling was started halfway between τM−6 and τM−5. The choice to consider only

the last 6 collapses is an arbitrary one. Typical values of M which were used ranged

from 25-35, with the only requirement on M being that enough collapses should occur

(and so integration is carried out long enough) so that the step profile density takes

on a similarity form: see Chapter 4 for more details on all aspects of obtaining the

similarity solution numerically.

The parameter τ ∗ in equation (3.81) involves the motion of individual steps. In-

stead of trying to derive its value, we used the value of τ ∗ predicted by the step flow

simulations to implement the boundary condition (3.64) and obtained significantly

better agreement with simulation data, compared to results obtained from using con-

tinuity of chemical potential at the facet. One could also imagine obtaining τ ∗ from

an asymptotic analysis of the discrete step flow equations of motion (this would be

quite a formidable task). In either case, because τ ∗ is a parameter which comes from

the micro-scale step dynamics at the facet, it is unlikely that its value can be derived

within the context of the PDE framework. However, because of the weak dependence

of τ ∗ on ε, one can imagine doing just one step flow simulation for a particular value

of ε� 1, obtaining τ ∗, and then using this value as input for the Step Drop condition

in the MAS Model for other (small) values of ε.

Figure B-37 shows the numerical values of c1, c3 and Fpeak and how they depend on
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ε. There is good agreement with the theoretical c1, c3 = O(ε−1/6), scaling predicted

in [78] provided ε is sufficiently small, and since Fpeak = O(ε−1/6), we have a0 = O(1),

independent of ε. It then follows that x0 = O(1) from (3.56) and A = O(1) from

(3.55). It should be noted that in generating these data points, a fixed value of

τ ∗ = 0.22 was always used and was not computed from step flow simulation data.

This simplification is enabled by the weak dependence of τ ∗ on the step interaction

parameter ε.

The MAS theory together with the Step-Drop condition (3.64) contains a constant,

a which is a finite atomic length scale in the problem. This condition is unusual be-

cause it introduces an element of ‘discreteness’ into the PDE. In fact, attempting to

improve a continuum model by taking into account finite, atomic-size effects is not

new. In simulations of thin-film sputtering, O’Sullivan and co-workers [88] incorpo-

rated a finite, atomic length scale into their level set codes to enhance ‘breadloafing’

effects at convex corners, and obtained better qualitative agreement with results from

experiments and Monte Carlo Simulations.

The current results and method of solution are, however, still rather unsatisfac-

tory for two main reasons. First, the method of finding the constants associated

with the composite formula (3.51) is unnecessarily complicated. The details have

not been stated here for sake of clarity, but have been documented in Appendix C.

Second, there is still some discrepancy between the simulation data and the solution

of the PDE even when the step drop condition is imposed. Whether this is due to the

boundary condition being only approximately correct, or the nature of the asymptotic

solution, which is exact only in the limit ε→ 0, is not clear. This latter consideration

motivates us to relax the condition that ε � 1, to test more rigorously the validity

of the step drop boundary condition, and furthermore to numerically compute the

continuum solutions in such a way that evaluation of all associated unknown con-

stants (such as a0 etc.) is done simultaneously. The pseudospectral method used to

compute the inner solution in (3.51) is basically a Newton iteration for f0. The solu-

tion is discretized as a vector, f say, and the Universal ODE (3.40) implies that the

components of f satisfy a system of algebraic equations: the more finely discretized
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f is, the larger the system of equations. It would not require much more computa-

tional effort to incorporate the unknown constants (c1, c3, x0, A, a0) into the Newton

iteration, because we would only be increasing the number of unknown variables by

five. We would also supplement the algebraic system for f by equations (3.53), (3.55),

(3.56), (3.57) and the step drop condition (3.81). This is in contrast to the current

method where we first compute the inner solution f0, and then afterwards, calculate

all the unknown stretch and shift factors a0, x0 etc. in order to construct the full F

in (3.51).

3.4 Extension to Arbitrary ε

In this section, we set up and solve numerically the MAS PDE for arbitrary values

of ε. The motivation for doing this is to test the ‘competing’ boundary conditions at

the facet: i) Continuity of Chemical Potential, and ii) The Step Drop condition. As

before, the performance of each boundary condition is evaluated by comparing with

simulation data from the step flow model.

Focusing again on the case of initial conical profiles, a self-similar solution to (3.11)

is sought. Since the PDE is invariant under the stretching transformations

r → λr′, (3.82)

F → λ−1F ′, (3.83)

ε → λ2ε′, (3.84)

t → λ3t′, (3.85)

a similarity solution is

F (r, t) = ε−1/2f(ξ) where ξ =
r

ε1/8B1/4t1/4
. (3.86)

As before, we set x ≡ r

(Bt)1/4
, and x0 ≡

w(t)

(Bt)1/4
where w(t) is the facet radius. When

comparing with simulation data, F will be plotted against x = ε1/8ξ, with the scaled
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facet widths related through

x0 = ε1/8ξ0. (3.87)

Substitution of this form into the PDE (3.11) results in the following fourth order,

nonlinear ODE for f(ξ):

d4f 2

dξ4
+

2

ξ

d3f 2

dξ3
− 3

ξ2

d2f 2

dξ2
+

3

ξ3

df 2

dξ
− α0

4
ξ
df

dξ
− 3

ξ4
f 2 =

3

ξ4
, (3.88)

where α0 has been artificially introduced for convenience. This constant takes the

value 1 in all physically relevant cases, but when α0 = 0 the ODE is linear in f 2,

and can solved exactly. Exact solutions for this latter case are presented in Appendix

C and can be used as a check on the numerical solution. Appendix C also contains

details on the numerical solution to (3.88). We aim to solve (3.88) in terms of f 2(ξ),

so the boundary conditions must also be formulated in terms of f 2. Furthermore, in

the numerical method, we take the domain of solution to be [ξ0, E] where E � 1,

and then make sure that the solution is insensitive to changes in E.

3.4.1 Boundary Conditions at the Facet

The fourth order Equation (3.11) is to be supplemented with 6 boundary conditions

because there are two unknown functions of time. The height of the structure at the

facet hf(t) and the facet radius w(t) are both unknown a priori.

The 6 boundary conditions are, as before:

1. Continuity of slope at the facet:

F (w+, t) = 0. (3.89)

2. Continuity of height:

1 + ε

[

−r
∂F 2

∂r
+ 2r2∂2F 2

∂r2
+ r3∂3F 2

∂r3

]∣
∣
∣
∣
r=w+

=
ḣfw

3

B
. (3.90)

Here, dot denotes differentiation with respect to time, and hf (t) ≡ h(w+, t).
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3. Continuity of surface current at the facet:

1− ε

[

r
∂F 2

∂r
+ r2∂2F 2

∂r2

]∣
∣
∣
∣
r=w+

= − ḣfw
3

2B
. (3.91)

4. Constant slope, independent of ε, at infinity (1):

F (r, t)→ k, as r →∞. (3.92)

5. Constant slope at infinity (2):

∂F

∂r
→ 0, as r →∞. (3.93)

6. EITHER Continuity of chemical potential:

−1 + ε w
∂F 2

∂r

∣
∣
∣
∣
r=w

=
ḣfw

3

8B
, (3.94)

OR Step Drop Condition:

hf(tn)− hf (tn+1) = a. (3.95)

Step Drop Condition for full MAS PDE, with arbitrary ε

Here, we aim to turn (3.95) into a form which involves f so we can use it in (3.88).

To do this, we take equation (3.70) and use the PDE to replace the integrand:

B

∫ tn+1

tn

∫ ∞

w(t)

{
3

r4
− ε

[
∂4F 2

∂r4
+

2

r

∂3F 2

∂r3
− 3

r2

∂2F 2

∂r2
+

3

r4

∂F 2

∂r
− 3F 2

r4

]}

drdt = −a.

(3.96)

The inner integration can be carried explicitly, using repeated integration by parts

to leave only boundary terms. Actually, the MAS PDE (3.12) stems more fundamen-

tally from a relation like (3.8), so it is not surprising that this integration can be done
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without leaving any terms like

∫
F 2

r4
dr. Upon performing this integration, we have

⇒ B

∫ tn+1

tn

dt′
{

1

r3
+ ε

[
∂3F 2

∂r3
+

2

r

∂2F 2

∂r2
− 1

r2

∂F 2

∂r
+

F 2

r3

]∣
∣
∣
∣

∞

r=w

}

= −a. (3.97)

The value of the integrand in (3.97) goes to zero as r →∞ and the upper limit does

not contribute to the integral’s value. Upon substitution of the similarity form (3.86)

for F (r, t), and using

w(t) = ε1/8ξ0(Bt)1/4, (3.98)

we have [79]

4[(Btn+1)
1/4 − (Btn)1/4]

[
1

ξ3
+

d3f 2

dξ3
+

2

ξ

d2f 2

dξ2
− 1

ξ2

df 2

dξ

]

ξ=ξ0

= −aε3/8 (3.99)

⇒
[

1

ξ3
+

d3f 2

dξ3
+

2

ξ

d2f 2

dξ2
− 1

ξ2

df 2

dξ

]

ξ=ξ0

= − aε3/8

4(Bt∗)1/4
, (3.100)

using tn ∼ t∗n4, the asymptotic relation for collapse times.

Summary of Boundary Conditions

The boundary conditions for (3.88) must come from the PDE conditions. The scaled

facet width is now independent of time so ξ0 =
w(t)

ε1/8B1/4t1/4
is a constant:

f 2(ξ+
0 ) = 0 (3.101)

[

3ξ
df 2

dξ
− ξ3d3f 2

dξ3

]∣
∣
∣
∣
ξ=ξ+

0

= 3 (3.102)

f 2(E) = k2ε (3.103)

df 2

dξ

∣
∣
∣
∣
ξ=E

= 0 (3.104)

EITHER:

[

3ξ
df 2

dξ
− ξ2d2f 2

dξ2

]∣
∣
∣
∣
ξ=ξ+

0

= 3 (cont. chem. pot.) (3.105)

OR:

[
1

ξ3
+

d3f 2

dξ3
+

2

ξ

d2f 2

dξ2
− 1

ξ2

df 2

dξ

]∣
∣
∣
∣
ξ=ξ+

0

= − ε3/8a

4(Bt∗)1/4
(step drop)(3.106)

= − ε3/8

4τ ∗1/4
= O(ε3/8). (3.107)
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The parameter τ ∗ seems to be only weakly dependent on ε in the ε � 1 limit and

= O(1) as ε → 0. Note that (3.102) is obtained from (3.90) and (3.91), and (3.105)

is obtained from (3.91) and (3.94). For details on how to obtain (3.107) from (3.106),

see Appendix D, Section D.4.5.

3.4.2 Comparison of Boundary Conditions

In Figures B-38 and B-39, similarity solutions for the PDE (3.11) are shown corre-

sponding to the step drop boundary condition (dashed) and the boundary condition

corresponding to continuity of chemical potential (solid). The circles represent data

from step-flow simulations.

Unlike the plots in Figure B-35 and B-36 where the curves disagree slightly with

the simulation data, solving the full ODE (3.88) with the step drop condition pro-

duces results where the agreement is excellent for values of ε spanning four orders of

magnitude. However, rather unexpectedly, the agreement with the solid curve and

the simulation data also becomes better as ε becomes larger. As a reminder, in order

to implement the step drop boundary condition, the constant τ ∗ in (3.107) needs

to be known a priori. Its numerical value is obtained through a discrete step flow

simulation of a large10 number of steps by finding the best-fit straight line through

log τn = log τ ∗ + γ log n for each n (3.108)

via least squares optimization, and obtaining τ ∗ and γ ≈ 4 for a cone. Hence,

although agreement between the dashed curves and the simulation data is always

good, implementing the step drop boundary condition in each case required a separate

step flow run to be done beforehand. The continuity of chemical potential boundary

condition does not require this extra input, but can only give agreement for large

values of ε. As ε becomes smaller, the disagreement becomes greater, confirming the

scalings (3.58), (3.59) and (3.60) for the magnitude of F = O(a0c1) + O(a0c3) in the

10The number of steps must be sufficiently large so that finite-height effects are negligible through-
out the simulation.
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ε� 1 limit.

Physical Interpretation

When ε � 1, results from the TDL step flow simulations (see Figures B-1 and B-2

for example), show the development of a macroscopic facet on the top of the crystal.

When the top step collapses, the distance between this step and the step below it

can therefore become also macroscopically large, and (3.9) is not well approximated

by (3.10) on the facet. This discrepancy is probably the main reason why enforcing

continuity of chemical potential at the facet edge yields such poor agreement with

the simulation data.

On the other hand, when ε � 1, Figures B-3 and B-4 show that the facet width

becomes rather small and the step density changes slowly as one approaches the facet

edge. In the limit of ε → ∞, the width of the facet shrinks to zero. When this

happens, the radial separation of the top two steps has to stay microscopically small

(i.e. of the order of the terrace width in the bulk), and the approximation for the

current in terms of
∂µ

∂r
is valid almost everywhere. Therefore, applying continuity of

chemical potential in this case produces results that agree very well with the data.

Since both the step drop and chemical potential boundary conditions give good

agreement in the case where ε� 1, it is probably possible to show that (3.105) and

(3.106) are equivalent, in some sense, in the ε→∞ limit. This task is left for future

work.

3.4.3 Applications to Two-scale Modeling

The results in presented in the last two chapters provide the tools for what is a

potentially powerful way of solving problems in surface evolution over several length

scales.

Recall that in order to correctly implement the step drop boundary condition, the

numerical value of τ ∗ had to be evaluated using the discrete step flow equations. In

addition, because the PDE (3.88) describes the relaxation of infinite structures, the
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computed value of τ ∗ must come from a simulation initialized with a sufficiently large

number of steps (typically hundreds) so that finite-height effects are avoided. This

simulation, which has to be done before solving the PDE, can be computationally

expensive if there are a large number of steps involved.

We have, however, quantified finite-height effects in Chapter 2. The form of the

En can probably be generalized to include the effects of step-step interactions, though

the details of this inclusion are left for future work. In particular, let us assume that

En(g, N) = N4G̃

(
H(g)n

N

)

(3.109)

is known from the very outset, for some function H(g). The form of G̃ could be

obtained by running some discrete step simulations for various structure sizes and

step interaction strengths, finding scalings for the minima, and collapsing the data as

we did in Section 2.3.1. What is important is that the function G̃ is known, and is

saved for reference. Then, since

En(g, N)
︸ ︷︷ ︸

known

= τn(g,∞)− τn(g, N), (3.110)

one only needs to compute the collapse times for τn(g, N) in order to evaluate τn(g,∞)

– this is the quantity which is expensive to compute because a large number of steps

needs to be simulated. Hence, if one wanted to solve the PDE (3.88) for some g,

one could imagine first doing a quick simulation, using only N = 30 steps (say) for

that particular value of g, and use (3.110) to obtain τn(g,∞) immediately. From

τn(g,∞) ∼ τ ∗(g)n4, τ ∗(g) is then evaluated through least squares, and the step drop

boundary condition can be implemented much more cheaply.
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3.5 More on the Step Drop Condition

3.5.1 Step Density as a Conserved Quantity

In this section, we discuss further the step drop condition, paying particular attention

its physical interpretation. Although there will be no new results in this section, it

is quite interesting to regard the MAS PDE as a conservation law for steps and to

think about the step drop condition in this new context. Although the MAS PDE

concerns itself with step densities as opposed to discrete steps, the step drop condition

effectively amounts to specifying that the number of steps in structure should reduce

by integer amounts between collapses.

We already mentioned in Section 3.3.3 that there are a few different ways of writing

the step drop condition. We will derive two different forms in this last section, and

use them to interpret the step drop condition within the framework of a Conservation

Law.

Note that the MAS PDE (3.12) can be re-written as

∂F

∂t
+

∂Q

∂r
= 0 (3.111)

where

Q =
1

r3
+ ε

[
∂3F 2

∂r3
+

2

r

∂2F 2

∂r2
− 1

r2

∂F 2

∂r
+

F 2

r3

]

(3.112)

so that F , the slope (which is proportional to the step density) can be interpreted as

a conserved quantity, with flux Q.

Alternative Step Drop Condition (1)

From

hf(tn+1)− hf (tn) = −a, (3.113)

we write

hf(r, t) = h(r, t) +

∫ r

w

F (r′, t)dr′, (3.114)
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and therefore

hf(r, tn+1)− hf (tn) = h(r, tn+1)− h(r, tn) +

∫ r

wn+1

F (r′, tn+1)dr′ −
∫ r

wn

F (r′, tn)dr′.

(3.115)

Taking r →∞, and noting that h(r, t) does not change with time in the far field, we

obtain
∫ ∞

wn+1

F (r′, tn+1)dr′ −
∫ ∞

wn

F (r′, tn)dr′ = −a (3.116)

The quantity
∫∞

w
F (r, t)dr is the total integrated slope, which of course, is just the

total height of the nanostructure. The total height in our problem is infinite, because

F → 1 as r →∞. From Remark 3.3.2, an alternative interpretation of (3.116) is that

between two consecutive collapse times, the total number of steps in the nanostructure

reduces by 1.

Alternative Step Drop Condition (2)

From equation (3.70),
∫ tn+1

tn

∫ ∞

w

Ftdrdt, (3.117)

we use the fact that F obeys (3.111) and re-write this as

∫ tn+1

tn

−Q
∣
∣
∣

∞

r=w
dt = −a. (3.118)

If we assume that Q→∞ as r →∞, then we have

∫ tn+1

tn

Q
∣
∣
∣
r=w(t)

dt = −a. (3.119)

This equation simply means that the time integrated out-flux of slope, between two

collapses, at the facet, is equal to a. Equivalently, the out-flux of step density be-

tween two collapse times, at the facet, is equal to 1 (see Remark 3.3.2). Also, one

could imagine writing down other conservative PDEs to describe the evolution of step

density: perhaps these PDEs could incorporate other physical effects such as electro-

migration, or model the interaction potential between steps in a different way. For
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these cases, (3.119) could still be used, but of course, with a different form for Q.

Condition (3.116) implies that there is a net loss in the total number of steps

between two collapse times. In addition, if the step density is conserved away from

the facet, then condition (3.119) specifies that the loss must occur at the facet, if

there is no out-flux at the base of the structure. These conditions do not say that

the loss in step density is continuous in time, however: only that the loss between

two consecutive collapse times is equal to 1. Note that when applying the Step Drop

boundary condition to the similarity solution in (3.106), the flux is normalized by a

factor proportional to t∗1/4. Although the flux is not continuous in time, by imposing

similarity, we have effectively ‘smeared’ the flux over a period of time equal to the

difference in collapse times, i.e. replaced a on the right hand side of (3.119) with its

time average. Much more will be said about this in Chapter 4.

Hence, when the step density obeys a conservation law like (3.111), the step flow

condition describes how quickly step density must leave the nanostructure at the facet

edge in order for the resulting continuum solution to agree with kinetic simulations.

We can now understand why the global constraint (3.117) reduces to a local condition

when the step density is conserved. When we implemented continuity of chemical

potential at the facet, we found solutions whose maxima were far too large. One

intuitive explanation for this is that the continuity of chemical potential condition

(see (3.94)) results in an out-flux of step density that is too small: there are only

first derivatives in (3.94) whereas (3.97) has third derivatives. When ε� 1, a rapidly

varying boundary layer forms near the facet, making F 2
r � F 2

rrr. Hence there is

a ‘pile up’ of step density near the facet, resulting in the over-sized peaks in Figure

B-38 when ε� 1.

3.5.2 Step Drop and Similarity

In this final section, we will show that the step drop condition,

∫ tn+1

tn

∫ ∞

w

Ftdrdt = −a (3.120)
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which is a condition non-local-in-time, reduces to conventional local-in-time condition

if F is assumed to be self-similar and if the collapse times obey tn ∼ t∗n4. Further-

more, with these assumptions, (3.120) corresponds to a smooth downward translation

of the facet as the nanostructure relaxes.

The Step Drop Condition (3.120) stated in this form is not a boundary condition,

but really an integral constraint in time. Trying to implement the step drop condition

in this form would require knowing F at future times in order to evolve the current

F (r, t): it seems that one needs to know the future to change the present. However,

when we impose similarity, this condition does indeed becomes local-in-time. Intu-

itively, this makes sense because future versions of F (r, t) will simply be stretches of

the current F , and so “predicting the future” in this case is made a lot easier! Imagine

that the solution at F (r, tn) is known and condition (3.120) had to be implemented.

How do we obtain the value of tn+1? This must come from the simulations: the

similarity solution needs a bit of help in determining ‘where’ tn+1 is relative to tn in

order to satisfy (3.120). This is done in the form of extra input, through t∗. More

will be said about the step drop condition in the context of similarity in Chapter 4.

We will now show that (3.120) becomes local in time when we assume similarity

for F (r, t). We will restrict ourselves to conical profiles with slope k. Let F (r, t) =

f(x) where x = r(Bt)−1/4. We have included the material paramater B here to be

consistent with the notation used in MAS. Then, (3.120) implies that

∫ tn+1

tn

∫ ∞

w

(F − k)tdrdt = −a (3.121)

⇒
∫ tn+1

tn

d

dt

{∫ ∞

w

(F − k)dr − kw

}

dt = −a (3.122)

⇒
∫ tn+1

tn

{H ′(t)− kw′(t)} dt = −a (3.123)

where

H(t) ≡
∫ ∞

w(t)

(F (r, t)− k)dr. (3.124)

The quantity H(t) is the total deviation of the step density from the the initial
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condition. Now, we use F (r, t) = f(x) so that

H(t) = (Bt)1/4

∫ ∞

x0

(f(η)− k)dx (3.125)

= K(Bt)1/4. (3.126)

Here, we assumed that the facet radius evolves according to

w(t) = x0(Bt)1/4 (3.127)

consistent with (3.24), where x0 is a constant. We now substitute (3.126) and (3.127)

into (3.123) to obtain

(K − kx0)[(Btn+1)
1/4 − (Btn)1/4] = −a, (3.128)

and with tn ∼ t∗n4,

H(t) =

(

kx0 −
a

(Bt∗)1/4

)

(Bt)1/4 (3.129)

The point of this calculation is to show that H(t) is, in principle, a known function of

time, providing t∗ is available through step flow simulations. In this case, (3.129) is

a local-in-time, evolution equation for H(t). The equation imposes a global (spatial)

constraint on the integrated step density deviation at a particular instance in time.

Hence, we have shown that (3.120) reduces to being local in time when similarity for

F (r, t) is assumed, along with certain assumptions on the facet evolution, w(t).

As a simple corollary, using (3.123) and (3.65), we have

dhf

dt
= H ′(t)− kw′(t) (3.130)

⇒ hf (t) = h0 − a

(
t

t∗

)1/4

(3.131)

for some constant h0. Hence, the height of the structure at the facet r = w translates

downward smoothly, according to (3.131), with a velocity proportional to t∗−1/4.

This result is a little counter-intuitive because although the step drop condition in
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the form (3.64) involves discrete drops in hf , we have replaced this very sudden,

impulsive motion of hf with a smooth vertical translation. This apparent paradox

will be resolved in Chapter 4.
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Chapter 4

Similarity of Algebraic Profiles

under TDL Kinetics

4.1 Chapter Overview

The focus of this chapter is on the evolution of non-conical initial profiles so that the

initial shape of the crystal structure can have a non zero curvature with respect to the

radial coordinate. For these algebraic profiles, we show analytically and empirically

through simulations that there exist approximate similarity solutions to the PDE

studied in Chapter 3.

4.2 Algebraic Profiles and Similarity

Looking for similarity solutions, or starting with some kind of similarity scaling ansatz,

is a very common strategy used by researchers who want to apply continuum models

like PDEs to problems in surface evolution, e.g. see [84], [49], [78], [50]. These

treatments tend to be confined to cases where either evaporation-condensation or

surface diffusion is the main mode of mass transport.

In the previous chapter, similarity solutions for a fourth-order PDE were presented

under the assumption of TDL kinetics, which describe the relaxation of an infinite

cone below the roughening temperature. These similarity solutions were compared
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with data from step flow simulations. However, most of the data presented so far from

step flow simulations has been in the form of solutions to the ODE system (2.39)-

(2.43). A natural question to ask now is how one can interpret plots like Figures B-1,

B-2, B-3 and B-4 in the context of similarity, i.e. how to map a plot like B-2 onto

the top set of data points in Figures B-38 (both of these data sets use g = 0.01).

A conical profile consisting of an infinite number of steps, is the simplest case of

an axisymmetric nanostructure: this kind of profile was the focus of study in Chap-

ters 3 and 4. However, this geometry is very special, and not very relevant to actual

physical situations. Keeping within the framework of axisymmetry, the two obvious

generalizations to the infinite cone are to account for finite height effects (Section

2.3.1) and to consider shapes with non-zero curvature, which is done in this chapter.

In Section 2.2, we discussed some situations where making the axisymmetry assump-

tion was justified. However, in many experiments with axisymmetric crystallites, the

initial step spacing is not constant1. For example, the lead crystallites in [116] and

[29] seem to be convex and sinusoidal corrugations imposed on a high symmetry plane

[114] have non-zero curvature almost everywhere.

In this chapter, we also resolve some conflicts between the similarity solutions

used in Chapter 3 and the simulation data. We have been quite cavalier in using

similarity solutions so far, without really questioning their validity. Consider one of

the TDL simulation results from Chapter 2, say Figure B-2. Let us sample the step

density at time t = t0, say. Now let t increase continuously. How does the step density

change with t? Can future step density profiles always be obtained by stretches of

the original data set sampled at t0? The TDL step flow results from Chapter 2 seem

to exhibit a kind of periodic structure imposed by the collapse of the inner most step,

and the step density at the facet appears to get smaller in between collapse times and

larger at the times of collapse. A self-similar solution which is valid continuously in

time should account for these oscillations in the step density. However, the similarity

solutions proposed so far do not show this feature. In the final part of this chapter,

we will discuss the solution of the MAS PDE [78] in light of these oscillations. The

1The Silicon mounds in [47] do appear to be linear, but are not axisymmetric.
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step drop condition, again, is the key to understanding these ‘similarity solutions’.

Hence, the four main points of this chapter are to:

1. Give details on how to look for ‘similarity’ in the numerical data; show that

the data from the conical profiles exhibit a strong similarity structure; obtain

numerical similarity functions for the step density from plots of ρi(t).

2. Show that step flow numerical data for algebraic profiles also exhibit strong

similarity structure, and use the MAS PDE (3.11) to make quantitative scaling

predictions on the form of this similarity.

3. Use items 1. and 2. above to make quantitative predictions on collapse times

for the inner most step.

4. Explain similarity in the context of step flow simulations in light of the discrep-

ancies between step flow data and the similarity solutions predicted in Chapter

3.

4.3 Numerical Step Density Functions

4.3.1 Initializing Algebraic Profiles in the Step Flow Model

Chapters 2 and 3 focused on the evolution of profiles that were initially linear in

n, i.e. ρn ∝ n. In this chapter, however, we will study more general profiles of the

form ρ(n) ∝ n1+s where |s| < 0.3: these are profiles which are convex/concave for s

negative/positive. The restriction on s is mainly due to two reasons. First, when the

initial shape is highly convex, steps become very close together as ρn becomes large,

making the integration of the step flow equations (2.39)-(2.43) extremely computa-

tionally expensive (see Chapter 6 for an explanation of this). Second, there exists

a critical (negative) value of s, scrit such that for s < scrit, there are only a finite

number of collapses, no matter how long the simulation is run for. As we will see

in this chapter, determining the similarity solutions numerically relies crucially on

the collapse times obeying an algebraic law of the form (2.55). There is no reason,
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in principle, to disregard highly concave profiles, but the behavior for s large and

positive is not expected to be qualitatively different to the positive, small s case.

Eulerian and Lagrangian Coordinates

In this chapter, step flow simulations based on (2.39)-(2.43) are started using the

modified initial condition

ρn = n1+s (4.1)

where s is specified by the user and controls the convexity/concavity of the initial

profile. We will refer to s, from now on, as the “shape parameter”. The integer n

labels each step, from the inner most (n = 1) to the outer most (n = ∞). However,

n also acts like a vertical coordinate, with increasing n corresponding to positions

further down the axis of symmetry in the nanostructure. If the integer assumption

for n is relaxed, ρ(n) = n1+s can be regarded as a continuum description of the profile,

for variables n and ρ(n). Then, the step density F is obtained by differentiation and

reciprocation:

F =
1

ρ′(n)
(4.2)

FL(n) =
1

(1 + s)ns
(4.3)

Equation (4.3) is a Lagrangian description of the profile because it describes the

step density as a function of the step number, n. In Fluid Mechanics, a Lagrangian

description of the field variables amounts to knowing how these quantities change

as one moves with the fluid. Similarly, in our step model, FL(n) is a Lagrangian

description of the step density because it tells us how the density changes as one

moves with the step. An Eulerian description, on the other hand, involves switching

variables from n to the radial polar coordinate using the change of variable ρ = n1+s:

FE(ρ) =
1

1 + s
ρ− s

1+s (4.4)
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Equation (4.4) provides an Eulerian description of the profile because FE is the step

density for a given radial distance from the axis of symmetry. A fixed radial distance

will correspond, in general, to different steps as the structure evolves. Going back to

the analogy with Fluid Mechanics, this situation is akin to sitting at a fixed point2

in the fluid and making measurements of the field variables.

4.3.2 Collapse times for the Inner Most Step

In Chapter 2, we saw from the results of solving the discrete step flow equations for

an initial conical profile, that the inner most step would collapse at regular times τn,

n = 1, 2, 3, ..., and this collapse was due to the Step Line Tension effect. The results

from the TDL simulations (e.g. Figure B-1) appear to have a periodic3 structure which

is a direct consequence of the regular collapse of the inner most step. In particular, the

plots in Figures B-1 suggest that the height profiles at any two consecutive collapse

times look like stretched versions of one another.

Israeli and Kandel [50] noticed that although these collapses did not occur pe-

riodically in time for an initial cone, they did obey an asymptotic relation of the

form

τn ∼ n4 (4.5)

as n → ∞ (see Figure B-26). This behavior in the τn motivated them to define a

new variable θ ≡ t1/4, and with this definition the inner most steps would collapse

periodically - but periodically in θ. Following Israeli and Kandel’s [50] notation, this

period in ‘stretched time’ will be denoted Θ0. Now it makes sense to generalize this

relation for the case of algebraic profiles of the form (4.1), so we have

τn ∼ Cnγ(s), (4.6)

for n→∞, and we can expect γ(0) = 4. Numerical values for C and γ are obtained

2Fixed with respect to the lab frame.
3“Periodic” is used here loosely, simply to mean that there is always a finite amount of time in

between collapses. However, τn+1 − τn is not constant in time.
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through the discrete step flow equations by by performing a linear regression on the

collapse times:

ln(τn) ≈ ln C
︸︷︷︸

β

+γ ln n (4.7)

In practice, when performing this regression, the first few τn are ignored to obtain a

more accurate estimate of γ because τn ∼ Cnγ is a long time asymptotic relation for

n → ∞. Note that these results for τn hold so long as finite height effects are not

important. We have seen in Chapter 2 how (4.6) must be modified in this case.

4.3.3 Linear Profiles

The observations described in Section 4.3.2 motivated Israeli and Kandel [50] to look

for similarity solutions, for the step density, in the form

D(ρ, τ) = θαF (ρ/τβ, θ), (4.8)

and they deduced empirically and numerically that α = 0, β = 1
4
. Here, D is the

step density, ρ is the radius, τ is time, θ = τ 1/4 and F is some (unknown) similarity

function. To verify these scalings, they used data from their step flow simulations: at

some time τj, they would compute

ρ̂i =
ρi + ρi+1

2
(4.9)

Di =
1

ρi+1 − ρi
(4.10)

and attempt to collapse the data at each τj onto a single curve F by applying stretch-

ing transformations. The equation (4.8) has the following physical interpretation:

since the function F is periodic in θ with some period Θ0, step density profiles which

are sampled at integer multiples of Θ0 later can be obtained simply by stretching the

horizontal dimensions of the original profile. However, two profiles sampled within

one θ period (i.e. between two consecutive collapses of the inner most step) are not

similar to each other. This means that an algorithm to generate numerical versions

128



of the similarity function F should sample the profile at different times τ1 and τ2 such

that |τ 1/4
1 − τ

1/4
2 | = mΘ0 for some integer m. The times τ1 and τ2 must also be chosen

sufficiently large4 so that the similarity form (4.8) is established.

4.3.4 Algebraic Profiles

The ideas in 4.3.3 all generalize to the case of algebraic initial conditions of the form

(4.1). The scaled variable is now defined as θ ≡ τ 1/γ(s), with τn ∼ nγ(s) as n → ∞.

Sampling must be down at times τ1 and τ2 such that |τ 1/γ
1 − τ

1/γ
2 | = mΘ0. In this

chapter, we will use as our scaling ansatz

D(ρ, τ) = τ aF (ρ/τ b, θ) (4.11)

which is of the same form as (4.8). In addition, as an improvement to (4.10), we use

the more accurate second-order, centered difference formula5

ρ̂i = ρi, (4.12)

Di =
2

ρi+1(t)− ρi−1(t)
. (4.13)

For convenience, we will drop the hats and use an arrow to denote a vector of data

points, e.g. ~D = (D1, D2, ..., Dn), and ~ρ = (ρ1, ρ2, ..., ρn).

4.3.5 Profile Sampling Algorithm

The algorithm to generate numerical similarity functions for the step density is now

presented. The algorithm takes in as input γ, which is the exponent describing the

collapse times (4.6), and M , the number of times to sample, and then computes

the period in scaled time, Θ0 using (4.7). Then, specific times are chosen to do the

4How large the sampling times should be is not known a priori.
5In Finite-ifference numerical schemes, yi+1−yi

∆x
is a ‘one-sided’ difference approximation for dy

dx

for some function y(x), whereas yi+1−yi−1

2∆x
is called a ‘centered difference’ formula. Here, yi ≡ y(xi)

are function evaluations made at uniformly spaced grid points xi.
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sampling and data (~ρi, ~Di) are obtained at each time. The algorithm then tries to

“collapse” these data sets onto a single curve by applying horizontal and vertical

stretches to (~ρi, ~Di), by using an optimization routine. This routine, called G, takes

two sets of data, (~ρ1, ~D1) and (~ρ2, ~D2), sampled at τ1 and τ2, and finds real exponents a

and b such that (~ρ1/τ
b
1 ,

~D1/τ
a
1 ) and (~ρ2/τ

b
2 ,

~D2/τ
a
2 ) are as “close together” as possible,

in some sense:

1. Decide on a time to start sampling, τs, say, and define θ̄ = τ
1/γ
s .

2. For each collapse time τn, define θn = τ
1/γ
n . The θn are now approximately

equally spaced with respect to n.

3. Define Θ0 =
1

N − 1

N∑

n=2

(θn − θn−1) as an estimate of the period in stretched

time. Since the relation τn ∼ Cnγ holds for large n, assuming that finite-

height effects have not set in yet, a better estimate of this period would be

Θ0 =
1

N −m + 1

N∑

n=m

(θn−θn−1) where the first (m−1) times have been ignored.

How large or small m should be depends on many factors such as the size of ε

and the initial step configuration. In practice, the value of m is inputted by the

user.

4. Sample the solution M times at times τn = (θ̄ + nΘ0)
γ for n = 0, 1, ..., M − 1,

using (4.12) and (4.13). This yields M data sets (~ρi, ~Di), i = 1, 2, ..., M .

5. For every pair of data sets, Xi ≡ (~ρi, ~Di) and Xj ≡ (~ρj, ~Dj), compute a and b

through G(Xi, Xj) (see below). This yields

(
M

2

)

values of a and b. Let aav

and bav be the mean values. The standard deviations (ignoring outliers) are a

measure of the quality of the collapse.

After the algorithm has terminated, we take a = aav and b = bav in (4.11). In practice,

the quality of the data is better for longer times, so τs should (ideally) be chosen to be

large, and so, if the last collapse to occur in the integration occurs at τN , one should

take τs to be between τN−M and τN−M+1. In practice, M was taken to be 6.
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Data Collapse via Optimization; Computing G(Xi, Xj)

The function G takes as input two data sets, (~ρ1, ~D1) and (~ρ2, ~D2), sampled at times

τ1 and τ2, and then finds real exponents a and b such that X1 ≡ (~ρ1/τ
b
1 ,

~D1/τ
a
1 ) and

X2 ≡ (~ρ2/τ
b
2 , ~D2/τ

a
2 ) are as close as possible, in some sense. This is quantified by

minimizing the Residual function, g(a, b) ≡ ||X1 − X2||, which measures, in some

norm, how far apart X1 and X2 are for a given a and b. This norm is defined through

the following procedure:

Given a and b and data sets (~ρ1, ~D1) and (~ρ2, ~D2):

1. Compute the stretched data sets (~ρ1/τ
b
1 ,

~D1/τ
a
1 ) and (~ρ2/τ

b
2 ,

~D2/τ
a
2 ). For con-

venience, we now label these two transformed data sets simply as (~ρ1, ~D1) and

(~ρ2, ~D2).

2. Take the data set which has the smaller value of min(~ρ1) (without loss of gener-

ality, let’s assume it’s (~ρ1, ~D1)) and interpolate these points6 so that Dinterp(ρ)

can be found for any min(~ρ1) < ρ < max(~ρ1).

3. Compute the residual g(a, b) ≡ || ~D2 −Dinterp(~ρ2)||2 where Dinterp(~ρ2) is simply

the vector formed by evaluating Dinterp for each component in ~ρ2.

The exponents a and b can now obtained numerically by minimising g(a, b), using

any standard minimization routine, for example the Nelder-Mead Algorithm in [96].

The routine for G is thus:

[a,b] = G(X_1,X_2) % outputs exponents a and b, given X_1 and X_2

[a,b] = Nelder_Mead(g(a,b)) % finds a and b which minimize g

Note that interpolation in Item 2 is done using the data set with the smaller

min(~ρ1) so that extrapolation is always avoided.

Before collapsing the data, the step density functions must be truncated after a

certain radial value, ρtrunc, (say): in other words, all data points (ρi, Di) are disgarded

6A natural cubic spline was used in practice.
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for ρi > ρtrunc. The reason for doing this is that the step flow model only simulates

a finite number of steps. If finite-height effects are taken into account, the resulting

step density functions will not show similarity: finite-height effects can also manifest

themselves by making the steps near the base to expand more quickly than usual, in

order to conserve mass in (2.57). The net effect of this is to cause the step density

function near the outer most steps to decrease as ρ increases. In addition, more and

more steps will be affected by the finite-height effect as time progresses. This phe-

nomenon can be clearly seen in Figure B-27: the finite-height effect here manifests

itself as an oscillation which slowly propagates into the bulk as time increases. There-

fore, ρtrunc must decrease as time increases, and this could potentially cause problems

if the simulation is not initialized with a sufficiently large number of steps.

4.4 Similarity Solutions predicted by the MAS PDE

4.4.1 Far-Field Condition

The PDE (3.11) has the property where for certain classes of (infinite) initial shapes,

the behaviour of the solution for r � 1 is simply dictated by the initial condition. In

particular, initial shapes of the form

F (r, 0) ∝ rp, (4.14)

where p = − s
1+s

, for |s| < 0.3 ⇒ − 3
13

< p < 3
7

will have this property. To see this,

one can substitute (4.14) directly into (3.11) to obtain

0 =
3

r4
− O(r2p−4), (4.15)

and since 2p− 4 < 0, the PDE is satisfied in the far-field, r →∞. Therefore,

F (r, t) ∼ t
−bs
1+s

( r

tb

) −s
1+s

(4.16)
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as r → ∞. In (4.16), b is arbitrary, a reflection of the fact that there are infinitely

many horizontal and vertical stretches that leave invariant a function of the form

y(x) = xm for some constant m. Thus, for F (r, t) = taf(η), where η = rt−b, this

far-field constraint fixes a relation between a and b (see 4.11 for the definition of a

and b), namely,

a = − bs

1 + s
. (4.17)

A simple corollary is that f(η)→ η
−s
1+s as η →∞.

4.4.2 Exact Similarity for Linear Profiles

From [79], the PDE (3.11) only admits one (exact) similarity solution. We substitute

F (r, t) = taf(rt−b), using (4.8) but drop the θ dependence: accounting for the peri-

odicity in ‘stretched’ time in the current theory is left for future work. We discuss

the nature the resulting non-periodic solution in Section 4.7.1. We now have

( a

B

)

ta−1f −
(

b

B

)

ta−1ηf ′ =
3

η4
t−4b

︸ ︷︷ ︸

A

− εt2a−4b

[

f 2′′′′ +
2

η
f 2′′′ − 3

η2
f 2′′ +

3

η3
f 2′ − 3

η4
f 2

]

.

︸ ︷︷ ︸

B

(4.18)

Term A represents the effect of step line tension (note this quantity is independent

of F ), and term B represents the step-step interactions: this term becomes larger

when the step densities are greater, i.e. steps become closer together. For all terms

to contribute uniformly in time, we must have that a− 1 = −4b = 2a− 4b. In other

words

a = 1/4, (4.19)

b = 0, (4.20)
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which are exactly the exponents for a similarity solution in a linear profile, predicted

in (4.8).

4.4.3 Approximate Self-Similarity for Algebraic Shapes

In this section, we will derive the exponents for similarity solutions for nanostructures

which have algebraic initial conditions. Throughout this section, ε should be thought

of as being arbitrary, and not necessarily much smaller than unity.

There are two other possibilities for equation (4.18). If we balance the terms

containing ta−1 and t−4b, then we have that

( a

B

)

f −
(

b

B

)

ηf ′ ∼ 3

η4
, (4.21)

providing that a − 1 = −4b. We will discuss when or whether the neglect of term B

in (4.18) is justified in the next section. Along with the far-field constraint (4.17), we

have

bL(s) =
1 + s

4 + 3s
, (4.22)

aL(s) = − s

4 + 3s
, (4.23)

where aL and bL denote the exponents for the similarity solution (4.11) when step

line tension is dominant.

If we now balance the terms containing ta−1 and t2a−4b, then

( a

B

)

f −
(

b

B

)

ηf ′ ∼ −ε

[

f 2′′′′ +
2

η
f 2′′′ − 3

η2
f 2′′ +

3

η3
f 2′ − 3

η4
f 2

]

, (4.24)

providing that a−1 = 2a−4b. Again, using the far-field constraint (4.17), we conclude

that

bS(s) =
1 + s

4 + 5s
, (4.25)

aS(s) = − s

4 + 5s
, (4.26)
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where bS and aS are the exponents for (4.11) when step-step interactions are dominant.

4.4.4 Validity of Similarity Solutions

Whether the Step-line tension or the Step-step interaction term in (4.18) dominates

depends crucially on the size of

H ≡ εt2a

(

|f 2|+ η4

∣
∣
∣
∣

d4f 2

dη4

∣
∣
∣
∣

)

(4.27)

compared to unity. This term effectively represents the strength of step interactions

relative to line tension at a point η in the algebraic profile. Furthermore, H must be

� 1 or � 1 throughout the entire profile for the general similarity solutions to be

valid. If H � 1, then we expect relations (4.25) and (4.26) to hold. If H � 1, then

(4.22) and (4.23) will hold.

If s < 0, then this implies that f 2 is an increasing function of η. In both cases

of (4.23) and (4.26), the theoretical exponent a(s) > 0, meaning that |εt2af 2| (and

therefore H) grows with time. Providing ε is sufficiently large, then we can conclude

that H � 1, and use the predicted forms of aS(s) and bS(s). These predicted values

should become more accurate as time increases, and if larger values of |s| are used,

as this implies a larger value for |aS|. One can also derive theoretical results for a

time, tc (in terms of f and ε), such that it is ‘safe’ to neglect step line tension in

the PDE providing t � tc by using the inequality H � 1. In practice, however,

because |aS| is typically very small (typically ∼ 0.01− 0.04), t2a hardly has any effect

on the magnitude of H: in theory, for s < 0 and sufficiently long times, step-step

interactions eventually dominate, but in practice, tc is too large to see this effect.

Furthermore, equation (4.18) is a reduction of a PDE to an ODE, using a similarity

solution ansatz which is valid for sufficiently long times. Since we have no a priori

quantitative estimate of when (4.18) is even valid7, having an estimate of a time at

which we can negelect term A is not very helpful.

7Though the step flow simulations suggest that similarity is more quickly established for convex
profiles (s < 0) and large values of g.

135



If s > 0, we would think that the opposite of the above is true: that since f 2

decreases with η, then providing ε is sufficiently small, term A would dominate in

(4.18), leading us to conclude (incorrectly) that aL and bL could be used under these

circumstances. However, we noted in Chapter 3 that ε → 0 is a singular limit. As

ε is made smaller, a boundary layer for f(η) develops near the facet, making the

derivatives in (4.18) very large. In fact, the |εη4f 2′′′′| term in H is never negligible

near the facet, no matter how small ε becomes. This means that the predicted values

for aL and bL are only useful for really long times, such that t2a � 1 (a < 0 because

s > 0 and εη4f 2′′′′ = O(1)). From the comments made in the previous paragraph,

since |a| is typically very small, this term is never really negligible in practice.

In summary, we only expect similarity solutions for s < 0, and these will take the

form

D(r, t) = taSf(r/tbS) (4.28)

where aS and bS are given by (4.25) and (4.26).

4.4.5 Theoretical Predictions for Collapse Exponent

When steps undergo a collapse, the collapse times obey an asymptotic relation of the

form

tn ∼ Cnγ(s), (4.29)

as n → ∞, where the initial condition is ρ(m) = m1+s. Consider the ‘step drop’

boundary condition first introduced in Chapter 3. This takes the form

hf(tn)− hf (tn+1) = a, (4.30)
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where a is the step height, hf is the height of the structure at the facet edge, and tn

are the collapse times. Now, since

h(r, t) = −
∫ r

F (r′, t)dr′, (4.31)

= −ta
∫ r

f(r′t−b)dr′, (4.32)

= −ta+b

∫ η

f(η′)dη′, (4.33)

= ta+bG(η), (4.34)

we must have, via height continuity,

h(w, tn) ≡ hf (tn) = ta+b
n G(η0) (4.35)

where η0 ≡ w/tb is the scaled facet width. Then, the step drop condition (4.30)

becomes

(ta+b
n − ta+b

n+1)G(η0) = a (4.36)

⇒ C[(n + 1)(a+b)γ − n(a+b)γ ]G(η0) = −a, (4.37)

and for long times n→∞, this relation reduces to

C(a + b)γn(a+b)γ−1G(η0) = −a. (4.38)

For the left hand side to be independent of n, we must have

γ(s) =
1

a(s) + b(s)

= 4 + 3s for line tension dominated structures (4.39)

= 4 + 5s for step-step interaction dominated structures (4.40)
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4.5 Comparison of Theoretical and Simulation Ex-

ponents

Tables A.2 – A.7 show the numerical values for a,b and γ obtained numerically, for

a wide variety of initial algebraic shapes. To compare with theoretical predictions,

the numerical values anum,bnum and γnum are plotted along with theoretical forms

aL(s), bL(s), γL(s) and aS(s), bS(s), γS(s) on Figures B-28 and B-29. Finally, some of

the density functions for representative algebraic shapes are shown in B-30, B-31 and

B-32.

Looking at Figures B-28 and B-29, one sees immediately, that comparing the

exponent anum to aL and aS will not be very useful in order to determine whether line

tension or step-step interactions are dominant uniformly throughout the structure.

Since the two curves aL(s) and aS(s) are nearly identical to each other, it is difficult

to tell whether anum = aL or aS numerically. However, the curves for the b exponent

in B-28 clearly show that simulation results and theoretical predictions agree, for

b = bS(s) when s < 0 and sufficiently large values of ε = 3
2
g). When s becomes more

positive however, this agreement breaks down, although bS still performs better than

bL in predicting an approximate value. When g = 0.01 (see B-29), the agreement

between bnum and the predicted values seems to be always poor, no matter whether

bS or bL is used. These results validate the comments made in Section 4.4.4.

For the collapse times exponents γ, when ε � 1 and s < 0, we have step-step

interactions dominating throughout the whole profile, and γ = γS(s) = 4 + 5s. In-

terestingly, although bL does not agree so well with bnum for s > 0, γL does agree

with γnum, and it is interesting to note the switch in behaviour here from s negative

to positive. This switch, however, does not occur for the ε = 0.01 case, with γnum

agreeing well with γL for a whole range of s values.

Finally, it should be mentioned here that although the numerical collapse expo-

nents do not always agree with the theoretical predictions, nevertheless, the numerical

values of anum and bnum do still correspond to some kind of similarity solution, be-

cause the collapse of data is, in general, of a high quality (indicated by σa and σb
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in the tables). However, one should check that collapsing data profiles from longer

times do not adversely affect the similarity exponents.

4.6 Summary of Results

For initial conditions

r(n) = n1+s (4.41)

⇒ F (r) =
1

1 + s
r−

s
1+s (4.42)

where the shape parameter |s| < 0.3, there exist approximate similarity solutions,

valid for t sufficiently large, for the step density D(r, t), of the form

D(r, t) = ta(s)f(r/tb(s)), (4.43)

where

a(s) = − s

γ(s)
(4.44)

b(s) =
1 + s

γ(s)
(4.45)

and γ(s) is the exponent for the collapse times relation

γ(s) =







4 + 3s if step line tension is dominant uniformly throughout the profile

4 + 5s if step-step interactions are dominant throughout

(4.46)

Step-step interactions are dominant throughout the structure if g is sufficiently large,

and if s < 0, in which case the exponents a(s) and b(s) take on the forms

a(s) = aS(s) = − s

γS(s)
, (4.47)

b(s) = bS(s) = −1 + s

γS(s)
(4.48)
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These forms have been verified empirically from simulations. The case where step

line tension is dominant throughout corresponds to

a(s) = aL(s) = − s

γL(s)
, (4.49)

b(s) = bL(s) = − 1 + s

γL(s)
(4.50)

but is seldom applicable in practice, because one has to wait for extremely long times

for this similarity to establish. These exponents have not been verified numerically.

The case when s = 0, corresponding to that of a linear cone, is special in that

both step line tension and step step interactions are equally important for all time.

In this case, the similarity is ‘exact’ and the exponents are a(0) = 0, b(0) = 1/4, in

agreement with the findings of Israeli and Kandel [50].

4.7 Discrepancies in Self-Similarity

Figure B-25 shows 5 step density profiles sampled at 5 different times between the

47th and 48th collapse of a step flow simulation of a linear profile. For clarity, the

profiles have been translated horizontally to separate them from each other. The value

of ε used is quite small (ε = 1.7×10−4) so the width of each peak is very narrow. The

maximum step density seems to fluctuate greatly between the two collapses. Figure

B-25 shows that the steps bunch up locally near the facet as the inner-most step

collapses. What causes this behaviour?

When the inner-most step is just about to annihilate, it emits a burst of adatoms,

meaning that the few steps just on the outside of it expand their radii very suddenly

as they absorb the emitted adatoms and push out against those in the bulk. This

causes the sudden increase in step density near the facet at the collapse times. These

oscillations in the step density do not disappear, no matter how long the simulations

are run. They are also greater for small ε than they are for more moderate values.

For example, for ε ≈ 0.01, the oscillations are hardly noticeable. However, the MAS

boundary layer analysis [78] predicts similarity solutions in the ε� 1 limit, and does
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not account for these fluctuations. Neither do the similarity solutions of Israeli and

Kandel [50], although they do acknowledge the presence of these fluctuations through

the θ variable in equation (4.8).

In Chapter 3, we used a parameter, τ ∗, to construct similarity solutions that

seemed to agree very well with simulation data. The external parameter τ ∗ is defined

from the collapse times:

τn ∼ τ ∗n4. (4.51)

as n → ∞. What is interesting about the resulting continuum solutions is that

a particular set of simulation data produces one value of τ ∗, resulting in a single

similarity solution. However, we have empirical evidence in the form of Figure B-

25 which suggests that the similarity function f can be very different depending on

the value of τs in the Profile Sampling Algorithm in Section 4.3.5. The step drop

condition as it currently stands seems to select a very specific form for f . In fact,

when constructing empirical forms for f from simulation data, τs has to be chosen

away from collapse times in order to obtain good agreement with the continuum

solutions8. This suggests that the current form of the step drop condition is not

general enough, because it cannot account for similarity solutions which result from

choosing different values for τs.

4.7.1 The Generalized Step Drop Condition

The step drop condition (3.64) is actually very special. It imposes the restriction that

the difference in height at two consecutive collapse times must be equal to −a. This

restriction can be relaxed: instead of

∫ tn+1

tn

dhf

dt
dt = −a, (4.52)

8Optimal results seemed to come from selecting a τs which was about halfway between collapse
times.
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more generally, we write

∫ T2

T1

dhf

dt
dt =







−a if T1 < tn < T2,

0 if tn < T1, T2 < tn+1.
(4.53)

Whenever ḣf is integrated through a collapse time, the integral’s value will be −a;

otherwise it will be zero. This motivates us to write ḣf as:

ḣf =
dh(w(t), t)

dt
= −a

∞∑

n=1

δ(t− tn). (4.54)

Equation (4.53), or equivalently, (4.54) is the Generalized Step Drop Condition. It

states that the downward velocity of the flat facetted region is always zero, except

when a collapse occurs, in which case, it moves impulsively, resulting in an infinite

velocity. The tn here are, as usual, the collapse times, which must come from a step

flow simulation. With (4.54), one can actually write down the full set of boundary

conditions for the MAS PDE [78]:

1− εw[(F 2)r + w(F 2)rr]|r=w = − ḣfw
3

2B
(4.55)

1 + εw[−(F 2)r + 2w(F 2)rr + w2(F 2)rrr]|r=w =
ḣfw

3

B
(4.56)

F (w, t) = 0 (4.57)

F ∼ −H ′(r) as r →∞ (4.58)

Fr ∼ −H ′′(r) as r →∞ (4.59)

where ḣf = −a

∞∑

n=1

δ(t− tn) (4.60)

The first three conditions impose, respectively, continuity of current, height, and

slope. The fourth and fifth equations are the far-field conditions, where H(r) is

a specified initial height profile. Hence, with only w(t) as an unknown, these five

conditions can uniquely determine the solution of the PDE. Collapse times from the

step flow simulations determine where the delta functions should be placed in time.

Note that by writing (4.60), we are still not taking into account the detailed motion
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of the step collapses. The goal of this generalized condition is simply to imitate the

effect of the inner most collapsing step while staying within the continuum framework.

The actual motion of the collapsing step is still invisible to the PDE (3.12), even

with (4.60) implemented. Equation (4.60) could be an improvement over (3.106),

however in the sense that it may be able to account for the oscillations seen in Figure

B-25. Whereas the original step drop condition corresponded to a uniform vertical

translation of hf(t) (see (3.131)), the motion of hf(t) described by (4.60) is a sequence

of step functions in time, with the jumps in hf located at the collapse times. Hence,

hf has now truly become a “microscale” variable because changes in hf are of the

order of a step height, a. The discontinuities in hf(t) could give rise to the oscillations

in (B-25), which are due to the microscale dynamics of individual steps on the facet.

Note that the facet edge, w(t) is still a macroscale variable: by Remark 3.3.1, w(t) is

defined by equation (4.57). The facet edge w(t) is not the radius of the inner most

step9.

4.7.2 Interpretation of Similarity Solutions

With the Generalized Step Drop Condition established, we are now in a good position

to understand how we can impose similarity solutions like (4.43) onto the PDE, despite

conflicting numerical evidence such Figure B-25 and why the old Step Drop condition

(3.64) produces only one of infinitely many “similarity solutions”. For the rest of

this section, we will refer to (3.106) as the “t∗ condition” and the resulting similarity

solutions to the MAS PDE (3.12) as “t∗ solutions”. The solution generated by (3.106)

is very special, and corresponds to using a particular range of integration in (4.53).

By choosing T1 = t−n , T2 = t−n+1 and imposing similarity, we are in fact replacing an

impulsive out-flux of step density at the the facet with its time-average. The aim of

this last section is to justify this statement.

First, we re-write equation (3.97), but use the scaled time variable θ ≡ t1/4, and

F (r, t) = f(x), where x = r/θ is the similarity variable, and x0 = w(t)/θ is the facet

9Actually, for ε� 1, w(t) will be well approximated by the radius of the second step.
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width, a constant with respect to time:

B

[
1

x3
+ ε

(
d3f 2

dx3
+

2

x

d2f 2

dx2
− 1

x2

df 2

dx
+

f 2

x3

)]∣
∣
∣
∣
x=x0

∫ θn+1

θn

dθ = a (4.61)

The θn are the scaled collapse times θn ≡ t
1/4
n . Therefore, we have

B

[
1

x3
+ ε

(
d3f 2

dx3
+

2

x

d2f 2

dx2
− 1

x2

df 2

dx
+

f 2

x3

)]∣
∣
∣
∣
x=x0

︸ ︷︷ ︸

Q0

≡ a

Θ0
(4.62)

where Θ0 ≡ θn+1 − θn. The term on the left hand side of (4.62) is the flux of step

density at the facet, and it is constant (= a/Θ0), provided time is scaled properly.

Note that equation (4.62) is basically identical to (3.106), but uses different similarity

variables.

The actual evolution of F will react to sudden, impulsive fluxes resulting from

the collapse of the inner most step. The generalized form of the step drop condition

(3.88) from Section 3.5 is

∫ T2

T1

dt Q|r=w(t) =







a if T1 < tn < T2,

0 if tn < T1, T2 < tn+1.
(4.63)

⇒ Q(w(t), t) = a
∞∑

n=1

δ(t− tn). (4.64)

Comparing (4.64) to (4.62), we see that when we force a similarity solution onto

the generalized step drop condition (3.88) and choose T1 = t−n and T2 = t−n+1, we

are effectively ‘smearing out’ the delta functions uniformly over the θ period of the

collapse. The impulsive fluxes at the facet are replaced with a constant Q0 such that

∫ θ−n+1

θ−n

Q0dθ =

∫ t−n+1

t−n

Q(w(t), t)dt = a. (4.65)

Although the outflux is constant with respect to θ, in actual time, the outflux must

decrease gradually as (tn+1 − tn) increases with n (in contrast, (θn+1 − θn) ≡ Θ0 is
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a constant with respect to n for sufficiently long times). The integral
∫ θ−n+1

θ−n
Q0dθ is

rewritten in terms of t as

∫ θ−n+1

θ−n

Q0dθ =

∫ t−n+1

t−n

Qav(t)dt, (4.66)

where

Qav(t) =
( a

4t∗1/4

)

t−3/4. (4.67)

Hence, with the definition of Q in (3.112), we have

Q(w(t), t) = Qav(t), (4.68)

which is the “smeared out” version of boundary condition (4.56), in the same way

that (3.131) is the “smeared out” version of (4.60).

Summary

By imposing T1 = tn, T2 = tn+1 and similarity on the generalized flux condition

Q(w(t), t) = a

∞∑

n=1

δ(t− tn), (4.69)

we are effectively replacing the delta functions, located at the collapse times, tn, with

a smooth function

Qav(t) =
( a

4t∗1/4

)

t−3/4. (4.70)

where t∗ is the parameter relating to the discrete step collapses. The functions Qav(t)

and a
∑∞

n=1 δ(t− tn) are equivalent in an integrated sense:

∫ tm+1

tm

Qav(t) =

∫ tm+1

tm

a
∞∑

n=1

δ(t− tn). (4.71)
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When t� 1 and 6= tn, n = 1, 2, 3, ..., we have

Qav(t) ≈ a

∞∑

n=1

δ(t− tn), (4.72)

which provides an explanation for why sampling the step density profile in the sim-

ulations away from the collapse times results in agreement with the t∗ similarity

solution.

The computed continuum similarity solutions in Chapter 3 are only an approxima-

tion to the true solution of the MAS PDE with the boundary conditions (4.55)–(4.60),

because the boundary condition (3.106) is only an approximation to the generalized

step drop condition. One interpretation of the generalized step drop boundary con-

dition is that step density leaves the nanostructure impulsively, and the flux can be

described by a series of delta functions in time, whose locations coincide with collapse

times. When we implement the t∗ step drop condition, we are:

• Replacing the impulsive motion of hf in (4.60) with a smooth downward trans-

lation of the facetted part of the crystal, through equation (3.131).

• Replacing the impulsive outfluxes of step density in (4.69) with an ‘equivalent’

(in an integrated sense) smooth outflux of density, through equation (4.67).

• Replacing the oscillating solutions (seen in B-25) with their time-averaged ver-

sions. These time-averaged solutions are obtained by solving the MAS PDE

(3.12) using the “smeared out” boundary conditions described above. These

are the similarity solutions which we solved for in Chapter 3.
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Chapter 5

Stability of Algebraic Profiles

under TDL kinetics

5.1 Chapter Overview

This short chapter focuses on the stability of the algebraic profiles that were studied

in Chapter 4. We present results on the decay rates of perturbations to the base shape

and quantify the decay rate dependence on the wavenumber of the perturbation and

the value of the step-interaction parameter.

5.2 Relaxation of Periodic Corrugations

It has been quite common to study the decay of surface corrugations theoretically

and experimentally: for example, see [106], [34], [41] and [14]. In these cases, the

researchers considered sinusoidal perturbations of some given wavelength imposed

onto a high symmetry plane of the crystal and then investigated the decay in time.

Above the roughening temperature, Mullins [85] showed that the height profile,

h(x, t) of a 1D corrugation obeyed a PDE of the form ht ∝ −hxxxx, where x is distance

along the symmetry plane and t is time. The two main consequences of the PDE are

that: i) The corrugations decay exponentially, with the decay constant proportional

to the fourth power of the wave number, and ii) sinusoidal perturbations remain si-
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nusoidal as they decay. However, below the roughening temperature, the qualitative

behavior of the decay is very different. Yamashita et al. [122] studied corrugations

that were made on different crystallographic orientations of Ni. Depending on the

orientation on which the corrugation was made, the researchers in [122] observed the

following: on the (110) face, the corrugations maintained their sinusoidal shape as

they decayed, but on the (100) and (111) surfaces, the corrugations became trape-

zoidal, developing facets at the extrema. Bonzel et al. [15] explained this by saying

that different surface orientations had different roughening temperatures, so that that

the roughening temperature was not just material dependent. They concluded that

the (110) corrugations were relaxing above the roughening temperature, and obeyed

the fourth order equation derived by Mullins [85]; the (100) and (111) corrugations,

however, were faceting while they relaxed. From the results in Chapters 2 and 3, this

is suggestive of the fact that these orientations are below the roughening temperature.

Margetis [78] and Spohn [109] derived nonlinear diffusion PDEs governing relaxation

for these cases, which are characterized by the growth of a facet as the corrugations

decay.

Below the roughening temperature, both 1D [99] and 2D [51], [13] corrugations

have been studied, and surprisingly, the time dependent nature of the decay varies

according to whether 1D or 2D corrugations are used. Margetis [77] explained this

by proposing a tensor form for the terrace diffusivity in a model where steps could

be of an arbitrary shape. In this case, there are adatom currents both along step

edges (longitudinal) and across step edges (transverse). Depending on which type of

current is dominant (which in turn depends on whether the corrugation is 1D or 2D),

and depending on whether the system is TDL or ADL, one obtains different types

of decay which seem to agree with published experimental results. In particular, for

ADL kinetics, the decay is exponential when transverse currents are dominant, but

inverse linear when longitudinal currents are dominant. However, here we will focus

only on decay in the TDL case.

In this chapter, the physical situation for the stability problem will be slightly

different to what has been commonly used in experiments. Although our crystal
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Figure 5-1: The top profile shows the type of perturbation that has been most com-
monly studied (see [51], for example): the perturbation consists of steps of opposite
signs, and faceting is usually observed as the decay happens. The lower profile is not
so often studied and will be the subject of investigation in this chapter: all the steps
have the same sign and faceting will not occur.

is relaxing below the roughening temperature, instead of studying sinusoids which

consist of steps of differing sign (see Figure 5-1), we will be considering a profile

consisting of an infinite series of single signed, circular steps.

We will then introduce a periodic perturbation into the terrace widths. In a

continuum description, if F ≡ −∂h
∂r

is the slope profile, the perturbation is now being

introduced into the quantity F−1 as opposed to h itself. This situation has not been

studied so often experimentally. However, Bonzel and Mullins [13] did analyze an

analagous situation, but with straight steps, and some researchers have performed

linear stability analysis (again with straight steps) on equally spaced step positions

[46], [102] on a monotone, vicinal surface. In these cases, when perturbations decay,

the steps space themselves out more evenly, in order to minimize their step free

energies. In this chapter, we will show that there are other shapes (apart from linear

profiles) which are also stable: small disturbances to the step positions decay, leaving

behind a distribution of terrace widths which is determined by the shape of the
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underlying base profile.

The focus of this chapter is the stability of algebraic profiles. We will show that

there are classes of algebraic initial shapes which are stable with respect to small

perturbations in the terrace widths, and we will quantify their decay rate dependence

on wavenumber, and step-step interaction strength by linearizing the MAS PDE

(3.12). Results concerning large perturbations in F from a base linear profile, will

also be presented, but not analyzed. The initial stages of decay in this case can only

be predicted by considering the full PDE.

5.3 PDE for the Perturbation

In this section, we derive a PDE governing the evolution of small perturbations f(r, t)

from a basic state F0(r, t), so that f � F0. Let

F (r, t) = F0(r, t) + f(r, t), (5.1)

where F0(r, t) is an exact solution of the PDE (3.11). F0 must also satisfy boundary

conditions at the facet which were discussed in the Chapter 3. Substituting (5.1) into

(3.11) and discarding high order terms of size O(f 2), we obtain

1

B

∂f

∂t
=

3

r4
− 2ε

(
∂4

∂r4
+

2

r

∂3

∂r3

− 3

r2

∂2

∂r2
+

3

r3

∂

∂r
− 3

r4

)

(F0f).

(5.2)

We now consider the behaviour of f in the far field r → ∞, and therefore we drop

terms which are multiplied by 1
r4 ,

1
r3 ,

1
r2 and 1

r
to obtain the simplified equation

∂f

∂t
= −2εB

∂4(F0f)

∂r4
(5.3)

In the far field, F0(r, t) resembles the initial condition (see Section 4.4.1). Hence we

can replace F0(r, t) with 1
1+s

r−s/(1+s) (see (4.4)), expand the fourth derivative with
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the product rule and keep only the largest term to obtain

∂f

∂t
+

2εB

1 + s
r−

s
1+s

∂4f

∂r4
= 0. (5.4)

This is a linear PDE for f(r, t), and f satisfies homogeneous boundary conditions

which are obtained by substituting F = F0 + f into (3.89)-(3.93) and (3.101), and

keeping terms of O(f) only. Ideally, we would now want to substitute in normal modes

like ei(kx−ωt) into (5.4) and investigate their resulting behavior, but our domain is not

(−∞,∞), and very specific boundary conditions have to be satisfied at r = w(t),

the facet edge. Instead of proceeding with a rather involved eigen-analysis, we shall

subsitute in normal mode solutions anyway far from the facet, and then set f ≡ 0

for r < r1, for some constant r1 > w(t). This crude approximation for f will break

down as soon as the radius of the facet exceeds r1. We shall also assume that the

effects of forcing f ≡ 0 at r = r1 propagate sufficiently slowly into the bulk so as not

to adversely affect the exponential decay of the normal modes. If f varies sufficiently

rapidly compared with the base state, we can substitute in f(r, t) = ei(kr−ωt) in the

bulk, resulting in the “dispersion relation”

−iω +
2εB

1 + s
k4r−

s
1+s = 0, (5.5)

where the decay rate of a normal mode with wave number k is

λ(r; k, s, ε) =
2εB

1 + s
k4r−

s
1+s . (5.6)

Hence, the decay rate is proportional to ε, and depends on the local value of r, as

well as the fourth power of the wavenumber. This crude model also predicts that far

from the facet the perturbation f goes to zero exponentially in time, leaving behind

the original algebraic shape rn = n1+s. This prediction is shown to be correct, at

least qualitatively, by Figures B-40 and B-41, produced by direct integration of the

step flow equations.
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5.3.1 Initializing Perturbations in the Step Flow Model

Since the PDE (3.12) is written in terms of the step density, we need to set the

initial conditions in the simulation so that the step density consists of an algebraic

function of r added to a sinusoidal function of r. The step flow simulations are

initialized by setting the value of the radius of each step, r(n) for each step numbered

n = 1, 2, 3, .... We now introduce a perturbation onto an algebraic function r(n)

so that r(n) = n1+s + δ sin(kn1+s), for real numbers δ, k, with s controlling the

convexity/concavity. The resulting profile for the step density distribution consists

of the original unperturbed F0(r) ≡ 1
1+s

r−
−s
1+s superimposed with a sinusoid (whose

amplitude depends on r) providing the amplitude of the perturbation is much smaller

than its wavelength (δk � 1):

r(n) = n1+s + δ sin(kn1+s) (5.7)

⇒ r′(n) = (1 + s)ns + δk(1 + s)ns cos(kn1+s) (5.8)

⇒ f(n) =
1

r′(n)
≈ 1

(1 + s)ns
− δk

(1 + s)ns
cos(kn1+s) (5.9)

⇒ f(r) ≈ F0(r)− δkF0(r) cos(kr) (5.10)

=
r−

s
1+s

1 + s
︸ ︷︷ ︸

base state

− δkr−
s

1+s

1 + s
cos(kr)

︸ ︷︷ ︸

r dependent perturbation

(5.11)

In the case where s < 0 (convex shapes), the amplitude in the perturbation of f0(r)

grows with r, which means that far enough down the structure, we expect nonlinear

effects to be important. However, for the purposes of testing a linear theory, it is

sufficient to take |δk| small enough and consider sufficiently small values of r so that

|δkF0(r)| � 1.

5.4 Decay Dependence on Wave Number

Equation (5.6) predicts that the decay rate always scales as the fourth power of the

wavenumber, even for initial shapes which are not necessarily linear in n. This is

confirmed by numerical results in Figures B-42. In each case, the decay rate was
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measured at a fixed value of r. Bonzel and Mullins [13] have quantified the decay of

small perturbations on a vicinal surface, where the kinetics is dominated by surface

diffusion. They report that the decay rate scales like the wavenumber to the fourth

power. Both the linearized PDE (5.3) and the simulation results in B-42 confirm this

behavior.

5.5 Decay Dependence on Step-Interaction Param-

eter

A decay rate dependence which is proportional to ε is confirmed by numerical exper-

iments, the results of which are shown in Figure B-43. This result was also shown

empirically by the step flow simulations of Sato and Uwaha [102] but in the absence

of step line tension. These results suggest that ε acts like an effective diffusivity: the

larger its value, the more rapidly the step density profile reaches its steady state.

5.6 Large Perturbations and Nonlinear Effects

In this section, we present results where perturbations greater than 1 in magnitude

were superimposed onto an initial linear profile. The plots shown in Figure B-44 show

the evolution of a 600 step nanostructure with initial step radii given by

r(n) = n + 5 sin(0.1n) (5.12)

The corresponding profile F (n) = 1
r′(n)

= 1
1+0.5 cos(0.1n)

. The evolution of this initial

profile is very complex in general but can be broken down into three main stages. At

early times, the sharp peaks in (a) decay. At intermediate times, there is a cusping

in the troughs of the profile, accompanied by a rapid decay in the magnitude of the

peaks. At later times, the entire F profile translates downwards, and finally at long

times, we see an exponential decay characteristic of small-amplitude perturbations.

A quantitative explanation for this behaviour is left as future work.
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Chapter 6

Numerical Solution of the

Step-Flow Equations

6.1 Chapter Overview

In this final chapter, we give details on the algorithm that was used to integrate

the step flow equations first presented in Chapter 2. We use a specially designed

algorithm because the step flow equations have some unusual properties which may

pose difficulties for standard Ordinary Differential Equation (ODE) integrators. The

first of these properties is the singular and rapid collapse of the inner most step in

the crystal structure. These collapses occur sequentially and each collapse results in

the number of equations in the system decreasing by one. The second property is

local stiffness which arises when steps bunch together. Because the step bunching

and the associated stiffness only occur for a subset of the steps in the system, we

use a multi-adaptive, explicit numerical scheme to take large time steps for non-stiff

components, and smaller time steps for step bunched components.

6.2 Individual Time Stepping and Multi-adaptivity

We use the term individual time-stepping to describe the method whereby individual

components of the solution vector vi(t) are advanced using their own individual time
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steps. This is in contrast to conventional integrators which use the same time-step for

all components, regardless of the time-scales involved in each. Multi-adaptive was a

term used by Logg [73] to describe methods where individual time-stepping was used

for different components, with the time-step size and order of the method chosen

adaptively.

It is perhaps a little surprising to learn that individual time-stepping and Multi-

adaptivity for ODEs have received relatively little attention, considering the wide

variety of methods which researchers have used to try to improve the performance

and accuracy of integration codes. It is even more surprising, given that Adaptive

Mesh Refinement (AMR) is a well developed paradigm, used by many researchers

who work in the field of Hyperbolic PDEs [10, 43]. Logg [73] has presented a well-

developed Multi-adaptive Galerkin methodology for ODEs, but in terms of applica-

tions, individual time-stepping has been used in very few fields. Some researchers

have used individual time-stepping in N -body problems [75],[119], [42] but as Logg

pointed out, a general methodology is lacking. Individual time stepping clearly has

computational advantages when there is a clear separation in time scales for the so-

lution components, which may explain why this method has been quite popular with

the astronomy community [26]. An example would be our solar system: Pluto has a

much longer year than the earth, and ideally, one would like to use a larger time step

to track Pluto’s orbit, and a smaller one for the earth’s. Gear and Kevrikidis [35]

present a method for problems which contain a ‘gap’ in the eigenvalue spectrum, so

that the solution contains both a rapidly damped component, and a slowly varying

one. Their projective integration methods do not involve individual time stepping,

but it is interesting to see how they tackle the problem of separation in time scales,

and to compare their method with ours. We discuss this further in Section 6.3.2.

The step-flow equations possess a number of peculiar properties which pose prob-

lems for standard integrators - for example, local stiffness and the singular collapse

of ρ1(t). Both of these concepts will be explained subsequently. In this chapter, we

present and discuss the details of a custom-designed code, and show how the code

can be used to solve the step-flow equations in an efficient manner.
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6.3 Properties of The Step-Flow Equations

Before going into the properties of the system (2.39)-(2.43), we first outline qualita-

tively how the steps behave. In our equations, every step in the structure is subject

to two types of physical effect. The first is a step-line tension, which arises due to

a Gibbs-Thomson Effect [82]: an isolated, circular step of radius r(t), sitting on an

infinite substrate, initially devoid of adatoms, will reduce its perimeter (and hence

radius) by emitting adatoms according to the law ρ̇ ∝ 1/ρ [55]. Note that 1/ρ is

the curvature of the step. The second effect is a repulsive interaction with neighbor-

ing steps, characterized by a potential function that is inversely proportional to the

square of the distance between the steps [62]. Steps in the bulk of the structure, hav-

ing a smaller curvature will tend to be less affected by step-line tension, in contrast to

steps near the top. When diffusion dominates over attachment detachment (TDL),

the base step acts ultimately as the sink for all adatoms and grows monotonically.

Now, we focus on two peculiar properties of the Step-Flow Equations which require

special attention when the integration is being carried out. These properties pose

problems for standard integrators – hence the need for a custom designed algorithm.

We simply state the properties here, and defer our solutions to section 6.4.

6.3.1 Singular Collapse of Steps

Equations (2.39)-(2.43) have the property that ρ1 → 0 at some finite time: the top

step always undergoes a monotonic collapse because it will behave in such a way so

as to minimize its radius. Naturally, as the top step shrinks and emits adatoms, the

radii of the second and subsequent steps will grow as these are absorbed. When the

top step completely disappears, the number of layers in the structure reduces by one.

As a result of the sequential collapse of the top steps, a macroscopically flat region

called a facet will form and grow on the top of the structure. Provided the collapse

of the top step is tracked accurately, and the topmost ρi is removed at each time of

collapse, the growth of the facet is automatically accounted for.

When a collapse does occur, ρ1 is removed from the system, the number of equa-
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tions to be integrated reduces by one, and the motion of the new top two steps is

now governed by (2.39) and (2.40). Furthermore, if t0 satisfies ρ1(t0) = 0, it can be

shown that

ρ1 ∼
√

2(t0 − t)1/2 +
1

3
(t0 − t) ln(t0 − t) + O(t0 − t) (6.1)

as ρ1 → 0, and so derivatives of ρ1(t) are divergent at the time of collapse. The accu-

racy of high order integrators usually rely on the solution having bounded derivatives,

and applied to (2.39)-(2.43) as they stand, many standard integrators will have diffi-

culty in tracking the collapse of top steps accurately near the time of collapse, t0. In

particular, for (t0− t) = m∆t (so the solution is m time steps away from the collapse

time), a method which has a truncation error of O(∆tp dpy
dtp

) for smooth solutions y(t)

and time step ∆t will have its error greatly increased to

O(m−p+1/2∆t1/2) (6.2)

when y(t) has a square root singularity. It is also worth mentioning here that some ad-

pative integration codes use Embedded Runge-Kutta Formulae which give estimates

of local truncation errors. These codes typically scale their time steps assuming

smooth solutions, and will update the step size using a formula like

∆tnew = ∆told

(
desired error

estimated error

)1/(α+1)

(6.3)

Here, α is the order of the integrator (e.g. α = 1 for Simple Euler). Formulae

like (6.3) break down near singularities, because there, the error does not scale like

∆tα+1. The resulting behavior near singularities is somewhat unpredictable: adaptive

integrators may take a huge number of tiny steps (making them inefficient), or may

simply abort stating that the user-specified tolerance for the desired error was not

achievable. Furthermore, even if the integrator manages to successfully step ‘through’

the singularity, it will probably output an error or produce complex solutions once it

has stepped past the singularity.
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6.3.2 Local Stiffness

An ODE is said to be stiff when its solutions are strongly stable, in the sense that

small perturbations to the solutions decay very rapidly relative to the time scale of

evolution. We say that an ODE is locally stiff when only perturbations to a few of

the components in the solution decay in this way. In equations (2.39)-(2.43), this

local stiffness has a clear physical interpretation: because of the nature of the step

interactions discussed in Section 6.3, steps are strongly repelling when they get close

to one another. Suppose we initialize the integration so that some of the steps in

the bulk are tightly bunched together, but most of the other steps are widely spaced

apart. In this case, a step in the middle of the bunch would be strongly stable

because small perturbations in its trajectory would be opposed by strong interactions

from the neighboring steps above and below. The same applies to any step inside

the bunch. Solution components for the widely spaced steps do not experience this

problem, and large time steps could be taken using an explicit integrator. Standard

explicit integrators would not differentiate between local and global stiffness: if only

a few of the solution components require a small time step, then this time step will

be used for all of the components. Using implicit methods would, of course, work in

principle, but it is questionable whether inverting a large N×N matrix is the best use

of computational resources when only a small number of the N components are stiff.

Of course, it could also happen that all the steps are very closely packed together, in

which case all the components require small time steps, resulting in global stiffness.

In this case, one would probably have to resort to implicit methods.

It is worth mentioning here some of the literature which deals with classes of

problems involving disparate time scales. The work by Gear and Kevrikidis [35]

involves so-called ‘projective integration’ methods which are used to integrate sys-

tems of ODEs which have a ‘gap’ in their eigenvalue spectrum. The solutions of the

equations they study have a rapidly damped component, and a slowly varying one.

However, their equations are not, in general, locally stiff (although having a gap in

the spectrum is a necessary consequence of local stiffness): in their class of problems,
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the fast time scales can potentially appear in every component of the solution. We

emphasize again that local stiffness occurs when only a few of the components are

rapidly damped when perturbed. In projective integration methods, it is assumed

that the user has at his or her disposal an ‘inner’ and an ‘outer’ integrator. The idea

is to take many small steps with every component of the solution using the inner inte-

grator, so that the fast components are damped out, and then take a large projective

step with the outer integrator. In our method, we also utilize two integrators (see

Section 6.4.1), but we essentially use these integrators on different components of our

solution. Our ‘inner’ integrator takes small steps only for the components with the

fast time scales, and our ‘outer’ integrator takes large steps for those components with

the slow time scales. Hence, projective integration methods use the inner/outer time

steppers sequentially, whereas in our method, we use them simultaneously, taking

advantage of the fact that the eigenvectors of the Jacobian corresponding to the large

eigenvalues are sparse. There is also a large body of work (for example, [31], [44])

which uses Krylov methods to approximate the subspace spanned by the Jacobian,

by using eigenvectors corresponding to the largest eigenvalues.

For our equations, stiffness will arise whenever a step bunching instability [50],[58],

[63] occurs. Step bunching is a phenomenon well known to many researchers in

the field of thin film epitaxy and crystal growth, and has potential applications in

nanotemplates for quantum wires [72] and biological antifreeze agents [87]. Israeli

and Kandel observed that step bunching occurred in ADL systems with initial unit

step spacing whenever ε � 1, and our results from integration of (2.39)-(2.43) show

that step bunching can occur in mixed systems also.

An analysis of stiffness usually requires computing the eigenvalues of the Jacobian

matrix and showing that there is a large spread in the spectrum. The Jacobian of

the equations (2.39)-(2.43) can be computed analytically by linearizing at a fixed

(ρ1, ρ2, ..., ρN−1, ρN), but the expressions involved are very complicated and do not

give insight as to why the equations should be stiff. Instead, we present here a less

rigorous approach and try to obtain approximations to the eigenvalues for a particular

step configuration: that of equally spaced steps.
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Let ρi = ρ̄ + (i − 1)δ for i = 1, 2, ..., N for some r, where δ is the step spacing.

Then for δ � 1 and ρ̄ = O(1), the N ×N pentadiagonal Jacobian Matrix defined by

J(i, j) = ∂ρj
F (ρi−2, ρi−1, ρi, ρi+1, ρi+2), (6.4)

is

−3

2

ε

δ4














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










2 −3 1 0 . . . . . .

−3 6 −4 1 0 . . . . .

1 −4 6 −4 1 0 . . . .

0 1 −4 6 −4 1 0. . . .

. . . . . . . . .

. . 1 −4 6 −4 1 0 .

. . .

0 1 −4 6 −3

0 1 −3 2




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
















. (6.5)

We recognize this matrix as being the finite dimensional approximation to a fourth

derivative operator. To be more precise, if the eigenvalue problem

−3ε

2

d4

dx4
v(x) = λx, 0 < x < L (6.6)

such that v′(0) = v′′′(0) = v′(L) = v′′′(L) = 0 is solved by discretizing v(x) and

writing d
dx

as a second order differentiation matrix with a mesh width δ (so that

L = Nδ), then the matrix − 3ε
2

d4

dx4 would be precisely (6.5), and the N eigenvectors

and eigenvalues would be well approximated by

vn(xi) = cos
(nπxi

L

)

= cos
(nπxi

Nδ

)

, (6.7)

λn = −3

2
ε
(nπ

L

)4

= −3

2
ε
( nπ

Nδ

)4

, (6.8)

for n = 0, 1, ..., N − 1 (note that 0 is always an eigenvalue of (6.5) with corresponding

eigenvector (1, 1, 1..., 1)T ), where xi = (i− 1)δ for i = 1, ..., N .
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These approximations to the eigenvectors and eigenvalues become exact in the

limit of δ → 0 or N →∞. The smallest eigenvalue in magnitude is 0, and the largest

= O( ε
δ4 ). Therefore as the spacing, δ between all the steps becomes smaller, the

system (2.39)-(2.43) becomes stiff very rapidly.

This argument can also be applied to clusters of steps - all that changes is that N ,

the total number of steps is replaced by Ni, say - the number of steps in the cluster.

We can define a ‘local’ jacobian using Ni in much the same say, and a local step

spacing δi by taking advantage of the fact that (2.39)-(2.43) is only locally coupled

- so essentially, steps in one region can evolve without immediately affecting other

steps which are far away. Hence, it is possible to have relatively large1 local jacobians

for some steps, but moderate local jacobians everywhere else.

6.4 Code Details

6.4.1 The Algorithm

Here, we explain how the algorithm works. Pseudocode with detailed information on

the mechanics of the code is given in the Appendix.

As a reminder, the goal of the algorithm is to efficiently solve a system of locally

coupled ODEs where only a few of the components are stiff. A standard explicit

integrator would take small time steps for all components of the solution. Our method

involves using individual timestepping to take large steps for non-stiff components,

and small steps for the stiff ones.

The algorithm starts by taking an explicit, global time step, from tn to tn+1, say.

Use of an Embedded Formula (see 6.4.2) yields estimates for the Local Truncation

Error (LTE) for each component of the solution. Some of the LTEs may be very

large, because some of the components may be stiff, while others will be acceptably

small. We wish to keep the solutions which have small LTEs, but correct those which

have large LTEs by performing a second integration. The second integration will

1Jacobians with large eigenvalues
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basically be done only for the stiff components, and many small time steps will need

to be taken in the interval [tn, tn+1] to ensure stability (see 6.4.3 for details on how

our code performs this second phase of integration). Although this second round of

integration takes a large number of small time steps, it only needs to be done for

a small subset of the total number of components. When the second integration is

done, we must be able to generate dense output from the locally coupled non-stiff

components between tn and tn+1 in order to re-integrate the stiff components – see

Figure B, and the most natural way to do this is through interpolation. The way

that one interpolates to obtain the dense output is key to (non-trivially) generalizing

the method to higher order time steppers – see Section 6.5.1. Our method uses the

simplest type of interpolation – linear interpolation between tn and tn+1, meaning

that the time stepper we use in the second round of integration should not be more

accurate than 1st order.

When deciding which LTEs are ‘large’ and which are ‘small’, we adopt the fol-

lowing procedure: first, find the median, µ, of all the LTEs, which we will call ei.

Then, for some positive integer k, flag all components whose LTEs are greater than

10kµ (our code uses k = 2) as being unacceptably large. Let toli be the tolerance

for solution component i. Make sure that the unflagged solution components satisfy

tolerance requirements, i.e. maxratio ≡ Max(|ei/toli|) < 1 where Max() is taken

over all all unflagged components only. If this is not satisfied, the global step size is

reduced according to a formula like (6.3) using the value of α corresponding to the

order of the Embedded Runge Kutta Formula and maxratio as the ratio of errors.

If the tolerance requirements are satisfied, then the step size is increased using the

formula (6.3) using the same value of α and errmax.

Once solution components have been flagged as requiring re-integration, the lo-

cal coupling means that some of the non-stiff components may also have to be re-

integrated. To flag the solution components, the algorithm simply sweeps through all

N components in O(N) operations using the makepairs algorithm detailed in Ap-

pendix C. Because (2.39)-(2.43) is a pentadiagonal system of equations, if only rm(t)

and rm+2(t) are stiff components with large LTEs, then all three of the components
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rm(t), rm+1(t) and rm+2(t) must be re-integrated as a set, using the dense output from

rm−2(t), rm−1(t), rm+3(t) and rm+4(t) as ‘boundary conditions’. Hence, the algorithm

is slightly wasteful in that although rm+1(t) was deemed accurate enough, it still had

to be integrated for a second time.

For the rest of this paper, we will call the first time stepper I1 (used to generate

the LTEs in the first place), and the second time stepper I2 (used to re-integate stiff

components with large LTEs). In general, I1 and I2 do not have to be the same

method, or of the same order, but I1 has to be able to generate estimates of the Local

Truncation Error. In our code, I1 is a Cash-Karp Runge-Kutta Formula and I2 is a

Simple Euler routine which adjusts its step size by step doubling. We refer to [96] for

technical details of the Cash-Karp Embedded Formula.

6.4.2 Embedded Runge-Kutta Formulae

Embedded Runge-Kutta formulae contain two Runge-Kutta Formulae of different

orders. As in all Runge Kutta Methods, between tn and tn+1, samples of F(y, t) are

taken. In a conventional Runge-Kutta Formula, these samplings of F are weighted

and summed in order to advance the solution to tn+1. In an Embedded Formula,

however, more samplings are taken than for a normal Formula, with the benefit that

now the samplings can be weighted in two different ways, before being summed – and

these different weightings correspond to RK Formulae of different orders. In the case

of the Cash-Karp pair, 6 samplings are taken, with the result that the Embedded

Formula contains both a 4th and 5th order time stepper. The difference in the

solutions obtained by advancing with each of these integrators gives a measure of the

Local Truncation Error (LTE) committed by advancing from tn to tn+1. Adaptive

Integrators use this information to monitor the quality of the solution and adjust

their time steps accordingly.

Our algorithm uses the LTE in a different way: instead of immediately scaling

the time step if the smallest LTE is greater than the tolerance level, we make a note

of which solutions had the largest LTEs. The philosophy behind this is that it might

not be efficient to re-take the time step for every trajectory, if only a few of them
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are inaccurate. The largest LTEs 2 are discarded, and then, the time step scaled

according to the largest of the remaining errors. This way, we get a larger time

step for a majority of the solution components, and the way that this time step is

adjusted throughout the course of the integration is not affected by the presence of a

few rapidly varying or stiff components.

6.4.3 Re-integration of Step Bunches with Simple Euler

As mentioned already, step bunching instabilities can arise when integrating the step

flow equations, resulting in local stiffness. The trajectories of these step bunches are

integrated with an explicit Simple Euler Method. Although many small steps must

be taken because of the stiffness, the overall procedure is not too costly providing the

step bunching is restricted to only a small fraction of the total number of steps.

As a reminder for this section, we assume that we have two integrators at our

disposal, which we call I1 and I2. I1 takes large time steps for most of the slowly

varying components, whereas I2 takes relatively small steps for a few rapidly changing

components. When I1 takes a step from tn to tn+1, the algorithm uses a very crude

interpolation – linear interpolation – to produce dense output for non-stiff components

in the solution. Using a higher order method for I2 would require an interpolation

which is consistent with the method. For example, if we take I2 to be second order

Runge Kutta, quadratic interpolation would be required. Quadratic interpolation

would require 3 data points (for Lagrange Interpolation), or would have to make

use of derivative information at tn as well as the values at tn and tn+1 (Hermite

interpolation). We have only partially explored the possibility of using higher order

interpolants for the slowly varying component, but preliminary results seem to show

that (i) the accuracy of the stiff components depends crucially upon the quality of

the interpolation, and (ii) generating high quality interpolants as the algorithm is

running (‘during run time’) is non-trivial. In any case, since our routine uses linear

interpolation, using a time stepper I2 which is of second order (say) is wasteful because

large O((tn+1 − tn)2) errors propagate into the stiff components at every time step,

2The largest LTS are a few orders of magnitude larger than the median LTE, as stated in 6.4.1.
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when LTEs for I2 are O(∆t3) for a time step ∆t.

Step Doubling is a very crude way of adjusting the time step and these methods

have long been superseded by Embedded Runge Kutta Formulae [96]. However,

when (6.3) breaks down, using Step Doubling to monitor the quality of the solution

is reasonable, and (6.3) breaks down when the top step collapses in a singular fashion.

Details of the Step Doubling algorithm are given in Appendix C.

Note that there are two possibilities which can arise when performing the re-

integration with I2 on (2.39)-(2.43):

1. The re-integration involves solution components which includes ρ1.

2. The re-integration does not involve the top-most layer.

The reason to distinguish between these two cases is that 1. will involve integration

of a singular trajectory (see 6.3.1), but in general, 2. will not. Hence, in 1., using

Simple Euler is the ‘best’ that one can do, whereas in 2., there is the potential for

using higher order time steppers – but this generalization is not obvious because of

the interpolation issues (see 6.5.1).

6.4.4 Treatment of Singular Collapse of Top Step

Solving for ρ2
1, ρ2, ...ρN instead of ρ1, ρ2, ..., ρN improves the performance I2 because

now ρ2
1 satisfies

ρ2
1(t) ∼ C3(t0 − t) + C4(t0 − t)3/2 ln(t0 − t) (6.9)

as ρ2
1 → 0 for some constants C3 and C4, which means that ρ2

1 does have exactly one

derivative at t0. However, taking square roots to recover ρ1 will result in a drastic loss

in accuracy near t0: at time t, consider taking a time step of size ∆t with component

ρ2
1 using Simple Euler. Let ρ2

exact(t + ∆t) be the result of taking this time step using

a ‘perfect’ integrator, producing the exact solution at t + ∆t, given ρ2
1(t). Then
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|ρ2
1(t + ∆t)− ρ2

exact(t + ∆t)| = O(∆t3/2 ln ∆t) (6.10)

⇒ ρ1 = (ρ2
exact + O(∆t3/2 ln ∆t))1/2 (6.11)

= ρexact

(

1 +
O(∆t3/2 ln ∆t))

ρ2
exact

)1/2

(6.12)

Therefore, if ρ2
exact � O(∆t3/2 ln ∆t), i.e. we are sufficiently far away from the sin-

gularity, then the LTE for ρ1, |ρ1 − ρexact|, is O(∆t3/2 ln∆t). However, if ρexact �
O(∆t3/2 ln ∆t), and we are close to t0, then the LTE for ρ1 is O(∆t3/4(ln ∆t)1/2),

which is not really a big improvement over (6.2). Again, these order-of-magnitude

estimates for the LTE are independent of the order of I2. The main reason for solving

for ρ2
1 instead of ρ1 is not to improve accuracy, but rather to enable the algorithm to

‘step through’ the singularity at t = t0, and use linear interpolation to obtain t0, the

time of collapse of the top step. When I2 has ‘overstepped’ t0 and ρ2
1(tm) > 0 and

ρ2
1(tm+1) < 0 for some integer m, then we set

t0 =
ρ2

1(tm+1)tm+1

ρ2
1(tm)− ρ2

1(tm+1)
− ρ2

1(tm+1)tm
ρ2

1(tm)− ρ2
1(tm+1)

(6.13)

as an approximation to the collapse time. Once ρ1 is deemed to have vanished at t0,

it is removed from the system (2.39)-(2.43), the number of equations drops by one,

and ρ2
2(t) replaces ρ2

1(t) as the new top step.

6.5 Implementation and Validation

Figure B-46 shows the results of applying the multi-adaptive integration algorithm to

a TDL system. The algorithm takes small time steps for rapidly moving steps near

the facet, but larger time steps for those in the bulk. Hence, in the TDL case, most

of the work done by the algorithm is in re-integrating a few of the inner most steps:

the efficiency of the algorithm increases if there are many uniformly spaced steps in

the bulk.
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6.5.1 Interpolation issues

We wish to stress here that the main reason why our method for individual time

stepping is successful is because we use a low order integrator for I2, which means

that interpolation from solution data generated by I1 can also be of a low order.

In particular, if I2 is a Simple Euler Routine, then only linear interpolation needs

to be done to maintain consistency in the order of the I2 method. If we use an I2

which has order p, then the local truncation error for I2 is O(∆tp+1) and so the error

committed when interpolating the end points generated by I1 must also be O(∆tp+1).

For example, if we use Fourth Order Runge-Kutta as I1 to step from tn to tn+1, and

Second Order Runge Kutta as I2, then we need some way of generating dense solution

output between tn and tn+1 which has error at most O((tn+1− tn)3) during run-time,

so in this case simple linear interpolation would be inadequate. Possible solutions

are to use previous data points like tn−1, say, and use quadratic interpolation, or to

make use of our knowledge of the derivatives at tn and tn−1 to perform some kind of

Hermite interpolation. Ultimately, one would like the orders of I1 and I2 to be equal,

and this we leave for future work.

6.5.2 Validation

The code can be used to solve some model problems which have analytic solutions.

Obtaining accurate collapse times ti, i = 1, 2, ... for these model problems necessarily

follows from having a code which accurately solves for ρi(t). Consider the following

uncoupled system

ṙi = −1/ri (6.14)

for i = 1, 2, ..., N with initial condition ri(0) = i.

The solution to this set of ODEs is ri(t) =
√

i2 − 2t. Note in particular that the

solution has the same asymptotic singular behavior at the collapse times ti = i2/2.

In this case, r2
1 is simply linear in time, and can therefore be integrated exactly by
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Simple Euler. A second model problem is

ṙi = −1/r2
i (6.15)

with the same initial condition. In this case, r2
1 is no longer linear. The collapse times

in this system take the form ti = i3/3 because the exact solutions are

ri(t) = (i3 − 3t)1/3. (6.16)

Table A.8 shows the results of integrating both of these model systems.

As well as studying model problems, whose solutions are known, we can also

check the accuracy of our numerical scheme in the following way: a standard, fixed

time step (∆t = 10−6) Simple Euler routine was used to integrate (2.39)-(2.43), and

linear interpolation on ρ2
1 was used to obtain the collapse times (see Table A.9).

Since the value of ∆t used was very small, we took these collapse times as being the

“exact” values, and used them as a reference for the multi-adaptive scheme. The

multi-adaptive scheme takes much larger, variable sized time steps, but manages to

reproduce the times of collapse to about 4 or 5 digits of accuracy.
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Appendix A

Tables

Quantity Description Value Units Source Comments

g1 Free energy per unit
length and height to
create an isolated
step

∼ 0.001 eV/Å2 Ising Model1 -

g3 Step interaction en-
ergy per unit length
and height

0.04–0.06 eV/Å2 [55] Table 7 Si(111) at
900o

csDs Diffusion Coefficient
on terraces

108 s−1 [94] -

Ds Surface Diffusivity 1011 Å2/s [68] Monte Carlo
Simulations of
Si(111) using
kBT ∼ 0.1eV

csβ̃kd Adatom detachment
parameter

4.7× 10−3 eV/Å2s [48] Island decay
of Si(111) at
465o C

β̃ Step Stiffness 0.03 eV/Å [55] Table 8 at 950o C

Table A.1: Numerical values of main constants used in the axisymmetric Step Flow
Model (2.20) and (2.21)–(2.24).

1g1 =
β

h
=

εk

a2
− kBT

a2
ln

(

coth
εk

2kBT

)

where β is the energy per unit length required to create

an isolated step, h is the step height and εk ∼ 0.1eV is the kink energy. a = h ∼ 5Å is taken as the
lattice constant kBT ∼ 0.1eV

171



s τs anum (σa) aL(s) aS(s)

-0.20 10 660 (23) 588 667
-0.15 10 472 (24) 423 462
-0.10 10 285 (1) 270 286
-0.05 10 133 (0) 130 133
0.00 10 000 (0) 000 000
0.05 10 -117 (0) -120 -118
0.10 10 -223 (0) -233 -222
0.15 10 -321 (3) -337 -316
0.18 60 -371 (1) -396 -367
0.20 60 -404 (2) -435 -400
0.25 60 -492 (6) -526 -476

Table A.2: Numerical and theoretical exponents for the exponent a in the relation
(4.11). The step-step interaction parameter g = 10. Quantities in parentheses indi-
cate the standard deviation, σa, of the distribution of anum, and give an indication of
the error. The exponents aL and aS are competing theoretical predictions for anum

(see (4.23) and (4.26)). Step Flow Simulations were initialized with ρm = m1+s and
τs is the first sampling time (see Section 4.3.5). For convenience, values anum, σa, aL

and aS have all been multiplied by 104.

s τs bnum (σb) bL(s) bS(s)

-0.20 10 264 (6) 235 267
-0.15 10 263 (7) 239 262
-0.10 10 256 (0) 243 257
-0.05 10 252 (0) 247 253
0.00 10 249 (0) 250 250
0.05 10 246 (1) 253 247
0.10 10 246 (0) 256 244
0.15 10 247 (2) 258 242
0.18 60 244 (1) 260 241
0.20 60 243 (1) 261 240
0.25 60 247 (3) 263 238

Table A.3: Same as Table A.2 for g = 10, but for the exponent b. The values bnum,
σb, bL and bS have all been multiplied by 103.
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s τs γnum γL(s) γS(s)

-0.20 10 303 340 300
-0.15 10 329 355 325
-0.10 10 353 370 350
-0.05 10 373 385 375
0.00 10 392 400 400
0.05 10 414 415 425
0.10 10 432 430 450
0.15 10 446 445 475
0.18 60 457 454 490
0.20 60 464 460 500
0.25 60 477 475 525

Table A.4: Theoretical and simulation values for the exponent γ, when g = 10, where
the collapse times τn ∼ nγ(s) for large n. The exponents γL(s) and γS(s) are defined
in (4.39) and (4.40). Simulation conditions are the same as in Tables A.2 and A.3,
and γnum, γL and γS have been multiplied by 102.

s τs anum (σa) aL(s) aS(s)

-0.20 4× 103 620 (17) 588 667
-0.15 104 416 (6) 423 462
-0.10 105 283 (3) 270 286
-0.05 4.5× 104 130 (1) 130 133
0.00 105 000 (0) 000 000
0.05 1.9× 106 -112 (1) -120 -118
0.10 1.7× 106 -222 (0) -233 -222
0.15 2× 106 -321 (0) -337 -316
0.18 1.5× 106 -378 (0) -396 -367
0.20 1.8× 106 -404 (2) -435 -400
0.25 1.2× 106 -484 (2) -526 -476

Table A.5: Same as Table A.2 but with g = 0.01.
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s τs bnum (σb) bL(s) bS(s)

-0.20 4× 103 244 (60) 235 267
-0.15 104 238 (33) 239 262
-0.10 105 249 (3) 243 257
-0.05 4.5× 104 242 (2) 247 253
0.00 105 252 (1) 250 250
0.05 1.9× 106 252 (1) 253 247
0.10 1.7× 106 253 (1) 256 244
0.15 2× 106 255 (1) 258 242
0.18 1.5× 106 256 (1) 260 241
0.20 1.8× 106 254 (2) 261 240
0.25 1.2× 106 253 (6) 263 238

Table A.6: Same as Table A.3 but with g = 0.01.

s τs γnum γL(s) γS(s)

-0.20 4× 103 340 340 300
-0.15 104 352 355 325
-0.10 105 364 370 350
-0.05 4.5× 104 377 385 375
0.00 105 393 400 400
0.05 1.9× 106 411 415 425
0.10 1.7× 106 425 430 450
0.15 2× 106 440 445 475
0.18 1.5× 106 449 454 490
0.20 1.8× 106 453 460 500
0.25 1.2× 106 467 475 525

Table A.7: Same as Table A.4 but with g = 0.01.

eqn (6.14) (numerical) eqn (6.14) (exact) eqn (6.15) (numerical) eqn (6.15) (exact)
0.500 000 000 000 0.500 000 000 000 0.333 347 109 507 0.333 333 333 333
2.000 020 070 412 2.000 000 000 000 2.666 738 664 937 2.666 666 666 667
4.500 068 682 565 4.500 000 000 000 9.000 204 981 678 9.000 000 000 000
8.000 133 885 813 8.000 000 000 000 21.333 765 043 031 21.333 333 333 333

12.500 213 330 475 12.500 000 000 000 41.667 438 341 838 41.666 666 666 667

Table A.8: Collapse times, computed with the multi-adaptive algorithm, for model
systems (6.14) and (6.15).
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fixed step SE Multi-adaptive
0.540 289 230 794 0.540 305 641 980
5.100 219 762 927 5.100 284 674 837

21.036 583 847 637 21.036 757 035 271
59.481 455 149 416 59.481 830 949 331

135.366 866 973 862 135.367 562 952 919

Table A.9: First five collapse times shown for a TDL system, with ε = 0.01. These
collapse times were computed in two different ways: with a fixed step (∆t = 10−6)
Simple Euler Integrator, and with the Multi-adaptive Algorithm detailed in Chapter
6. The initial condition was a 15-terraced conical profile with unit spacing.
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Appendix B

Figures
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Figure B-1: Results from integration of the step flow equations when diffusion across
terraces is the rate limiting process. The radii of each of the steps are plotted as a
function of time. The step interaction parameter g = 10−6 and an initial step spacing
of unity was used. Note the rapid and regular collapse of the inner most step.
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Figure B-2: Results from integration of the step flow equations in the Terrace Diffu-
sion Limited (TDL) case, when the step interaction parameter g = 10−2. Following
Israeli and Kandel [50], the dotted line indicates the t1/4 envelope which approximates
the location of the facet.
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Figure B-3: Results from integration of the step flow equations in the Terrace Diffu-
sion Limited (TDL) case, when the step interaction parameter g = 1. Compared to
B-2 at a fixed time, the facet radius is a lot smaller.
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Figure B-4: Results from integration of the step flow equations in the Terrace Dif-
fusion Limited (TDL) case, when the step interaction parameter g = 10. The facet
radius is smaller still, compared to B-3 and B-2 at this value of g.
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Figure B-5: Results from integration of the step flow equations in the Terrace Diffu-
sion Limited (TDL) case, when step interactions are completely switched off (g = 0),
resulting in steps crossing, which is unphysical. When steps first cross, the equations
of motion are no longer valid.
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Figure B-6: Results from integration of the step flow equations when attachment-
detachment at steps edges is the rate limiting process, for g = 5× 10−4 and an initial
step spacing of unity.
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Figure B-7: ADL kinetics, with an initial step spacing of unity and g = 10−6. Step
bunching is very well developed for this small value of g, and the step bunches (as
opposed to individual steps) are now the main dynamical entities in the system.
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Figure B-8: The value of g in B-6 is used here, but the step simulation is initialized
with a uniform spacing of

√
500. Step bunching is well developed, similar to B-7, but

note the change in the vertical axis.
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Figure B-9: ADL systems with identical values of g/(step-spacing)2. Plot a) has
g = 10−4, and an initial step spacing of unity. Plot b) has g = 10−2 and an initial
step spacing of 10. The box in a) shows a region where step bunching is only starting
to develop. Note the scales on the horizontal and vertical axes of each plot.
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Figure B-10: ADL systems for g = 10−4, 10−5 and 10−6, initialized with unit step
spacing. Arrows indicate the step bunches which are analyzed in Section 2.4.3. The
inset shows a close up of a particular step bunch.
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Figure B-11: ADL system with g = 0. With step interactions switched off, the step
flow code predicts that steps can pass through each other, as shown by the solid and
dotted trajectories. The step flow equations break down when steps first cross.
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Figure B-12: ADL system with g = 10−4, starting with only 30 steps. Note that the
step which started with radius 30 has expanded and the radius of the step immediately
inside decreases monotonically.
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Figure B-13: ADL system with g = 10−6. The simulation was started with an
initial condition ρn = n + δρn, where δρn = 10−4 sin(200n) This small change in the
initial condition has produced significant differences in the resulting step bunching
instability, compared to Figure B-7. However, the two plots retain many similar
qualitative features.
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Figure B-14: Results from integration of the step-flow equations when both
attachment-detachment and diffusion are comparable to one another so that Ds

kL
=

m = O(1) in (2.24). In a) g = 10−5 and in b) g = 10−3. Step bunching is more
developed for the smaller value of g.
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Figure B-15: Step trajectories for mixed kinetics: a) g = 10−3, b) g = 10−4 c)
g = 10−7. Trajectories highlighted with a dot indicate that diffusion across terraces is
slower than attachment-detachment at step edges (TDL). An empty circle indicates
that attachment-detachment is slower than diffusion (ADL). An initial step spacing
of 10 was used in each case.
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Figure B-16: Step trajectories for mixed kinetics, initialized with step spacings of a)
8.3, b) 2.0. Regions highlighted with a cross indicate that diffusion across terraces is
slower than attachment-detachment at step edges (TDL), and an empty circle indi-
cates that attachment-detachment is slower than diffusion (ADL). Unmarked regions
correspond to diffusion and attachment-detachment being comparable. A value of
g = 10−3 was used in each case.
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Figure B-17: Step trajectories for mixed kinetics, initialized with step spacings of a)
1.0, b) 0.5. Regions highlighted with a cross indicate that diffusion across terraces is
slower than attachment-detachment at step edges (TDL), and an empty circle indi-
cates that attachment-detachment is slower than diffusion (ADL). Unmarked regions
correspond to diffusion and attachment-detachment being comparable. A value of
g = 10−3 was used in each case.
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Figure B-18: The level curves of F (ρn, δρ) ≡ log

(

log(1 + δρ/ρn)
1
ρn

+ 1
ρn+δρ

)

where δρ ≡

ρn+1 − ρn. Regions where F > 0 correspond roughly to TDL kinetics, and regions
where F < 0 correspond to ADL kinetics. When classifying the jth step from the
top, where j > 1, we must have δρ < ρn, so only the region to the right of the dashed
line is considered in this case.
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Figure B-19: Log-log plots of the average step spacing within the bunch against g,
for three different values of r0 under ADL kinetics. Values for (g, N) where N =
number of steps in bunch, are (10−7, 21),(3× 10−7, 21), (7× 10−7, 19), (5× 10−7, 19),
(10−6, 19), (2× 10−6, 20), (4× 10−6, 18), (10−5, 17) and (10−4, 16).
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Figure B-20: Log-log plots of the total bunch width against g, for three different
values of r0 under ADL kinetics. The bunches measured are the same as those in
Figure B-19.
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Figure B-21: Plots of En(g, 50) for different g. The inset plot shows a close up of a
representative En (for g = 0.1), indicating the presence of a local maximum.
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Figure B-22: Plots of En(0.01, N) and En(0.02, N) for different N . The inset in the
top figure shows a close up of a representative En.
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Figure B-23: These four plots illustrate possible scalings for En, providing quantifi-
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a possible En ∼ log(1
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Figure B-24: Using the scaling results from B-23, the similarity form for En =
N4G(n/N), for some function G, is obtained empirically through a data collapse
of the results from Figure B-22.
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Figure B-25: Step density profiles under TDL kinetics, sampled between collapse
times t47 = 8.58× 105 and t48 = 9.33× 105 for ε = 1.7× 10−4. Each profile has been
shifted to the right by 0,100,200,...,400 for convenience.
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the asymptotic relation τn ∼ n4 – see Remark 2.3.1. A value of g = 0.01 was used.
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propagate into the bulk logarithmically in time.
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Figure B-28: Theoretical and numerical exponents for a, b and γ, from Tables A.2,
A.3 and A.4. These exponents are used for similarity solutions in (4.43) in conjunction
with (4.47) and (4.48), or (4.49) and (4.50). A value of g = 10 was used on all runs,
for a range of algebraic profiles ρn = n1+s. The exponent γ is defined through (4.6).
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Figure B-29: Theoretical and numerical exponents for a, b and γ, from Tables A.5,
A.6 and A.7. These exponents are used for similarity solutions in (4.43) in conjunction
with (4.47) and (4.48), or (4.49) and (4.50). A value of g = 0.01 was used on all runs,
for a range of algebraic profiles ρn = n1+s. The exponent γ is defined through (4.6).
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Figure B-30: Collapsed data sets for the numerical step density function, for algebraic
profiles, with shape parameter s = 0 (see 4.1) and step-step interaction parameters
g = 0.01 (top) and g = 10 (bottom). Inset shows pre-collapsed data sets.
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Figure B-31: Collapsed data sets for the numerical step density function, for algebraic
profiles with shape parameters s = −0.1 and s = 0.25, and step-step interaction
parameter g = 10. Insets show pre-collapsed data.
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Figure B-32: Collapsed data sets for the numerical step density function, for algebraic
profiles with shape parameter s = −0.2 and s = 0.15, and step-step interaction
parameter g = 0.01. Insets show pre-collapsed data.
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Figure B-33: Plot a) Solutions to the Universal ODE (3.40), f0(η). These curves
correspond to (c1, c3) = (1.67,−0.22), (1.73,−0.23),(1.78,−0.24), and (1.79,−0.25)
for ε = 9 × 10−3,1.9 × 10−3, 1.7 × 10−4 and 6.8 × 10−5. Plot b) shows the actual
step density profiles, F , constructed from taking f0(η), applying stretches, shifts and
adding an outer solution: see (3.51) for the composite formula for F .

208



(a)

2 2.5 3 3.5 4

0.6

0.8

1

1.2

1.4

1.6

x

F
(x

)

 

 

ε=6.8e−5
ε=1.7e−4
ε=1.9e−3
ε=9e−3

(b)
10 9 8 7 6 5 4

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

log(ε)

lo
g

(a
0),

 lo
g

(F
m

ax
) 

an
d

 lo
g

(f
m

ax
)

Scaling of the peaks

a
0

F
max

f
max

 1/2

Figure B-34: Plot a) shows step density profiles generated from simulations. Plot (b)
shows the scaling of the step density peaks fmax and Fmax from Figures B-33 a) and
b) respectively, as well as the dependence of a0 = O(ε−1/2) for (3.60).
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Figure B-35: Plots showing similarity solutions to the MAS PDE implemented with
the step drop boundary condition (3.81) for ε = 9 × 10−3 and 1.9 × 10−3. The
final integration time for both simulations was t = 1 × 106. Values of (c1, c3) were
(0.94, 0.003) and (1.00,−0.019)
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Figure B-36: Plots showing similarity solutions to the MAS PDE implemented with
the step drop condition (3.81) for ε = 1.7×10−3 and 6.8×10−3. The final integration
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Figure B-37: This plot shows the scaling of c1, c3 and Fpeak with ε, with the step drop
condition (3.81) implemented. The coefficients c1 and c3 come from the expansion of
f0(η) in (3.44), and Fpeak is the maximum value of F in the composite formula (3.51).
Slopes were calculated using the 5 leftmost data points. The theoretical scaling for
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Figure B-38: Similarity solutions to (3.88) for ε = 0.015 and ε = 0.15. The dashed
curves are for solutions using the step drop boundary condition (3.106), the solid
curves use continuity of chemical potential at the facet (3.105), and the circles repre-
sent data taken from the step-flow model.

213



2 4 6 8 10
0

0.2

0.4

0.6

0.8

1

η = r/(Bt)1/4

F
(η

)
g

3
/g

1
 = 1.500 

stepdrop

simulation
chem. pot.

5 10 15 20
0

0.2

0.4

0.6

0.8

1

η = r/(Bt)1/4

F
(η

)

g
3
/g

1
 = 15 

chem. pot.
simulation
stepdrop

Figure B-39: Similarity solutions to (3.88) for ε = 1.5 and ε = 15. The dashed curves
are for solutions using the step drop boundary condition (3.106), the solid curves use
continuity of chemical potential at the facet (3.105), and the circles represent data
taken from the step-flow model.

214



0 2000 4000

1.98

2

2.02

2.04

time

f

k=0.3, s=−0.1, g=10−2

0 1000 2000 3000 4000 5000

−5

−4

−3

time

lo
g(

f)

decay rate = −4.929e−04, r = 180.00
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Figure B-42: Data from step simulations showing that the decay rate, λ, (defined in
(5.6)) of sinusoidal perturbations is proportional to the fourth power of the wavenum-
ber, for different values of r. The shape parameters used were s = −0.1 and s = 0.2
and the values of g used were 0.01 and 0.1. For clarity, in top plot, the two sets of
data for r = 180 and r = 250 have been shifted to the right by log k = 1 and log k = 2
respectively. A similar translation was done on the bottom plot.
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Figure B-43: Data from step simulations showing that the decay rate of small per-
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3
ε, confirming (5.6). The top plot is for a conical

profile, s = 0. The bottom is for s = −0.15. The wavenumbers for the perturbations
were k = 0.1 and k = 0.5. The three sets of data for for r = 280, 320 and 340 have
been shifted to the right by log g = 1, 2 and 3. The data for r = 75 and 80 have also
been shifted in a similar way.
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Figure B-44: Plots showing the nonlinear evolution and eventual decay of the step
density function. The initial form F (r, 0) was 1
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. a) shows the initial
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observe a uniform decay throughout the whole of F .
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Figure B-45: Schematic showing the two phases of integration with timesteppers I1

and I2. Smaller time steps are taken for stiff components using a low order method,
while larger sized steps are used in the slowly varying bulk. In the illustration,
point B is interpolated from points A and C, and because equations (2.39)-(2.43) are
pentadiagonal, points B,D,E,F and G must be used to compute point H. In practice,
there would be more than one stiff component, because stiffness would arise from step
bunching.
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Figure B-46: Multi-adaptive integration of step flow equations using individual time
stepping.
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Appendix C

Numerical Methods

C.1 Similarity Solutions of MAS PDE, for ε� 1

C.1.1 Solution of Universal ODE

Here we give details on how to numerically solve the Universal ODE (3.40)

d3f 2
0

dη3
− f0 + 1 = 0 (C.1)

which describes the step density f0 inside the boundary layer near the facet located

at η = 0. see . Our procedure is essentially a Newton iteration, but we approximate

function derivatives using dense Pseudospectral Differentiation matrices based on

Rational Chebyshev Functions. (see [117] for details).

Since the actual domain of solution is infinite, we use a change of variables

η =
L(1 + y)

(1− y)
, (C.2)

to map the semi-infinite domain η ∈ (0,∞) onto y ∈ (−1, 1). The input parameter

L controls the the mesh spacing1 in the infinite domain and must be chosen so that

the boundary layer near η = 0 is well resolved.

1For Chebyshev grids, the mesh spacing is non-uniform and cluster together more at the end
points -1 and 1.
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Furthermore, solving for g ≡ f 2
0 is preferable to solving for f0 directly, due to g

being more regular at η = 0, by (3.44). Recast in terms of g, equation (C.1) becomes:

(
(1− y)2

2L

d

dy

)3

g −√g + 1 = 0, (C.3)

with boundary conditions

g(−1) = 0, (C.4)

g(1) = 1, (C.5)

g′(−1) = α, (C.6)

where α ≡ c2
1 is the first coefficient in the expansion of f 2

0 (η) (see (3.44)). The ODE

(C.3) with boundary conditions (C.4)-(C.6) is solved in the following way: let D_y

be the differentiation matrix for the Chebyshev grid (see [117] for a definition), y the

vector of n Chebyshev points

yk = cos

(
kπ

n− 1

)

, k = 0, 1, 2, ..., n− 1, (C.7)

and define the following matrices:

D = (0.5/L) * (1-y).^2 * D_y,

D3 = D^3,

D3_int = D3(2:end-1,2:end-1).

Here, we are using ‘MATLAB notation’, so that a dot between the vector and the

carat means that the power-operation should be performed on each component of

the vector, the submatrix M(1:3,1:4) refers to the first three rows and first four

columns of the matrix M, and v(end) refers to the last component of the vector v.

224



Figure C-1: Block diagram for constructing part of the residual vector corresponding
to the first term in (C.3).

Furthermore, let g be the solution vector with n components such that

g(end) = g(−1) = 0 (C.8)

g(1) = g(+1) = 1 (C.9)

g_int = g(2:end-1) (C.10)

Note that the entries of g must be reversed because the Chebyshev points in (C.7)

are also reversed, and form a decreasing sequence in k. We now define the (n − 2)-

component residual vector

Res =

D3_int * g_int + D3(2:end-1,1) * g(1) - sqrt(g_int) + 1.

Note that g(end) and g(1) are not variables. The boundary condition (C.6) is

incorporated into the iteration by overwriting the first component of Res (which

corresponds to η � 1):

Res(1) =

D(end,2:end-1) * g_int + D(end,1) * g(1) - alpha
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% (last component of D*g) = alpha

Solving (C.3) has now been reduced to a root-finding problem: we must solve Res = 0

in (n−2) variables, and these variables consist of the components of g_int. The root-

finding is done using a Newton iteration:

g_int_new = g_int_old - J^(-1) * Res

where J is the Jacobian of Res and takes the form

J = D^3 - (1/2) * diag(g.^(-1/2))

J(1,:) = D(end,2:end-1) % overwrite first row of J

The entries of the matrix diag(v) are all zero, except for its leading diagonal, which

consists of the entries of the vector v.

C.1.2 Construction of the Composite Solution

Solution with Continuity of Chemical Potential

Here, we give details on how to solve for the constants c1,c3,a0,A and x0 in the

composite formula (3.51), by imposing continuity of chemical potential at the facet.

The 5 boundary conditions [78] discussed in Chapter 3, (3.53)- (3.57) are:

a2
0x0A(3ε2/3c2

1 + (x0A)2) = 3 (C.11)

a2
0ε

1/3x0A(3ε1/3c2
1 − 4x0Ac1c3) = 3, (cont. chem. pot.) (C.12)

4a0A
3 = x0, (C.13)

a0 =
3

x4
0

+ 1, (C.14)

c1 = S(c3). (C.15)

The constants (c1, c3) parameterize the solution to the Universal ODE (3.40), and

determine f0(η). This section outlines the steps taken in [78] to reduce the system

(C.11)-(C.14) to a single equation in c1 and c3, by eliminating a0, A and x0, and then

solving numerically for (c1, c3) with (C.15).
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It is convenient now to switch back to the notation used in MAS, write w̃ = x0A,

and reduce equations (C.11)–(C.14) to

a2
0w̃(3ε2/3c2

1 + w̃2) = 3, (C.16)

a2
0ε

1/3w̃(3ε1/3c2
1 − 4w̃c1c3) = 3, (cont. chem. pot.) (C.17)

a2
0 − a0 −

3

4w̃3
= 0. (C.18)

Equation (C.18) comes from (C.13) and (C.14). Now, λ is introduced through the

relation

w̃3a2
0λ

2 = 3. (C.19)

Equations (C.16), (C.18) and (C.19) imply

c1(λ) = ε−1/33−1/2

[
3

16

(4− λ2)2

λ2

]1/3√
λ2 − 1, (C.20)

and (C.16), (C.17), (C.18) and (C.19) imply

c3(λ) = −
√

3

4
(λ2 − 1)−1/2. (C.21)

Equations (C.20) and (C.21) parameterize a curve in (c1, c3) space in terms of λ.

Upon eliminating λ, this curve takes the following form [78]:

c1ε
1/3 = − 3

4c3

[
1

162c2
3

(16c2
3 − 1)2

(16c2
3 + 3)

]1/3

. (C.22)

Hence, for each value of λ, there corresponds a pair (c1, c3).

Remark C.1.1 It should be noted that the derivation of (C.21) and (C.22) uses

Continuity of Chemical Potential at the facet, but (C.20) does not. The reason for

making this distinction is that later on, when we replace Continuity of Chemical

Potential with the Step Drop Condition, we will be reusing equation (C.20).

The intersection points in (c1, c3) space of (C.22) and c1 = S(c3) are now solved

numerically to yield (ideally) exactly one pair, (c∗1, c
∗
3), corresponding to one value of
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λ = λ∗. The pair (c∗1, c
∗
3) specifies f0(η) uniquely. The three other constants a0, w̃

and x0 all follow, if λ∗ is known [78]:

a0 =
|4− λ∗2|+ (4 + λ∗2)

2|4− λ∗2|
, (C.23)

w̃ =

[
3

16

(4− λ∗2)2

λ∗2

]1/3

, (C.24)

x0 =

{
3

8

[|4− λ∗2|+ (4 + λ∗2)]|4− λ∗2|
λ∗2

}1/4

. (C.25)

These relations also are independent of the Chemical Potential Boundary Condition.

Two plots taken from MAS are now shown in Figure C-2. The intersections in (a)

show the pairs (c∗1, c
∗
3) for different values of ε. These pairs produce the solutions

to f0(η), shown plot (b). It was later found out that the code which produced the

c1 = S(c3) curve contained a small programming error. With the error fixed, we

have the results in Figure C-3. Figure C-3 shows the revised version of Figure C-2

a), and a close up. These results suggest that as ε → 0, c∗1 and c∗3 are only weakly

dependent on ε. Even as ε spans several orders of magnitude, c∗1 and c∗3 remain

O(1), and in fact (c∗1, c
∗
3) → (2,−0.25) as ε → 0. In general, there appear to be

three possible intersection points between the newly revised c1 = S(c3) and equation

(C.22). However for extremely small values of ε, the number of intersections reduces

to two, and the corresponding values of (c∗1, c
∗
3) are very close to each other. The

consequence of this is that for ε � 1, the ambiguity in (c∗1, c
∗
3) has no real effect on

f0(η).
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Figure C-2: Plots taken from the paper by MAS [78]. The intersections in (a) produce
pairs (c∗1, c

∗
3) which uniquely determine f0(η), the solution to the Universal ODE

(3.40): the f0(η) corresponding to each value of ε is shown in (b). The code which
produced the curve c1 = S(c3) in (a) contained a small programming error.
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Figure C-3: Plots (a) and (b): intersections of the curve c1 = S(c3), and the conti-
nuity of chemical potential boundary condition (C.22), with the programming error
removed. In (a), c1 = S(c3) was generated using the pseudo-spectral method outlined
in Section C.1.1 . For values of c1 greater than about 3, f 2

0 in (3.40) becomes negative,
corresponding to unphysical solutions. The intersections shown here correspond to
the solutions in Figure B-33 (b).
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Remark C.1.2 We can re-write equation (C.21), which does not assume continuity

of chemical potential, as

λ2 − 1−G

[
16

3

λ2

(4− λ2)2

]2/3

= 0, (C.26)

where G = 3c2
1ε

2/3. The roots of this equation are shown in figure C-4. For small G,

0.5 1 1.5 2 2.5 3 3.5
−2

0

2

4

6

8

10

12

14

λ

λ2  −
 1

 −
 G

((
16

/3
)*

(λ
2 /(

4−
λ2 )2 ))

2/
3

 

 
G=0.01
G=0.1
G=0.5
G=2

Figure C-4: Plots showing the roots of Equation (C.26) for different values of G ≡
3c2

1ε
2/3.

there are three possible roots for λ which implies three possible intersections (c∗1, c
∗
3):

one close to λ = 1 and two close to λ = 2. For larger values of G, two roots vanish,

leaving a unique solution, λ > 2. The unphysical scalings which are predicted by the

condition of Chemical Potential Continuity correspond to one of the λ ≈ 2 roots: for

example, in order for a0 = O(ε−1/2), we must take the λ = 2 + O(ε1/2) in (C.23).
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Solution with Step Drop Condition

The step drop condition (3.81) replaces equation (C.12) with

( x0

A4

)

(c1c3ε
1/3)− 1

x3
0

+ x0 =
1

τ ∗1/4
. (C.27)

In this equation, τ ∗ is an external parameter relating to the collapse of the inner most

step, and comes from the discrete step flow simulations. We recall that a conversion

from the parameters (c1, c3) → (α, β) where α = c2
1 and β = 4c1c3 results in more

stable numerical methods (see (3.45) and comments after).

The pseudospectral method in C.1.1 establishes a relation between α and β:

β = S̃(α) (C.28)

Analogous to the case of the chemical potential boundary condition, we use the re-

maining four equations (C.11), (C.13), (C.14) and (C.27) to obtain another relation

between α and β, which we shall call

β = P (α; ε). (C.29)

For every value of α and input parameter ε, P (α, ε) is obtained using the following

procedure:

1. For a particular value of τ ∗, ε and α, calculate G = 3αε2/3.

2. Find the root of (C.20), λ∗, which is closest to λ ≈ 1 (the λ ≈ 2 root, as we

have seen, leads to unphysical solutions).

3. Compute a0, w̃ and x0 from (C.23), (C.24) and (C.25).

4. Compute β ≡ 4c1c3 from (C.27) using a Newton iteration (for example).

The curve β = S̃(α) and the family of curves β = P (α; ε) are shown in Figure C-5.

For a particular value of ε, the intersections of S̃ and P produce a pair (α, β) which
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Figure C-5: Intersection of β = S̃(α) and β = P (α, ε) to generate solutions to the
3rd order MAS ODE (3.40) implemented with the step drop boundary condition.

fix the inner solution f0(η) in (3.40), and this pair corresponds to a particular value of

λ = λ∗. The full solution F is obtained through using λ∗ in equations (C.23), (C.24)

and (C.25) to obtain the stretch factors and shift factors needed to construct the full

solution. Some of these solutions are shown in Figures B-35 and B-36.

C.2 Similarity Solutions MAS PDE, arbitrary ε

C.2.1 Numerical Procedure

Here we give details on the numerical solution of the ODE (3.88) with boundary

conditions (3.89)-(3.93) and either (3.94) or (3.95). MATLAB’s bvp4c program [5]

was used as the solver for this boundary value problem. The domain of solution

is [ξ0, E] where E � 1 will approximate the point at infinity. The code bvp4c is

a fourth order collocation method [7] which is fairly flexible in terms of being able

to tackle singular problems and allowing implementation of numerical continuation

(see later). We first make a linear change of variable s = ξ − ξ0 to map [ξ0, E] onto

[0, E ′] where E ′ = E − ξ0 The ODE, written as a system of 1st order equations for
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ε ≡ g3/g1 τ ∗ φ x0SD x0CP

0.015 0.22 0.08 1.44 2.24
0.15 0.21 0.18 1.13 1.87
1.5 0.18 0.45 0.59 1.11
7.5 0.12 0.90 0.49 0.49
15 0.07 1.33 0.31 0.31

Table C.1: Tabulated values of φ, τ ∗ and facet widths x0 ≡ ε1/8ξ0 for different values
of ε. x0SD and x0CP are the facet widths obtained when applying boundary conditions
(C.39) and (C.40) respectively.

(

G1 = f 2, G2 =
df 2

ds
, G3 =

d2f 2

ds2
, G4 =

d3f 2

ds3

)

to be solved on s = [0, E ′] becomes

G′
1 = G2, (C.30)

G′
2 = G3, (C.31)

G′
3 = G4, (C.32)

G′
4 = − 2

s + ξ0
G4 +

3

(s + ξ0)2
G3 −

3

(s + ξ0)3
G2 (C.33)

+
3

(s + ξ0)4
G1 +

α0(s + ξ0)

8
G

−1/2
1 G2 +

3

(s + ξ0)4
, (C.34)

and the 5 boundary conditions are

G1(0) = 0 (C.35)

3ξ0G2(0)− ξ3
0G4(0) = 3 (C.36)

G1(E
′) = k2g (C.37)

G2(E
′) = 0 (C.38)

and EITHER 3ξ0G2(0)− ξ2
0G3(0) = 3 (C.39)

OR
1

ξ3
0

+ G4(0) +
2

ξ0
G3(0)− 1

ξ2
0

G2(0) = −φ (C.40)

where

φ =
ε3/8

4τ ∗1/4
= O(ε3/8) (C.41)

Values for φ are shown in Table C.1. The solution of (C.30)-(C.34) would now be
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relatively simple if it were not for the fact that G′
4(s) is divergent at s = 0. In fact,

we show below that G′
4(s) ∼ s−1/2 by considering the Taylor Series expansion for f 2.

The solver bvp4c does evaluate (C.30)-(C.34) on both endpoints of the domain, and

a naive implementation would result in erroneous output due primarily to singular

Jacobians. One way to avoid this problem is to solve the ODE on [s0, E
′] as opposed to

[0, E ′] where s0 > 0. Providing s0 is chosen to be large enough, G′
4(s0) ∼ s

−1/2
0 can be

made small enough so that the iterations in bvp4c converge to give a unique solution

for (G1, G2, G3, G4). We therefore need to supplement equations (C.35)-(C.40) with

extra conditions for the values of G1(s0), G2(s0), G3(s0) and G4(s0), which are all

obtained through considering their series expansions. Hence, s0 must be chosen such

that it is large enough to avoid large Jacobians for (C.30)-(C.34), but small enough

so that Gi(s0) are represented accurately with a reasonable number of terms. Taking

more terms in the series expansions for the Gi allows a greater value of s0 to be chosen.

Section C.2.6 in this appendix gives the form of these expansions for reference.

The expansion for f is

f = c1s
1/2 + c3s

3/2 + c5s
5/2 + ... (C.42)

⇒ f 2 = c2
1

︸︷︷︸

A

s + 2 c1c3
︸︷︷︸

B

s2 + (2c1c5 + c2
3)

︸ ︷︷ ︸

C

s3 + ... (C.43)

⇒ G1(s = 0) = 0, (C.44)

G2(s = 0) = A, (C.45)

G3(s = 0) = 4B, (C.46)

G4(s = 0) = 6C, (C.47)

and cj for j > 5 can be written in terms of c1, c3 and c5 simply by substituting (C.42)

into the ODE (3.88) and equating coefficients. Section C.2.6 shows the form of the

cj explicitly. In particular, when α0 6= 0, c6 6= 0 and so the fourth derivative of f 2(s)

diverges as s−1/2 as s→ 0. For α0 = 0, the expansion of f only contains terms of the

form sm/2 where m is odd, and so in this case, f has infinitely many derivatives at
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s = 0.

The boundary conditions for the ODE now consist of 8 equations because (c1, c3, c5)

(or A, B and C) are included as unknown parameters in the problem. In particular,

(C.35) is replaced with a series representation for G1(s0), (C.36),(C.39) and (C.40)

are re-written in terms of A, B and C using (C.44)-(C.47), and three other equa-

tions specify the values of G2(s0), G3(s0) and G4(s0) through their asymptotic series.

Hence, (C.35)-(C.40) become

G1(s0)− Sm
1 (s0) = 0 (C.48)

G2(s0)− Sm
2 (s0) = 0 (C.49)

G3(s0)− Sm
3 (s0) = 0 (C.50)

G4(s0)− Sm
4 (s0) = 0 (C.51)

G1(E
′)− k2g = 0 (C.52)

G2(E
′) = 0 (C.53)

ξ0A− 2ξ3
0C − 1 = 0 (C.54)

and EITHER 3ξ0A− 4ξ2
0B − 3 = 0 (C.55)

OR 1 + 6Cξ3
0 + 8Bξ2

0 − Aξ0 + φξ3
0 = 0 (C.56)

where Sm
j (s0) is a series representation of Gj(s0) up to the term s

m/2
0 . A solution to

the boundary value problem now consists of the four functions (G1, G2, G3, G4), and

the four parameters (A, B, C, ξ0).

C.2.2 Initial Guess for Gi(s)

This was set to:

G1(s) = ase−s + k2g tanh s, (C.57)

G2(s) = a(1− s)e−s + k2g sech2s, (C.58)

G3(s) = a(s− 2)e−s − 2k2g sech2s tanh s, (C.59)

G4(s) = a(3− s)e−s − 2k2g sech4s + 4k2g sech2s tanh2 s, (C.60)
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for some constant a so that G1(0) = 0 and G1(s) ∼ gk2 as s → ∞. Iterations were

generally found to be convergent when a was taken to be about 0.05.

C.2.3 Validation of Code

As well as checking that numerical solutions match the exact ones when α0 = 0, in

the fully nonlinear case (see C.2.5), we can also check the validity of the expansions

Sm
j (s0) by doing a convergence study of ξ0. As m is increased, so should the accuracy

of ξ0. Although we do not have an analytic form for ξ0 when α0 = 1, we can still check

convergence by taking s0 sufficiently small to get an approximation to the ‘exact’ ξ0,

ξ0e say, and then plotting |ξ0(s0)−ξ0e| vs s0 for larger s0. Figure C-6 shows the results

of these convergence studies in the linear and nonlinear cases.

C.2.4 Numerical Continuation

The code bvp4c requires the user to input starting values for the functions Gi(s) and

the parameters (A, B, C, ξ0). Convergence to the true solution is contingent upon the

quality of the initial guess, and a good initial guess is not always known a priori. In

our case, however, we can solve the problem exactly when α0 = 0 and E is finite.

To solve for the fully nonlinear case (α0 = 1), we start with the solution to the

linear problem – let us denote this by P(g, α0 = 0, E), to indicate dependence on the

problem parameters g, α0 and E - and use the solution to this problem as the initial

condition to P(g, dα0, E) where dα0 � 1. Likewise, once this has been solved, we use

that solution as the initial guess to P(g, 2dα0, E) etc. until we obtain the solution to

P(g, α0 = 1, E). A similar “bootstrapping” procedure can be done to reach particular

values of g, E and φ (for the step drop condition) when the solution does not converge

from the initial condition (C.57)-(C.60). In particular, for the step drop problem, it

was very difficult to converge onto the solution using the initial guess (C.57)-(C.60)

and α0 = 1 when g was less than about 0.1. Numerical continuation was essential

to obtaining any kind of solution in this case. More details on Continuation can be

found in [7].
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legend, and varies depending on the number of terms taken in the expansions of Sm
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C.2.5 Exact Solutions when α0 = 0

For reference, exact solutions are provided in the linear case when α0 = 0, and the

domain of solution is finite (on [ξ0, E]). Equation (3.88), and the boundary conditions

are then linear in f 2 and the solution, along with ξ0 can be solved for exactly because

(3.88) is an inhomogeneous, equidimensional ODE which has the solution

f 2(ξ) =
A1

ξ
+ A2ξ

3 + A3ξ + A4ξ ln ξ − 1 (C.61)

We now compute values for A1, A2, A3, A4 and ξ0 for the case where:

(i) Continuity of chemical potential is enforced at the facet, and

(ii) The step drop condition is enforced at the facet.

Exact Solutions with Continuity of Chemical potential

We obtain a nonlinear algebraic system of equations for (A1, A2, A3, A4, ξ0) by impos-

ing boundary conditions (C.35)-(C.40) at ξ = ξ0 and ξ = E:

A1

ξ0

+ A2ξ
3
0 + A3ξ0 + A4ξ0 ln ξ0 = 1 (C.62)

3A1

ξ0
+ 3A2ξ

3
0 + 3ξ0A3 + 4ξ0A4 + 3A4ξ0 ln ξ0 = 3 (C.63)

A1

E
+ A2E

3 + A3E + A4E lnE = C0 (C.64)

−A1

E
+ 3A2E

3 + A3E + A4E + A4E lnE = 0 (C.65)

−5A1

ξ0
+ 3A2ξ

3
0 + 3A3ξ0 + 2A4ξ0 + 3A4ξ0 ln ξ0 = 3 (C.66)
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where C0 = gk2 + 1. This system can be solved exactly for (A1, A2, A3, A4), and a

cubic equation is obtained for ξ0:

A1 = 0, (C.67)

A2 = − C0

2E3
, (C.68)

A3 =
3C0

2E
, (C.69)

A4 = 0, (C.70)

ξ3
0 − 3E2ξ0 +

2E3

C0
= 0. (C.71)

The α0 = 0 solution is therefore

f(ξ) =

(

C0

2

[

3

(
ξ

E

)

−
(

ξ

E

)3
]

− 1

)1/2

(C.72)

where ξ0 ≤ ξ ≤ E.

Exact Solutions with Step Drop boundary condition

The algebraic system to solve here is exactly the same as (C.62)-(C.66) but with

(C.66) replaced by

−A1

ξ0
+ 15A2ξ

3
0 − A3ξ0 − A4ξ0 ln ξ0 + φξ3

0 = −1. (C.73)

Now the coefficients and scaled facet location are given by

A1 = −E4φ

16
+

E

2
+

E(C0 − 1)

2
, (C.74)

A2 = − φ

16
, (C.75)

A3 =
1

2E
+

C0 − 1

2E
+

E2φ

8
, (C.76)

A4 = 0, (C.77)

(C.78)
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and ξ0 satisfies the quartic polynomial

A2ξ
4
0 + A3ξ

2
0 − ξ0 − A1 = 0 (C.79)

C.2.6 Series Expansions

Here, we give the series expansions for Sm
j with m = 10: these expansions are used

in the boundary conditions (C.48)-(C.51).

S10
1 (s0) = c2

1s0 + 2c1c3s
2
0 + (c2

3 + 2c1c5)s
3
0 + 2c1c6s

7/2
0 + 2(c3c5 + c1c7)s

4
0

+2(c3c6 + c1c8)s
9/2
0 + (c2

5 + 2c3c7 + 2c1c9)s
5
0

S10
2 (s0) = c2

1 + 4c1c3s0 + 3(c2
3 + 2c1c5)s

2
0 + 7c1c6s

5/2
0 + 8(c3c5 + c1c7)s

3
0

+9(c3c6 + c1c8)s
7/2
0 + 5(c2

5 + 2c3c7 + 2c1c9)s
4
0

+11(c5c6 + c3c8 + c1c10)s
9/2
0 + 6(c2

6 + 2(c5c7 + c3c9 + c1c11))s
5
0

S10
3 (s0) = 4c1c3 + 6(c2

3 + 2c1c5)s0 +
35

2
c1c6s

3/2
0 + 24(c3c5 + c1c7)s

2
0 +

63

2
(c3c6 + c1c8)s

5/2
0

+20(c2
5 + 2c3c7 + 2c1c9)s

3
0 +

99

2
(c5c6 + c3c8 + c1c10)s

7/2
0

+30(c2
6 + 2(c5c7 + c3c9 + c1c11))s

4
0 +

143

2
(c6c7 + c5c8 + c3c10 + c1c12)s

9/2
0

+42(c2
7 + 2(c6c8 + c5c9 + c3c11 + c1c13))s

5
0

S10
4 (s0) = 6(c2

3 + 2c1c5) +
105

4
c1c6s

1/2
0 + 48(c3c5 + c1c7)s0 +

315

4
(c3c6 + c1c8)s

3/2
0

+60(c2
5 + 2c3c7 + 2c1c9)s

2
0 +

693

4
(c5c6 + c3c8 + c1c10)s

5/2
0

+120(c2
6 + 2(c5c7 + c3c9 + c1c11))s

3
0 +

1287

4
(c6c7 + c5c8 + c3c10 + c1c12)s

7/2
0

+210(c2
7 + 2(c6c8 + c5c9 + c3c11 + c1c13))s

4
0

+
2145

4
(c7c8 + c6c9 + c5c10 + c3c12 + c1c14)s

9/2
0

+336(c2
8 + 2(c7c9 + c6c10 + c5c11 + c3c13 + c1c15))s

5
0
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where

c6 =
α0ξ0

105

c7 =
1

16ξ4
0c1
− c1

16ξ3
0

+
c3

4ξ2
0

− c2
3

4ξ0c1
− c5

2ξ0
− c3c5

c1

c8 = − 8

945c1

(

−α0c1

8
+

945

8
c3c6 +

105

2

c1c6

ξ0
− 3

8
α0c3ξ0

)

c9 = − c2
5

2c1

− c3c7

c1

− 1

20c1ξ
5
0

+
c1

20ξ4
0

− 3c3

20ξ3
0

+
c2
3

8c1ξ
2
0

+
c5

4ξ2
0

− 2c3c5

5c1ξ0

− 2c7

5ξ0

c10 = −c5c6 + c3c8

c1
+

8

33

c6

ξ2
0

− 4

11

c3c6

ξ0c1
− 4

11

c8

ξ0
+

α0c3

1155c1
+

α0c5ξ0

693c1

c11 = − 1

720c1

(

360c2
6 + 720(c5c7 + c3c9)−

30

ξ6
0

+
30c2

1

ξ5
0

− 78c1c3

ξ4
0

+
57c2

3

ξ3
0

+
114c1c5

ξ3
0

− 168c3c5

ξ2
0

− 168c1c7

ξ2
0

+
120c2

5

ξ0

+
240c3c7

ξ0

+
240c1c9

ξ0

− 3α0c6ξ0

4

)

c12 = − 8

9009c1

(

−5

8
α0c5 +

9009

8
(c6c7 + c5c8 + c3c10) +

357

2

c1c6

ξ3
0

− 252

ξ2
0

(c3c6 + c1c8) +
693

2ξ0
(c5c6 + c3c8 + c1c10)−

7c7

8
α0ξ0

)

c13 = − 1

1680c1

(

−3α0c6

4
+ 840c2

7 + 1680(c6c8 + c5c9 + c3c11) +
60

ξ7
0

−60c2
1

ξ6
0

+
144c1c3

ξ5
0

− 96c2
3

ξ4
0

− 192c1c5

ξ4
0

+
264

ξ3
0

(c3c5 + c1c7)

− 180c2
5

ξ2
0

− 360

ξ2
0

(c3c7 + c1c9) +
240

ξ0
c2
6 +

480

ξ0
(c5c7 + c3c9 + c1c11)− α0c8ξ0

)

c14 = − 8

19305c1

(

−7α0c7

8
+

19305

8
(c7c8 + c6c9 + c5c10 + c3c12)−

279c1c6

ξ4
0

+
747

2ξ3
0

(c3c6 + c1c8)−
495

ξ2
0

(c5c6 + c3c8 + c1c10)

+
1287

2ξ0
(c6c7 + c5c8 + c3c10 + c1c12)−

9

8
α0c9ξ0

)

c15 = − 1

3360c1

(

−α0c8 + 1680c2
8 + 3360(c7c9 + c6c10 + c5c11 + c3c13)−

105

ξ8
0

+
105c2

1

ξ7
0

−240c1c3

ξ6
0

+
150c2

3

ξ5
0

+
300c1c5

ξ5
0

− 390

ξ4
0

(c3c5 + c1c7) +
255

ξ3
0

c2
5 +

510

ξ3
0

(c3c7 + c1c9)−
330

ξ2
0

c2
6

−660

ξ2
0

(c5c7 + c3c9 + c1c11) +
420

ξ0
c2
7 +

840

ξ0
(c6c8 + c5c9 + c3c11 + c1c13)

− 5

4
α0c10ξ0

)
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C.3 Subroutines for Multi-adaptive Algorithm

C.3.1 Primary Integrator (for non-stiff components)

Variables in the Algorithm:

• integer N : number of atomic layers in the structure

• double array ρi, i = 1, 2, ..., N : trajectories of the solution

• double array ei, i = 1, 2, ..., N : Local Truncation Errors of ρi

• double tn: current time

• double tend: time to integrate to

• double µ: median of the Local Truncation Errors

• double errmax

• integer array flagi: vector array of 1s and 0s. 1s correspond to steps which

require re-integration

• integer arrays aj and bj

Algorithm:

1. Initialize step radii ρi, i = 1, 2, ..., N

2. Let n = 0 and t = 0

3. Choose a time step2

4. While t < tend

(a) Advance ρi(t) using I1, with a step size ∆t. This produces (unsigned)

local truncation errors for each solution, E ≡ {ei : i = 1, 2, ..., N} where

error(ρi) ≡ ei

2This was done arbitrarily, but there are ways of choosing an optimal initial step size based on
the form of F: see [25].
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(b) Compute µ ≡ median(ei). Partition the errors into E = U ∪ V such that

ei ∈ V ⇒ ei > 10kµ, and U
.
= E \ V . Let flagi = 1⇔ ei ∈ V

(c) Flag ρi such that error(ρi) ∈ V .

(d) Compute
∣
∣
∣

ei

toli

∣
∣
∣ for ei ∈ U

(e) Is errmax ≡Max
{

ei

toli
: ei ∈ U

}

< 1?

If YES: goto (4f)

If NO: goto (4g)

(f) Successful I1 step:

i. Let ∆t←Min(safety × errmax−1/5, pgrow)×∆t

ii. If t + ∆t > tend, take ∆t← (tend − t).

iii. Apply the makepairs algorithm to flagi. This produces pairs (aj, bj)

iv. Re-integrate the steps (ρaj
, ρaj+1, ..., ρbj

) with I2 over the time interval

[t, t + ∆t] for each pair (aj, bj)

(g) Failed I1 step:

i. Take ∆t←Max(safety × errmax−1/5, pshrnk)×∆t

C.3.2 ‘Makepairs’ algorithm

After the first integration, steps are flagged either with ‘0’ which means that the error

committed by the first integration was within tolerance level, or with a ‘1’ which

means that these trajectories in the solution need to be integrated again because the

first integration gave a local truncation error that was too large. The makepairs

algorithm takes as input a string of 0s and 1s and outputs pairs of indices (ai, bi)

such that groups of trajectories ρai
, ρai+1, ..., ρbi

for each i can be passed onto another

timestepper which will re-integrate these steps with sufficient accuracy.

Before we give details of the algorithm, we introduce some notation for conve-

nience. Let X be a ‘wild’ character - i.e. either a 1 or a 0. Let M be a string of

characters (it could be the empty string) which does not contain two consecutive 0s.

Let Q be a string that starts and ends with a 1, and does not contain two consecutive
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0s. Q = 1 is allowed. Let s1 be all strings of the form 1XM100 or X1M100. Let s2

be all strings of the form 001MX1 or 001M1X.

Given an input binary string, S, of length n, initialize integer variables START

and END.

1. Check for the string s1 at the beginning of S. If this string exists, note the start

and end indices as being a pair (ai, bi) which needs to be re-integrated, and let

START = (index of the penultimate zero in s1). If the beginning of S does not

match s1, let START = 1 (the index of the first character in S)

2. Check for the string s2 at the end of S. If this string exists, note the start and

end indices as being a pair (ai, bi), and let END = (index of second zero in

s2). Otherwise, if the end of S does not match s2, let END = n (index of final

character in S)

3. Scan from START to END, looking for strings of the form 00Q00. Every time

one of these types of strings is found, note the indices of the first and last 0s,

and record these as being ai and bi respectively.

As an example, let’s say that we integrated a structure consisting of 15 steps, and

that upon performing the first phase of integration, we obtained S = 111000100010011,

a binary string of 15 characters. The first three steps near the facet, the two base steps

and intermediate steps 7 and 11 require a re-integration. Because the first two and

final two characters are both 1s, s1 = 11100 ⇒ START = 4, s2 = 0010011 (because

|s2| ≥ 5)⇒ END = 10. We automatically have (a1, b1) = (1, 5) and (a2, b2) = (9, 15).

Then, in part (3) of the algorithm, we scan from position 4 to position 10, searching

for patterns of 1s which have two zeros on both ends of the string. We note that

S(5 : 9) = 00100, so (a3, b3) = (5, 9). The ‘makepairs’ algorithm will output three

pairs of (a1, b1) = (1, 5), (a2, b2) = (9, 15) and (a3, b3) = (5, 9). In this (artificial)

example, the number of steps we had to re-integrate exceeded the original number

of steps, so the multi-adaptive algorithm was very inefficient. We would have been

better off just using Simple Euler from the very beginning. The algorithm improves
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its efficiency when only a few steps require re-integration. When ε � 1 and |S| is

very large, say ∼ 102, a typical S will contain a few 1s near the beginning and the

end, with the majority of the bulk steps unflagged.

C.3.3 Simple Euler with Step Doubling (for stiff components)

The following algorithm takes one step (whose size is determined by the algorithm)

of Simple Euler so that every component of qn has a truncation error less than a user

specified tolerance. As well as accepting as input qn, f and the usual parameters, the

routine also requires as an argument the vector R = [ρQ−1(T1), ρQ−1(T2), ρQ(T1), ρQ(T2)]

and t, the current time, satisfying T1 ≤ t ≤ T2. We introduce the solution vec-

tor qn = [ρP (tn), ..., ρQ−3(tn), ρQ−2(tn)], and the augmented solution vector q̃n =

[ρP (tn), ..., ρQ−1(tn), ρQ(tn)]

[qn+1, tn+1] = OneStepSESD(qn, f(),R, t, ∆t, T oli)

1. Obtain ρQ−1(t) and ρQ(t) by performing linear interpolation of [R(1),R(2)] and

[R(3),R(4)] respectively and form the augmented vector q̃n

2. Advance q̃n by ∆t using Simple Euler:

q̃n+1 = q̃n + ∆tf(q̃n, t)

3. Advance qn by using two steps of size ∆t/2 with Simple Euler:

q̃n+1/2 = q̃n + (∆t/2)f(q̃n, t)

Interpolate [R(1),R(2)] and [R(3),R(4)] to obtain ρQ−1(tn+1/2) and ρQ(tn+1/2)

Replace the last two entries of q̃n+1/2 with ρQ−1(tn+1/2) and ρQ(tn+1/2)

q̃∗
n+1 = q̃n + (∆t/2)f(q̃n+1/2, tn+1/2)

4. Drop the last two entries of q̃n+1,q̃n+1/2 and q̃∗
n+1 to recover qn+1,qn+1/2 and

q∗
n+1

5. Calculate unsigned local truncation errors from e = qn+1 − q∗
n+1
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6. If Max(ei/Toli) < 1,

take tn+1 = t + ∆t

∆t← 3∆t/2

Exit

7. Else ∆t← ∆t/2

q̃n+1 ← q̃n+1/2

Goto (3)

Interpolation in steps (1) and (3) are done using Neville’s Algorithm, which is

detailed in [96]. Integration from [tn, tn+1] is then done through successive calls to

OneStepSESD, for example

1. /* Initialize Toli and ∆t0 */

2. t = tn

3. While t < tn+1

4. [q, t] = OneStepSESD(q, f(),R, t, ∆t0, T oli)
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Appendix D

Constants and Variables used

D.1 Primitive Quantities in Step Flow Equations

• Ds: Diffusivity on terraces (length2/time)

• k: attachment-dettachment rate coefficient at step edge (length/time)

• ku: attachment-detachment rate coefficient at step edge from below (length/time)

• kd: attachment-detachment rate coefficient at step edge from above (length/time)

• a: Step height (length)

• Ω = O(a3): Atomic volume (length3)

• g1: Step-line tension free energy (energy/length2)

• g3: Step-step interaction energy (energy/length2)

• kB: Boltzmann constant (energy/temperature)

• cs: Equilibrium adatom density at straight step edge (length−2)

• Ceq
i : Equilibrium adatom density at circular step edge (length−2)

• T : Temperature in Kelvin (temperature)
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• ri(t): Physical radius of ith step (length)

• µi: Step Chemical Potential at ith step (energy)

• V (ri, ri+1): Local interaction potential between steps i and i + 1 (energy)

• t: Physical time (time)

• L: Characteristic initial step separation (length)

• U : Characteristic step velocity (length/time)

D.2 Derived Quantities in Step Flow Equations

• m ≡ Ds

kL
: Kinetic parameter – see (2.34) and (2.35).

• α: Schwoebel parameter

• g ≡ 2

3

g3

g1

( a

L

)2

≡ 2

3
ε
( a

L

)2

: Ratio of step-step interaction strength to step line

tension

• Ωs ≡
Ω

a
: Atomic surface area = O(a2).

• ρi ≡
ri

L
: Non-dimensionalized radius (ri: radius of ith step)

• τ ≡ t

L/U
: Non-dimensionalized “Step-Flow” time

• τn: The nth non-dimensionalized collapse time, and τn ∼ nγ as n → ∞, where

γ is the collapse exponent.

• Φ ≡ Ω2
sg1cs

kBT

(
aDs

L2U

)

: Dimensionless material parameter

• z ≡ ρ

τ 1/4
: Similarity variable used in data collapse

• Di: step density at step i

• En: Measure of finite height effect
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D.3 Quantities used in the MAS Model

• r: Physical radial distance from axis of symmetry

• t: Physical time

• h(r, t): Height profile

• w(t): Facet radius

• ε ≡ g3

g1
: Ratio of step line tension to step-step interaction

• B ≡ csDsΩ
2g1

kBT
: Material parameter

• x ≡ r

(Bt)1/4
: Similarity variable

• x0 ≡
w

(Bt)1/4
: Scaled facet width

• F (r, t): Magnitude of slope of nanostructure

• f0(η): Inner solution for step density when ε� 1

• η = A(x−x0)

ε1/3 : Inner similarity variable, A is defined in (3.39)

D.4 Conversion of Parameters

D.4.1 Step Densities

D ∼ 1

ρ
=

L

r
=

(
L

a

)(a

r

)

=
1

C
F

• D: Slope of profile from step simulations. Note: in practice, a second order finite

difference formula is used to calculate the slope: Di = 2
ρi+1−ρi−1

(see (4.13)).

• F : Continuum slope profile from MAS [78].
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• C ≡ a

L
: Ratio of the step height to the characteristic step separation, is dimen-

sionless. Its value is obtained by equating the slopes of the simulation data and

the continuum theory in the far field, for an infinite cone ⇒ C = 1.

D.4.2 Material Parameters

Φ ≡ Ω2
scsg1

kBT

(
aDs

L2U

)

(D.1)

=
csΩ

2
sg1

kBT

(
Ds

aU

)

C2 (D.2)

=
csΩ

2g1Ds

kBT

(
1

a3U

)

C2 since Ωsa = Ω (D.3)

=
B

a3U
C2 from definition of B (D.4)

⇒ B =
Φa3U

C2
(D.5)

D.4.3 Step-step Interaction Parameter

g =
2g3

3g1

( a

L

)2

(D.6)

=
2

3
εC2 (D.7)
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D.4.4 Similarity variables

z ≡ ρ

τ 1/4
=

( r

L

)( t

L/U

)−1/4

(D.8)

=
r

t1/4

1

L3/4U1/4
(D.9)

=
r

(Bt)1/4

B1/4

L3/4U1/4
(D.10)

= x

(
Φa3U

C2

)1/4
1

L3/4U1/4
using (D.5) (D.11)

= xΦ1/4
( a

L

)3/4

C−1/2 (D.12)

= C1/4Φ1/4x (D.13)

⇒ z = (CΦ)1/4x (D.14)

so when Φ = C = 1, z = x, and the similarity variables from MAS [78] and the step

flow data are identical.

D.4.5 Step Drop Parameters

For a profile which is initially a cone, the collapse times obey:

tn = t∗n4 (in physical time) (D.15)

τn = τ ∗n4 (in “step flow” time) (D.16)

In this section, we show how to obtain (3.107) from (3.106).

a

(Bt∗)1/4
=

( a

L

) L

(Bt∗)1/4
(D.17)

= C

(
Φa3U

C2

)−1/4
L

t∗1/4
using (D.5) (D.18)

= C3/4Φ−1/4 L1/4

U1/4

1

t∗1/4
(D.19)

= C3/4Φ−1/4 1

τ ∗1/4
(D.20)
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With C = Φ = 1, we have that
a

(Bt∗)1/4
=

1

τ ∗1/4
.
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