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1. Introduction

1.1. Brief historic remarks and motivations

The approach to the study of the asymptotic behaviour of random walks in random environments (RWRE) known under the name environment viewed from the particle was initiated by S. Kozlov [21, 22], as well as by Papanicolaou-Varadhan [26]. In the case of the RWRE in \( \mathbb{Z}^d \), the idea is to move, after each jump of the particle, the environment and the particle in the direction opposite to the jump. The particle thus remains at its initial position but does “see” the same environments it would be seeing while performing the usual random walk.

The corresponding random process is a Markov chain (MC) on the space of environments. It turns out [22] that if the random environment is stationary and ergodic with respect to the standard shift and if this MC has an invariant
measure which is absolutely continuous with respect to the measure on the space of environments then:
(a) the absolutely continuous measure is unique;
(b) this invariant measure and the measure on the space of environments are absolutely continuous with respect to each other;
(c) the stationary MC on the set of environments whose initial distribution is the said invariant measure is ergodic (see [22], [5], or [34] for a more comprehensive discussion and proofs of these properties).

The main model we consider in this work is the RWRE on a strip introduced in [3]. Our main goal is to obtain a complete classification of the solutions to the invariant density equation and to describe the necessary and sufficient conditions for the existence of an invariant density of the MC on the space of ergodic random environments on the strip in both the transient and the recurrent regimes. (Here and below we often use the expression “invariant density” instead of “the density of the invariant measure”.)

In many papers concerned with the study of the RWRE, establishing the existence of the invariant density has been a crucial (if not the major) part of the work (see [2, 6, 33, 17, 18, 30, 7, 23, 5, 31, 29, 8] and references therein). As a fundamental problem of the theory of RWRE, this question is interesting and important in its own right. But our motivation is also due to two more sources.

One is Sinai’s paper [33] where he considers a random walk on a torus generated by an irrational shift satisfying certain diophantine conditions. In Section 6 of [33], Sinai lists several open problems. We quote those of them which will be solved in this paper

“Let $T$ be a measure preserving automorphism acting on a measure space $(M, \mathcal{M}, \mu)$ and $p < 1$ be a positive $\mu$-a.e. on $M$. Consider a Markov chain where a point $x \in M$ jumps to $Tx$ with probability $p(x)$ and to $T^{-1}x$ with probability $1 - p(x)$. Problem: does this MC have an invariant measure equivalent to $\mu$? We believe that in the case of $T$ with strong mixing properties like Anosov transitive diffeomorphisms the answer is negative. Probably this case is connected with random walks in random environments (see [32]). It would be interesting to extend the results of this paper to Markov chains where a point can jump from $x$ to $T^i x$, $|i| \leq i_0$.”

The first of these questions was, to a large extent, answered by Kaloshin and Sinai in [17] and [18]. As will be seen in Section 6, our results allow us to answer a question which includes as a particular case the second of the above questions and also to complement the results obtained in [17], [18].

The other motivation is due to our paper [11] where we came across the necessity to control the behavior of the variance of a recurrent RWRE on a strip in a bounded potential. The only way to do that in the recurrent case that we are aware of is via constructing the invariant density for the walk on the space of environments. In [11], this construction was carried out under the assumption that a particular function of the environment satisfies the homological equation (see (5.6) below). This prompts a natural question: is (5.6) also necessary? As will be shown below, the answer is positive.

Let us mention previous results related to our work. The existence of the
invariant density in the ballistic regime (positive speed of escaping to infinity) was first proved in [30]. The corresponding formula for the density under the same conditions was found in [16]. RWRE with bounded jumps on \( \mathbb{Z} \) were studied in [7] where the solutions to the invariant density equation for this model were described. The RW with bounded jumps on \( \mathbb{Z} \) is a particular case of the RWRE on a strip and in this sense we recover here the results from [7]. The way in which the study of the RW on a line is reduced to the study of the RW on a strip was explained in [3], [4], [15].

### 1.2. Informal discussion of the main results and of the approach

The precise statements of our main results require some preparation and will be given later. Here, we discuss them informally. To do that we have to introduce some notations which will be discussed in detail in section 2.

Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability space with \( \Omega \) being the space of environments and let \( T \) an ergodic automorphism of \( \Omega \) preserving measure \( \mathbb{P} \). The invariant density equation can be viewed in two ways.

First, it is derived as a functional equation for the density function \( \rho : \Omega \rightarrow \mathbb{R}^m \). It has the form

\[
\rho(\omega) = \rho(T\omega)Q(T\omega) + \rho(\omega)R(\omega) + \rho(T^{-1}\omega)P(T^{-1}\omega),
\]

where \( \omega \in \Omega \) is an environment, \( \rho \) is a row-vector, \( P(\omega), Q(\omega), R(\omega) \) are \( m \times m \) matrices with non-negative entries and such that their sum is a stochastic matrix: \( (P(\omega) + Q(\omega) + R(\omega))1 = 1 \). (Throughout the paper \( 1 \in \mathbb{R}^m \) is a column vector whose all components are 1.)

Second, for a given \( \omega \) we consider the restriction of \( \rho(\cdot) \) to the points of the trajectory \( T^n\omega, -\infty < n < \infty \). Namely, we set

\[
\pi_n = \rho(T^n\omega), \quad (P_n, Q_n, R_n) = (P(T^n\omega), Q(T^n\omega), R(T^n\omega))
\]

and obtain from (1.1) the equation

\[
\pi_n = \pi_{n+1}Q_{n+1} + \pi_nR_n + \pi_{n-1}P_{n-1}, \quad -\infty < n < \infty.
\]

Since \( \rho \geq 0 \), we are interested only in non-negative solutions. Next, it is easy to see (cf. inequality (2.12)) that \( \pi_n \) may grow at most linearly in \( n \). However, our technique allows us (at no additional cost) to classify sub-exponentially growing solutions and we shall do exactly that. We call such solutions tempered. The idea now is to describe all non-negative tempered solutions to (1.3) as functions of the sequence \( (P_n, Q_n, R_n) \) and then to extract from this description the information required for the control of (1.1). Accordingly, our analysis consists of two parts.

In the first part we view equation (1.3) as deterministic in the sense that we solve it for a fixed sequence \( (P_n, Q_n, R_n) \). This sequence is supposed to satisfy ellipticity assumptions (2.6) but the second relation in (1.2) plays no role in the deterministic analysis. Our deterministic results are as follows.
• Equation (1.3) admits the first integral \( c = \pi_n P_n - \pi_{n+1} Q_{n+1} \).

This fundamental property of equation (1.3) was not known before. Lemma 4.6 proves this statement and also contains another, more technical definition of \( c \). Both definitions play a crucial role in the proofs of our main results. It is remarkable that the existence of \( c \) does not need any positivity assumption on the solution.

• We describe all non-negative tempered solutions to (1.3) as explicit functions of certain auxiliary vectors and matrices which can be efficiently computed from the sequence \((P_n, Q_n, R_n)\).

Theorem 4.12 is the exact, extended, and quite technical version of this statement.

• Equation (1.3) has at most 3 linearly independent positive solutions.

This statement is not particularly intuitive since under mild non degeneracy assumptions the space of solutions to (1.3) is \(2m\)-dimensional.

The second, probabilistic part of our analysis is mainly concerned with the existence of the invariant density. This time the stationarity in the form of the second relation in (1.2) plays a very important role. We still work with (1.3) - but with its stationary version. The results for (1.1) follow since \( \rho(\omega) = \pi_0(\omega) \).

Under (2.6) and ergodicity of \( T \), the following properties hold with probability 1.

• If a solution to (1.3) is a stationary process then the first integral \( c \) considered as a function of \( \omega \) is a constant (does not depend on \( \omega \)).

• The RW on a strip is transient iff (1.3) has a non-negative tempered stationary solution with \( c \neq 0 \). This solution is unique and can be normalized to become the invariant density iff \( \rho(\omega) = \pi_0(\omega) \) is integrable.

• The RW is recurrent iff equation (1.3) has a unique non-negative tempered solution with \( c = 0 \). This solution (properly normalized) is the invariant density iff the related homological equation is solvable.

Remark 1.1. (a) The exact, extended, and more technical versions of these statements are contained in Lemmas 5.2, 5.3 and Theorems 5.4, 5.5.

(b) Note the contrast with the deterministic case: a tempered non-negative solution is always unique (up to a multiplication by a positive constant).

(c) A positive solution to (1.3) with \( c = 0 \) always exists but it grows exponentially in the transient case.

(d) The results from [33] and [11], which use the solvability of the homological equation for constructing the invariant density, do now get an important final touch: in the absence of this condition the invariant density simply does not exist.

Checking the existence of solutions to the homological equation may not be a straightforward task. However, this was done for at least two important cases. Namely, if \((P_n, Q_n, R_n)\) is an i.i.d. sequence then the related homological equation is equivalent to a certain system of algebraic equations ([4, 11]). And if
this sequence is generated by a diophantine quasi-periodic shift on a torus then it can be verified for a smooth enough generating function (as in [1, 33, 11]).

(e) The above results can also be viewed as a new criteria for the recurrence and transience of the walk. Previously, these were stated in [3] in terms of the sign of the Lyapunov exponent $\lambda^+$ (defined by (3.19)). The two criteria are of course equivalent since $\text{sign}(\epsilon) = -\text{sign}(\lambda^+)$ as we shall see later. We note that the interplay between $\epsilon$ and $\lambda^+$ is an important part of our analysis.

1.3. Some applications

We turn to a brief discussion of some applications of our main results.

In section 6.1 we provide necessary and sufficient conditions for positive recurrence of the walk on a strip. This result makes use of the fact that invariant measure of the walk on a strip (not on environments!) satisfies the deterministic version of (1.3) and the relevant solution is always the one with $\epsilon = 0$.

In section 6.3 we consider the Green function (GF) at $-\infty$ for a RW which escapes to $+\infty$. By definition, the GF is the limit of the expected number of visits to a given site when the starting point of the walk tends to $-\infty$. We prove that this GF is the unique monotone increasing (see Definition 4.7) solution to (1.3) with $\epsilon = 1$. It plays an important role in the study of the limit theorems since the sites where it is large serve as traps. The traps for RWRE were studied in many papers starting from [20]. For the state of art picture in this area see [9, 10, 14, 27, 28, 34] and references therein. We also note that the Green function described above plays an important role in the recent work on local limit theorems for transient RWRE ([2, 11, 24]).

Sections 6.2 and 6.4 deal with application of the random version of (1.3). In section 6.2 we discuss the generalization of Sinai’s model mentioned above. Apart of the answer to Sinai’s question, we also explain what happens in the so called non-symmetric case. In particular, we prove that if $T$ is a uniquely ergodic transformation of a compact metric space then the invariant density always exists in the non-symmetric case. Note that the ergodic shift on a torus considered in [33] is a particular case of this class of transformations.

Finally in section 6.4 we show that in the transient case the existence of non-zero velocity of the walk is equivalent to the existence of the invariant density. Moreover, we show that the non-zero velocity of the walk is $c$.

1.4. Organization of the paper

The RW on the strip is defined in section 2.1. In section 2.2 we explain the exact definition of the walk on the space of environments and state the invariant density equation for this walk in Lemma 2.3 (its derivation is given in Appendix A). Section 3 contains preparatory results; we recall several definitions and facts known from previous work and also state a new recurrence criteria for a RW in the deterministic setting. Exact statements and proofs of the main results concerned with the deterministic version of the invariant density equation
are in Section 4. In Section 5 we use these results to derive the necessary and sufficient conditions for the existence of the invariant density in the transient and in the recurrent case. In Section 6, we consider some applications of our main results; the structure and the content of this section has been explained above. Appendix B gives the proof of the recurrence criterion stated in Theorem 3.5. Apart of being used in the proofs, this criterion is important in its own right; we prove it in the appendix since it is outside the main topic of the present paper.

We would like to thank O. Zeitouni for a useful discussion related to the subject of this paper.

2. The walks on the strip and on the space of environments

2.1. The Model

Let $S \overset{\text{def}}{=} \mathbb{Z} \times \{1, \ldots, m\}$ be a strip and denote by $L_n \overset{\text{def}}{=} \{(n, i) : 1 \leq i \leq m\}$ the $n$th layer of the strip. The random walks on $S$ with jumps to nearest layers were introduced in [3]: the walk is allowed to jump from any point $(n, i) \in L_n$ only to points in $L_{n-1}$, or $L_n$, or $L_{n+1}$. To describe the corresponding transition kernel consider a sequence of triples of $m \times m$ non-negative matrices, $\omega \overset{\text{def}}{=} (P_n, Q_n, R_n)_{\infty < n < \infty}$, such that for all $n \in \mathbb{Z}$ the sum $P_n + Q_n + R_n$ is a stochastic matrix,

$$(P_n + Q_n + R_n)1 = 1,$$

where $1$ is a column vector whose components are all equal to 1. The matrix elements of $P_n$ are denoted $P_n(i,j)$, $1 \leq i, j \leq m$, and similar notations are used for $Q_n$ and $R_n$. The transition kernel $Q(\cdot, \cdot)$ is now defined as follows:

$$Q(z, z_1) \overset{\text{def}}{=} \begin{cases} P_n(i,j) & \text{if} \quad z = (n, i), \quad z_1 = (n + 1, j), \\ R_n(i,j) & \text{if} \quad z = (n, i), \quad z_1 = (n, j), \\ Q_n(i,j) & \text{if} \quad z = (n, i), \quad z_1 = (n - 1, j), \\ 0 & \text{otherwise.} \end{cases}$$

For a given $\omega$ and a starting point $z = (n, i) \in S$ we define a random walk $\xi_t = (X_t, Y_t)$, $t \in \mathbb{N}$, on $S$ with transition kernel (2.2) in the usual way. Namely, the law $P_{\omega,z}$ for the Markov chain $\xi$ with $\xi_0 = z$ is given by

$$P_{\omega,z} (\xi_1 = z_1, \ldots, \xi_t = z_t) \overset{\text{def}}{=} Q_\omega(z, z_1)Q_\omega(z_1, z_2)\cdots Q_\omega(z_{t-1}, z_t).$$

We say that $\omega$ is the environment on the strip $S$ and the walk $\xi$ is the walk in the environment $\omega$.

In this definition, $\omega$ is a fixed environment and, as mentioned before, some of our results are deterministic.

In the random setting we suppose that $(\Omega, \mathcal{F}, \mathbb{P}, T)$ is a dynamical system, where $\Omega$ is the space of all the sequences $\omega = ((P_n, Q_n, R_n))_{n=-\infty}^{\infty}$. described
satisfied by all the environments considered in this paper.

Considered and in all such cases it is supposed to be satisfied.

Remark 2.1. The ellipticity condition (2.6) is sufficient for our purposes. It can be weakened but then many statements and proofs become more technical and less transparent which we prefer to avoid. So, C2 is always supposed to be satisfied by all the environments considered in this paper.

Unlike C2, Condition C1 is needed only when random environments are considered and in all such cases it is supposed to be satisfied.
2.2. Environment viewed from the particle and the invariant density equation

**Definition 2.2.** The environment viewed from the particle is a random process \((\bar{\omega}_t, Y_t)\) taking values in \(\Omega \times [1, \ldots, m]\) and defined by

\[
(\bar{\omega}_t, Y_t) = (T^{X_t} \omega, Y_t), \quad t \geq 0,
\]

where \(X_t \in \mathbb{Z}, Y_t \in [1, \ldots, m]\) are the coordinates of the process \(\xi_t = (X_t, Y_t)\) defined in Section 2.1.

\((\bar{\omega}_t, Y_t)\) is a Markov chain with the phase space \(\bar{\Omega} \overset{\text{def}}{=} \Omega \times [1, \ldots, m]\) and the transition kernel

\[
(Kf)(\omega, i) \overset{\text{def}}{=} \sum_{k \in \{-1,0,1\}, 1 \leq j \leq m} Q_\omega((0,i),(k,j)) f(T^k \omega, j),
\]

where \(Q_\omega(\cdot, \cdot)\) is defined by (2.2) and \(f\) is a bounded measurable function on \(\bar{\Omega}\).

Note that our notation emphasizes the dependence of the kernel on \(\omega\) which is important (as in (2.3)).

We can now explain more precisely the main goal of this work: we want to establish, in terms of the parameters of the environment, the necessary and sufficient conditions for the existence of an invariant measure for the Markov chain (2.7) which is absolutely continuous with respect to the measure \(P \overset{\text{def}}{=} P \times \{m^{-1}\}\) on \(\bar{\Omega}\) where \(\{m^{-1}\}\) is the uniform distribution on \([1, \ldots, m]\).

So, suppose that the Markov chain \((\bar{\omega}_t, Y_t)\) has an absolutely continuous invariant measure and let \(\rho : \bar{\Omega} \mapsto \mathbb{R}\) be the density function of this measure. It is convenient to introduce a row vector \(\rho = \rho(\omega) = (\rho(\omega,1), \ldots, \rho(\omega,m))\), where the component \(\rho(\omega, i)\) is the value of the density at \((\omega, i)\).

**Lemma 2.3.** A non-negative function \(\rho : \bar{\Omega} \mapsto \mathbb{R}\) is a density function of the invariant measure of the Markov chain \((\bar{\omega}_t, Y_t)\) if and only if the following conditions are satisfied. For all \(n \in \mathbb{Z}\)

\[
\rho_n(\omega) = \rho_{n+1}(\omega)Q_{n+1}(\omega) + \rho_n(\omega)R_n(\omega) + \rho_{n-1}(\omega)P_{n-1}(\omega),
\]

where

\[
\rho_n(\omega) \overset{\text{def}}{=} \rho(T^n \omega)
\]

and

\[
\mathbb{E} \left( \sum_{i=1}^m \rho(\omega, i) \right) = m.
\]

**Remark 2.4.** Let us extend the definition of the metric (2.5) to \(\bar{\Omega}\) by setting \(d((\omega', i'), (\omega'', i'')) \overset{\text{def}}{=} d(\omega', \omega'') + |i' - i''|\). Since \(\bar{\Omega}\) is a compact metric space, the Markov chain \((\bar{\omega}_t, Y_t)\) has at least one invariant probability measure which, however, may be singular with respect to the measure \(P\). For example, in the transient case absolutely continuous invariant measure exists if and only if the walk has
positive speed (see Theorem 6.12 below). On the other hand we will see in Section 6.3 (cf Remark 6.11) that in the transient case the invariant density equation (2.9) always admits a stationary solution which, in general, may fail to be integrable.

**Remark 2.5.** The invariant measure (not density!) of a Markov chain on the strip in a fixed environment (not on the space of environments!) also satisfies equation (2.9) which is a standard textbook statement. In that capacity, this equation was studied in [3] and played a major role in the proof of [3, Lemma 3] (Lemma 3.4 below; see also the proof of Lemma 4.4).

The situation is very different when \( \rho \) is interpreted as a density. Namely, we need the stationarity of the environment to derive (2.9) and (2.10). The idea of the proof of Lemma 2.3 goes back to [22] and yet we prove this lemma because, first of all, the proof is short; secondly, it makes our work more self-contained; finally and mainly because it is natural to provide a derivation of an equation which is the main subject of the work.

**Remark 2.6.** By (2.10) and (2.11), the sequence \( \rho_n \) must be stationary and integrable and therefore must satisfy the following standard estimate: for \( \mathbb{P} \text{-a.a. } \omega \) there is a constant \( C(\omega) \) such that for all \( n \)

\[
\|\rho_n(\omega)\| \leq C(\omega)(|n| + 1). \tag{2.12}
\]

However, as has already been mentioned in section 1.2, the method we use allows us to describe a much wider class of solutions to (2.9), namely all tempered solutions. This will now be done in sections 3, 4, 5.

3. Some preparatory facts and results

3.1. Matrices \( \zeta_n, A_n, \alpha_n \) and related quantities

We recall the definitions of several objects most of which were first introduced and studied in [3], [4], and which will play a crucial role also in this work.

For a given \( \omega \in \Omega \), define a sequence of \( m \times m \) stochastic matrices \( \zeta_n \) as follows. For an integer \( a \), let \( \psi_a \) be a stochastic matrix. For \( n > a \) define matrices \( \psi_n \) recurrently:

\[
\psi_n = (I - R_n - Q_n \psi_{n-1})^{-1} P_n, \quad n = a + 1, a + 2, \ldots. \tag{3.1}
\]

It is easy to show ([3]) that matrices \( \psi_n \) are stochastic. Now for a fixed \( n \) set

\[
\zeta_n = \lim_{a \to -\infty} \psi_n. \tag{3.2}
\]

By [3, Theorem 1], the limit (3.2) exists and is independent of the choice of the sequence \( \psi_n \). Moreover, this result implies that the sequence \( \zeta_n, n \in \mathbb{Z}, \) can be defined as the unique sequence of stochastic matrices satisfying the following infinite system of equations:

\[
\zeta_n = (I - R_n - Q_n \zeta_{n-1})^{-1} P_n, \quad n \in \mathbb{Z}. \tag{3.3}
\]
The following notation will be useful for the future references:

\[ \gamma_n \overset{\text{def}}{=} (I - R_n - Q_n \zeta_{n-1})^{-1}. \]  

Next, define probability row-vectors \( y_n = y_n(\omega) = (y_n(\omega, 1), \ldots, y_n(\omega, m)) \) by

\[ y_n \overset{\text{def}}{=} \lim_{a \to -\infty} \tilde{y}_a \zeta_a \ldots \zeta_{n-1}, \]  

where \( \tilde{y}_a \) is any sequence of probability row-vectors (that is \( \tilde{y}_a \geq 0 \) and \( \sum_{i=1}^{m} \tilde{y}_a(i) = 1 \)). By [15, Lemma 1], this limit exists and does not depend on the choice of the sequence \( \tilde{y}_a \). This fact implies that \( y_n \) is the unique sequence of probability vectors satisfying the infinite system of equations

\[ y_n = y_{n-1} \zeta_{n-1}, \quad n \in \mathbb{Z}. \]  

Set

\[ \alpha_n = Q_{n+1} \gamma_n, \quad A_n = \gamma_n Q_n. \]  

Two more sequences of vectors, \( v_n \) and \( l_n \), are defined as follows. By [4, Theorem 4], for any sequence of (column) vectors \( \tilde{v}_a \geq 0 \), \( \tilde{v}_a \neq 0 \), the following limit exists and does not depend on the choice of the sequence \( \tilde{v}_a \):

\[ v_n \overset{\text{def}}{=} \lim_{a \to -\infty} A_n A_{n-1} \ldots A_{a+1} \tilde{v}_a \| A_n A_{n-1} \ldots A_{a+1} \tilde{v}_a \|. \]  

Similarly, for any sequence of row-vectors \( \tilde{l}_a \geq 0 \) satisfying \( \tilde{l}_a \alpha_{a-1} \neq 0 \), the following limit exists and does not depend on the choice of the sequence \( \tilde{l}_a \):

\[ l_n \overset{\text{def}}{=} \lim_{a \to \infty} \tilde{l}_a \alpha_{a-1} \alpha_{a-2} \ldots \alpha_{n} \| \tilde{l}_a \alpha_{a-1} \alpha_{a-2} \ldots \alpha_{n} \|. \]  

Set

\[ \lambda_n = \| A_n v_{n-1} \| \text{ and } \hat{\lambda}_n = \| l_{n+1} \alpha_n \| \]  

then obviously

\[ l_{n+1} \alpha_n = \hat{\lambda}_n l_n, \quad A_n v_{n-1} = \lambda_n v_n \]  

and for any \( n \geq k \) we have

\[ \| A_n A_{n-1} \ldots A_k v_{k-1} \| = \lambda_n \ldots \lambda_k, \quad \| l_{n+1} \alpha_n \alpha_{n-1} \ldots \alpha_k \| = \hat{\lambda}_n \ldots \hat{\lambda}_k. \]  

**Remark 3.1.** It should be emphasized that the proofs provided in [3], [4] of the existence of the limits (3.2) and (3.8) are in fact working for all (and not just almost all) sequences \( \omega \) satisfying (2.6). In particular, (3.8) is a deterministic statement which follows from two facts:

\[ \| A_n \| \leq \text{Const} \text{ and } A_n(i, j) \geq \varepsilon \text{ for all } 1 \leq i, j \leq m, \]  

where \( \varepsilon \) is the same as in (2.6) and the Const depends only on \( m \) and \( \varepsilon \). For the proof of these inequalities see [4, Lemmas 1 – 4]).
Next, we define
\[
\zeta(\omega) = \zeta_0(\omega), \quad A(\omega) = A_0(\omega), \quad \alpha(\omega) = \alpha_0(\omega),
\]
\[
v(\omega) = v_0(\omega), \quad l(\omega) = l_0(\omega), \quad \lambda(\omega) = \lambda_0(\omega), \quad \tilde{\lambda}(\omega) = \tilde{\lambda}_0(\omega),
\]
\[
(3.14)
\]
then
\[
\zeta_n = \zeta(T^n\omega), \quad A_n = A(T^n\omega), \quad \alpha_n = \alpha(T^n\omega),
\]
\[
v_n = v(T^n\omega), \quad l_n = l(T^n\omega), \quad \lambda_n = \lambda(T^n\omega), \quad \tilde{\lambda}_n = \tilde{\lambda}(T^n\omega).
\]
\[
(3.15)
\]
Moreover, the functions \(\zeta(\cdot), v(\cdot), l(\cdot)\) are continuous in \(\omega\). The continuity of all other functions is implied by the continuity of \(\zeta, v, \) and \(l\). In fact, a stronger result was proved in [11]: the above functions are Hölder continuous with respect to the metric \(d\) defined by (2.5). This regularity plays important role in our analysis.

**Remark 3.2.** The case \(m = 1\) corresponds to the RW on \(\mathbb{Z}\) with jumps to the nearest neighbors and the above formulae become very simple. Namely, \(\psi_n = \zeta_n = 1, v_n = l_n = 1, A_n = \lambda_n = \frac{n}{p_n}, \alpha_n = \tilde{\lambda}_n = \frac{n+1}{p_n}, \) etc.

## 3.2. Matrices \(\zeta_n^-, A_n^-, \alpha_n^-\) and related quantities

In the above considerations, matrices \(P_n\) and \(Q_n\) play asymmetric roles and it turns out to be useful to ‘symmetrize’ the situation. Namely, let us introduce stochastic matrices \(\zeta_n^-\) as the unique sequence of stochastic matrices satisfying the system of equations which is symmetric to (3.3):
\[
\zeta_n^- = \gamma_n^- Q_n, \quad -\infty < n < +\infty,
\]
\[
(3.16)
\]
where
\[
\gamma_n^- = (I - R_n - P_n \zeta_{n+1}^-)^{-1}. \quad (3.17)
\]

Next we set
\[
A_n^- \overset{\text{def}}{=} \gamma_n^- P_n, \quad \alpha_n^- = P_{n-1} \gamma_n^-.
\]
\[
(3.18)
\]
All other related objects are introduced similarly.

Matrices \(\zeta_n^-, \alpha_n^-, A_n^-\) etc have properties which are similar to those of matrices \(\zeta_n, \alpha_n, A_n\) etc listed above. All these objects will be used below without further explanations.

## 3.3. Lyapunov exponents and the recurrence and transience criteria revisited

The top Lyapunov exponent of the products of matrices \(A_n\) and of matrices \(A_n^-\) are defined respectively by
\[
\lambda^+ \overset{\text{def}}{=} \lim_{n \to \infty} \frac{1}{n} \log \|A_n A_{n-1} \ldots A_1\| \quad \text{and} \quad \lambda^- \overset{\text{def}}{=} \lim_{n \to -\infty} \frac{1}{|n|} \log \|A_n^- A_{n+1}^- \ldots A_1^-\|.
\]
\[
(3.19)
\]
It follows from (3.12) that
\[
\lambda^+ = \mathbb{E}(\log \|A_{k}v_{k-1}\|) = \mathbb{E}(\log \lambda). \tag{3.20}
\]

Next, note that
\[
\alpha_n \alpha_{n-1} \ldots \alpha_1 = Q_{n+1}A_n A_{n-1} \ldots A_2 \gamma_1 \tag{3.21}
\]
and therefore
\[
\lambda^+ = \lim_{n \to \infty} \frac{1}{n} \log \|\alpha_n \ldots \alpha_1\| \quad \text{and similarly} \quad \lambda^- = \lim_{n \to -\infty} \frac{1}{n} \log \|\alpha_n^- \ldots \alpha_{-1}^-\|. \tag{3.22}
\]

**Remark 3.3.** Formulae (3.20) and (3.22) are due to the following observation. The ellipticity condition (2.6) together with (3.21) imply that there exists a constant \(\bar{K}\) such that for each \(n \in \mathbb{N}\) the ratio of any two among the expressions

(i) \(\|A_n \ldots A_0\|\),
(ii) \(\|\alpha_n \ldots \alpha_0\|\),
(iii) \(\prod_{k=0}^{n} \lambda_k\)
(iv) \(\prod_{k=0}^{n} \tilde{\lambda}_k\),

This equivalence will play an important role throughout the paper.

A very important symmetry property of Lyapunov exponents was proved in [3]:

**Lemma 3.4.** [3, Lemma 3]
\[
\lambda^+ + \lambda^- = 0. \tag{3.23}
\]

We need the following deterministic(!) recurrence criterion which we prove in Appendix B.

**Theorem 3.5.** Suppose that an environment \(\omega = \{(P_n, Q_n, R_n)\}_{n \in \mathbb{Z}}\) satisfies (2.6) then:
(a) \(\mathbb{P}_{\omega,z}(X_t \to +\infty \text{ as } t \to +\infty) > 0\) iff
\[
\sum_{n=1}^{\infty} \|A_n \ldots A_1\| < \infty. \tag{3.24}
\]
(b) \(\mathbb{P}_{\omega,z}(X_t \to -\infty \text{ as } t \to +\infty) > 0\) iff \(\sum_{n=0}^{\infty} \|A_{n-1}^- \ldots A_0^-\| < \infty\).

For stationary ergodic environment we recover the following result from [3].

**Theorem 3.6** ([3], Theorem 2.). Suppose that Condition C is satisfied. Then for \(\mathbb{P}\)-almost all \(\omega\) the following holds:
RW is recurrent, that is \(\mathbb{P}_{\omega,z}(\lim_{t \to +\infty} X_t = -\infty \text{ and } \lim_{t \to -\infty} X_t = \infty) = 1\), iff \(\lambda^+ = 0\)
RW is transient to the right, that is \(\mathbb{P}_{\omega,z}(X_t \to +\infty \text{ as } t \to \infty) = 1\), iff \(\lambda^+ < 0\),
RW is transient to the left, that is \(\mathbb{P}_{\omega,z}(X_t \to -\infty \text{ as } t \to \infty) = 1\), iff \(\lambda^+ > 0\).
Indeed, if $\lambda^+ < 0$ then the terms of the first series in Theorem 3.5 decay exponentially and the terms of the second series grow exponentially. Hence $X_t \to +\infty$ with probability 1. Likewise, if $\lambda^+ > 0$ then $X_t \to -\infty$ with probability 1. Finally if $\lambda^+ = 0$ then the terms of either series do not tend to 0 due to [19].

4. The deterministic analysis of the invariant measure equation

As has been mentioned above, we start with the deterministic environment. Namely, consider the equation

$$\pi_n = \pi_{n+1}Q_{n+1} + \pi_nR_n + \pi_{n-1}P_{n-1}, \quad -\infty < n < \infty,$$

(4.1)

where the sequence $(P_n, Q_n, R_n)$ is fixed.

We have changed the notation $\rho_n$ in (2.9) to $\pi_n$ in (4.1) in order to distinguish the properties of the deterministic solutions to (4.1) from those where the dependence on $\omega$ is important. We need the following

Definition 4.1. A solution $\pi_n$ is tempered if $\lim_{|n| \to \infty} \frac{\ln \|\pi_n\|}{|n|} = 0$.

To an extent, equations (4.1) were analyzed in [3, section 3] and the deterministic result of Lemma 4.4 below, though not stated explicitly in [3], is hidden inside the proof of Lemma 3 from this work. We shall prove some parts of Lemma 4.4 and hint on how to do the rest. This makes our paper more self-contained and the parts we prove are useful for what follows.

Lemma 4.2. If $\omega$ satisfies (2.6) and $\pi_n$ is a sequence of vectors such that for all $n$, $\pi_n = \pi_{n+1}\alpha_n$ (or for all $n$, $\pi_{n+1} = \pi_n\alpha_{n+1}^-$) then $\pi_n$ solves (4.1).

Remark 4.3. Condition (2.6) is not used in the proof of this (and the next) lemma in any explicit way. However, it is needed to ensure the existence of the matrices $\alpha_n$ and their properties on which the proof depends.

Proof. It follows from (3.3) and (3.7) that

$$\alpha_n P_n = Q_{n+1}\gamma_n P_n = Q_{n+1}\zeta_n$$

(4.2)

and hence

$$\alpha_n = Q_{n+1}\gamma_n.$$

(4.3)

Let us now substitute $\pi_n = \pi_{n+1}\alpha_n$ and $\pi_{n-1} = \pi_{n+1}\alpha_n\alpha_{n-1}$ into (4.1). We get

$$\pi_{n+1}Q_{n+1} + \pi_nR_n + \pi_{n-1}P_{n-1} = \pi_{n+1}(Q_{n+1} + \alpha_n R_n + \alpha_n\alpha_{n-1}P_{n-1}) = \pi_{n+1}\alpha_n = \pi_n,$$

where we use $Q_{n+1} + \alpha_n R_n + \alpha_n\alpha_{n-1}P_{n-1} = \alpha_n$ which is equivalent to (4.3).

Similarly, if $\pi_{n+1} = \pi_n\alpha_{n+1}$ then the sequence of vectors $\pi_n$ solves (4.1). □

Lemma 4.4. If $\omega$ satisfies (2.6) then equations (4.1) have a unique positive solution which has the following properties:
(i) \( \| \pi_0 \| = 1 \)

(ii) for all \( n \) one has

\[
\pi_n = \pi_{n+1} \alpha_n, \quad \pi_{n+1} = \pi_n \alpha_{n+1},
\]

(4.4)

Proof. Step 1. Let us show that non-negative solutions satisfying (4.4) exist and are unique. Obviously, we need to do that only for one of these relations, say \( \pi_n = \pi_{n+1} \alpha_n \). Set

\[
\pi_n = \begin{cases} 
\frac{l_n}{\| l_n \alpha_n - \cdots - \alpha_0 \|} & \text{if } n \geq 0, \\
\frac{l_0 \alpha_1 \cdots \alpha_n}{\| l_0 \alpha_1 \cdots \alpha_n \|} & \text{if } n < 0,
\end{cases}
\]

(4.5)

where \( l_n \) is defined in (3.9). Note that then \( \pi_0 = l_0 \) and for \( n \geq 0 \) we have

\[
\pi_{n+1} \alpha_n = \frac{l_{n+1} \alpha_n}{\| l_{n+1} \alpha_n - \cdots - \alpha_0 \|} = \frac{\tilde{\lambda}_n l_n}{\lambda_n \lambda_{n-1} \cdots \lambda_0} = \frac{l_n}{\| l_n \alpha_{n-1} \cdots \alpha_0 \|} = \pi_n,
\]

where the above equalities follow from (3.11) and (3.12). In the case \( n < 0 \), the relation (4.4) for \( \pi_n \) is straightforward.

Step 2. The proof of uniqueness of \( \pi_n \). Note first that the \( \pi_n \) defined in (4.5) is collinear to \( l_n \). Indeed, if \( n \geq 0 \) then this is obvious and if \( n < 0 \) then \( l_0 \alpha_1 \cdots \alpha_n = \lambda_1 \cdots \lambda_n l_n \) by (3.11). Hence \( l_n = \pi_n / \| \pi_n \| \).

Suppose now that \( \tilde{\pi}_n \) is another sequence of positive vectors such that \( \tilde{\pi}_n = \tilde{\pi}_{n+1} \alpha_n \) for all \( n \in \mathbb{Z} \) and \( \| \tilde{\pi}_0 \| = 1 \). Then \( \tilde{\pi}_n = \tilde{\pi}_0 \alpha_{a-1} \cdots \alpha_n \) for any \( a > n \) and hence

\[
\tilde{\pi}_n / \| \tilde{\pi}_n \| = \tilde{\pi}_a \alpha_{a-1} \cdots \alpha_n / \| \tilde{\pi}_a \alpha_{a-1} \cdots \alpha_n \|.
\]

According to (3.9), the limit of the right hand side of this equality as \( a \to \infty \) is \( l_n \). Hence \( \tilde{\pi}_n / \| \tilde{\pi}_n \| = l_n \). But then \( \tilde{\pi}_n = \pi_n \).

Similar argument applied to matrices \( \alpha_n \) proves the existence and uniqueness of a non-negative sequence \( \pi^{-}_n \) such that \( \| \pi^{-}_0 \| = 1 \) and \( \pi^{-}_{n+1} = \pi_n \alpha_{n+1}^{-} \).

Step 3. To finish the proof of Lemma 4.4, it remains to check that \( \pi_n = \pi_n^{-} \).

The detailed proof of this fact can be found in [3]. Here, we briefly explain a slightly modified version of the proof from this work.

Restrict the original Markov chain \( \xi_t \) to the box \( a \leq n \leq b \) with reflecting boundary conditions. To do this, replace the triples \((P_a, Q_a, R_a)\) and \((P_b, Q_b, R_b)\) by \((P_a, \xi_a, R_a) = (\zeta_a, 0, 0)\) and \((P_b, Q_b, R_b) = (0, \zeta_b, \lambda_b)\). Present the invariant measure of this chain as a sequence of vectors \((\hat{\pi}_n)_{a \leq n \leq b}\), where \( \hat{\pi}_n = (\hat{\pi}_n(i))_{1 \leq i \leq m} \) and \( \hat{\pi}_n(i) = P_a(\xi_0 = (n, i)) \).

Vectors \( \hat{\pi}_n \) satisfy (4.1) with boundary conditions \( \hat{\pi}_a = \hat{\pi}_{a+1} Q_{a+1}, \quad \hat{\pi}_b = \hat{\pi}_{b-1} P_{b-1} \). Next, show that there is a solution \( \hat{\pi}_n \) for the invariant measure of the Markov chain such that \( \hat{\pi}_n = \hat{\pi}_{n+1} \alpha_n \) for \( a \leq n \leq b - 1 \). Since the Markov chain on a finite box has a unique invariant measure, this solution also satisfies \( \hat{\pi}_{n+1} = \hat{\pi}_n \alpha_{n+1}^{-} \) when \( a + 1 \leq n \leq b \). Finally, consider the sequence \( \hat{\pi}_n = \| \hat{\pi}_0 \| \) and pass to the limit \( a \to -\infty, \ b \to \infty \). It is easy to see that such a limit exists and the obtained sequence coincides with \( \pi_n \) and \( \pi_n^{-} \). \( \square \)
Our next lemma is purely algebraic.

**Lemma 4.5.** Suppose that a sequence \( \pi_n, \ n \in \mathbb{Z} \), solves (4.1). Define vectors \( h_n \) and \( h_n^- \) by

\[
h_n \overset{\text{def}}{=} \pi_n - \pi_{n+1}\alpha_n, \quad h_n^- \overset{\text{def}}{=} \pi_n - \pi_{n-1}\alpha_n^-. \quad (4.6)
\]

Then the following equations hold:

\[
h_n = h_{n-1}P_{n-1}\gamma_n, \quad h_n^- = h_{n+1}^+Q_{n+1}\gamma_n^-.
\]

**Proof.** Due to (4.3) we can present \( Q_{n+1} = \alpha_n - \alpha_nR_n - \alpha_n\alpha_{n-1}P_{n-1} \). Then (4.1) implies

\[
\pi_n = \pi_{n+1}(\alpha_n - \alpha_nR_n - \alpha_n\alpha_{n-1}P_{n-1}) + \pi_nR_n + \pi_{n-1}P_{n-1}
\]

which can be rearranged as

\[
\pi_n - \pi_{n+1}\alpha_n = (\pi_n - \pi_{n+1}\alpha_n)R_n + (\pi_n - \pi_{n+1}\alpha_n)\alpha_{n-1}P_{n-1} + (\pi_n - \pi_{n}\alpha_{n-1})P_{n-1}.
\]

We thus have

\[
h_n = h_{n-1}R_n + h_n\alpha_{n-1}P_{n-1}^{-1} + h_{n-1}P_{n-1}^{-1}.
\]

By (4.2), \( \alpha_{n-1}P_{n-1} = Q_n\zeta_{n-1} \) and so \( h_n(I - R_n - Q_n\zeta_{n-1}) = h_{n-1}P_{n-1}^{-1}. \) Hence

\[
h_n = h_{n-1}P_{n-1}^{-1}(I - R_n - Q_n\zeta_{n-1})^{-1} = h_{n-1}P_{n-1}^{-1}\gamma_n.
\]

The second relation is proved similarly. \( \square \)

The following lemma describes a fundamental property of equation (4.1): this equation has a first integral.

**Lemma 4.6.** The quantities

\[
c = h_nP_n1 \quad \text{and} \quad c^- = h_n^-Q_n1
\]

do not depend on \( n \) (are preserved by equations (4.1)). Moreover

\[
c = \pi_nP_n1 - \pi_{n+1}Q_{n+1}1 \quad \text{and} \quad c = -c^-.
\]

**Proof.** We have

\[
h_nP_n = h_{n-1}P_{n-1}\gamma_nP_n = h_{n-1}P_{n-1}\zeta_n,
\]

where the first equality follows by (4.7) and the second equality follows by (3.3). Since \( \zeta_n \) is a stochastic matrix we get

\[
h_nP_n1 = h_{n-1}P_{n-1}\zeta_n1 = h_{n-1}P_{n-1}1
\]

which proves the first statement in (4.8). Similarly, \( \gamma_n^-Q_n = \zeta_n^- \) is stochastic and hence

\[
h_n^-Q_n1 = h_{n+1}^-Q_{n+1}\gamma_n^-Q_n1 = h_{n+1}^-Q_{n+1}1.
\]
Let us now turn to (4.9). It follows from (4.6) and (4.2) that
\[ c = h_n P_n 1 = \pi_n P_n 1 - \pi_{n+1} \alpha_n P_n 1 \]
\[ = \pi_n P_n 1 - \pi_{n+1} Q_{n+1} 1 = \pi_n P_n 1 - \pi_{n+1} Q_{n+1} 1. \]  
(4.12)

This proves the first relation in (4.9).

Next, by (4.6), \( h_{n+1} = \pi_{n+1} - \pi_n \alpha_{n+1} \) and hence
\[ c^- = h_{n+1} Q_{n+1} 1 = \pi_{n+1} Q_{n+1} 1 - \pi_n \alpha_{n+1} Q_{n+1} 1. \]
It follows from (3.16) and (3.18) that
\[ c^- = \pi_{n+1} Q_{n+1} 1 - \pi_n P_n \zeta_{n+1} 1 = \pi_{n+1} Q_{n+1} 1 - \pi_n P_n 1 = -c. \]

**Definition 4.7.** A solution \( \pi_n \) is monotone increasing if \( h_n P_n \geq 0 \) and it is monotone decreasing if \( h_n P_n \leq 0 \). If these inequalities are strict then we say that \( \pi_n \) is strictly monotone increasing or strictly monotone decreasing.

**Lemma 4.8.** Suppose that condition (2.6) is satisfied and that vectors \( \pi_n, n \in \mathbb{Z} \), solve (4.1) and \( \pi_n \) is either tempered or monotone. Then
\[ h_n = c y_n \gamma_n, \quad h^-_n = c^- y_n \gamma_n. \]  
(4.13)

**Proof.** (a) Suppose that \( \pi_n \) is tempered. Iterating (4.7) we obtain for any \( k \geq 1 \)
\[ h_n = h_{n-k} P_{n-k} \zeta_{n-k+1} \cdots \zeta_{n-1} \gamma_n. \]
It follows from (3.5) that \( \zeta_{n-k+1} \cdots \zeta_{n-1} = (y_n(1) 1, \ldots, y_n(m) 1) + r_k \), where \( r_k \)
is an \( m \times m \) matrix with \( \|r_k\| \leq C \theta^k \) with \( C \) and \( \theta < 1 \) depending only on the \( \varepsilon \) from condition (2.6). Hence
\[ h_n = h_{n-k} P_{n-k} ((y_n(1) 1, \ldots, y_n(m) 1) + r_k) \gamma_n \]
\[ = (y_n(1) h_{n-k} P_{n-k} 1, \ldots, y_n(m) h_{n-k} P_{n-k} 1) \gamma_n + h_{n-k} P_{n-k} r_k \gamma_n \]
(4.14)
\[ = c y_n \gamma_n + h_{n-k} P_{n-k} r_k \gamma_n = c y_n \gamma_n + O(e^{\|y\|k} \varepsilon \theta^k). \]
Here the term \( cy_n \gamma_n \) is due to the equality \( h_{n-k} P_{n-k} 1 = c \) and the estimate \( O(\cdot) \) follows from (4.6) and the fact that \( \pi_n \) is tempered which imply that
\[ \|h_{n-k}\| = \|\pi_{n-k} - \pi_{n-k+1} \alpha_{n-k}\| \leq \|\pi_{n-k}\| + \|\pi_{n-k+1}\|\|\alpha_{n-k}\| \leq C(\varepsilon) e^{\|y\|k} \varepsilon. \]
We now choose \( \varepsilon > 0 \) such that \( \theta \varepsilon < 1 \) and pass in (4.14) to the \( k \to \infty \) limit. This gives \( h_n = cy_n \gamma_n \).

(b) Suppose that \( \pi_n \) is, say, monotone increasing. By (4.10), \( h_n P_n = h_{n-1} P_{n-1} \zeta_n \).
Since \( h_n P_n 1 = c \), this together with the positivity of \( h_n P_n \) implies that \( h_n P_n = c \zeta_n \) where \( \zeta_n \) is a probability vector and \( \zeta_n = \zeta_{n-1} \zeta_n \). Since there is only one sequence of probability vectors satisfying (3.6) we conclude that \( \zeta_n = y_n + 1 \). Hence, by (4.7), we have that \( h_n = cy_n \gamma_n \).

**Remark 4.9.** In (4.14), neither \( h_n \) nor \( y_n \gamma_n \) depend on \( k \). This proves that in fact \( h_{n-k} P_{n-k} r_k \gamma_n = 0 \) for all \( k \geq 1 \) (note that \( r_k \) depends also on \( n \) but our notation ignores this fact as it is not essential for our purposes).
Lemma 4.8 implies the following

**Corollary 4.10.** If a sequence $\pi_n$, $n \in \mathbb{Z}$ is a tempered solution to (4.1) and $h_n = \pi_n - \pi_{n+1}\alpha_n$ then either all $h_n > 0$, or all $h_n < 0$, or all $h_n = 0$.

**Remark 4.11.** The relation $c = \pi_n P_n 1 - \pi_{n+1}Q_{n+1} 1$ (and similarly for $c^-$) shows that $c$ and $c^-$ are linear functionals on the space of solutions to (4.1). Since these functionals play symmetric roles, we shall suppose from now on, without loss of generality, that $c \geq 0$.

We are now in a position to describe all tempered solutions to (4.1).

**Theorem 4.12.** Suppose that $\pi_n$, $n \in \mathbb{Z}$, is a tempered sequence of positive vectors solving (4.1). Set $c = \pi_n P_n 1 - \pi_{n+1}Q_{n+1} 1 \geq 0$. Then:

(i) either $c = 0$ and the solution $\pi_n$ satisfies

$$\pi_n = \pi_{n+1}\alpha_n$$

(ii) or $c > 0$ and (4.1) has a solution of the form

$$\bar{\pi}_n = c(\bar{h}_n + h_{n+1}\alpha_n + ... + h_{n+k}\alpha_{n+k-1}...\alpha_n + ...),$$

where $\bar{h}_n = y_n \gamma_n$ with $y_n$ defined by (3.5).

(iii) The following conditions are equivalent

(A) (4.1) admits a solution of the form (4.15);

(B) The following series converges

$$\sum_{k=0}^{\infty} \|\alpha_k...\alpha_0\| < \infty;$$

(C) $\mathbb{P}_{x,z}(X_t \rightarrow +\infty$ as $t \rightarrow \infty) > 0$.

**Proof of Theorem 4.12.** (i) If $c = 0$ then all $h_n = 0$ by Lemma 4.8 and the first statement follows.

(ii) Suppose now that $c > 0$. Due to Lemma 4.8, we can rewrite (4.6) as

$$\pi_n = \pi_{n+1}\alpha_n + h_n = \pi_{n+1}\alpha_n + cy_n\gamma_n.$$  \hfill (4.17)

Iterating (4.17) gives

$$\pi_n = h_n + h_{n+1}\alpha_n + ... + h_{n+k}\alpha_{n+k-1}...\alpha_n + \pi_{n+k+1}\alpha_{n+k}\alpha_{n+k-1}...\alpha_n,$$  \hfill (4.18)

and hence, because $\pi_{n+k+1}\alpha_{n+k}\alpha_{n+k-1}...\alpha_n \geq 0$, we have

$$\pi_n \geq h_n + h_{n+1}\alpha_n + ... + h_{n+k}\alpha_{n+k-1}...\alpha_n$$  \hfill (4.19)

Thus the existence of a positive solution $\pi_n$ implies that series (4.15) converges. But then $\bar{\pi}_n - \alpha_n \bar{\pi}_{n+1} = h_n$ (direct computation) and hence the sequence $\bar{\pi}_n$, $n \in \mathbb{Z}$, solves (4.1).
environment. In particular, condition C exists.

We now return to the study of the invariant density equation (2.9) in random environment. In particular, condition C is assumed throughout this section.

(iii) The equivalence of (B) and (C) follows from Theorem 3.5 and Remark 3.3. Therefore, it is sufficient to prove that (A) is equivalent to (B).

Suppose first that series (4.16) converges. Then for $k \geq 0$

$$\|\tilde{h}_{n+k} \alpha_{n+k-1} \alpha_n\| \leq \|\tilde{h}_{n+k}\|\|\alpha_{n+k-1} \alpha_n\| \leq C_n\|\alpha_{n+k-1} \alpha_n\|, \quad (4.20)$$

where the constant $C_n$ depends only on the $\varepsilon$. The convergence of (4.15) follows.

Suppose now that $c > 0$ and (4.15) converges. Since $\tilde{h}_{n+k} = y_{n+k} \gamma_{n+k} \geq y_{n+k} \geq \varepsilon 1^*$, where $1^*$ is a row vector whose all components are 1, we have

$$\|\tilde{h}_{n+k} \alpha_{n+k-1} \alpha_n\| \geq \varepsilon\|1^* \alpha_{n+k-1} \alpha_n\| = \varepsilon\|\alpha_{n+k-1} \alpha_n\|. \quad (4.21)$$

We use the notation $\|B\|_* \overset{\text{def}}{=} \|B^*\|$, where $B$ is a matrix. Since all norms in a finite-dimensional space are equivalent, the convergence of (4.16) follows. $\Box$

**Remark 4.13.** (a) Inequality (4.19) implies that $\pi_n \geq \tilde{\pi}_n$. In this sense, $\tilde{\pi}_n$ from (4.15) is the smallest possible positive solution corresponding to the given $c > 0$.

(b) Denote $\delta_n = \pi_n - \tilde{\pi}_n$. Since $\delta_n = \delta_{n+1} \alpha_n$ we have

$$\delta_n = \delta_{n+2} \alpha_{n+1} \alpha_n = \delta_{n+2} Q_{n+2} \gamma_{n+1} \gamma_n = \delta_{n+2} Q_{n+2} A_{n+1} \gamma_n.$$

Since $A_{n+1} > 0$ and $\gamma_n \geq 1$ we conclude that if $\delta_n \geq 0$ and $\delta_n \neq 0$ then $\delta_n > 0$ (for all $n \in \mathbb{Z}$).

Next, (4.15) and (4.18) imply that for $k \geq 0$ (and any $n$)

$$\pi_n - \tilde{\pi}_n = \pi_{n+k+1} \alpha_{n+k} \alpha_{n+k-1} \alpha_n - c \sum_{j=k}^{\infty} \tilde{h}_{n+j+1} \alpha_n \alpha_{n+j} \alpha_n$$

Sending $k \to \infty$ and taking into account the fact that the series in (4.15) converges we obtain

$$\pi_n - \tilde{\pi}_n = \lim_{k \to \infty} \pi_{n+k+1} \alpha_{n+k} \alpha_{n+k-1} \alpha_n.$$

Note that $\|\alpha_{n+k} \alpha_{n+k-1} \alpha_n\| \to 0$ as $k \to \infty$. If now $\pi_n - \tilde{\pi}_n > 0$ then we must have that $\|\pi_{n+k+1}\| \to \infty$ as $k \to \infty$ and moreover, $\|\pi_{n+k+1}\| \sim \|\alpha_{n+k} \alpha_{n+k-1} \alpha_n\|^{-1}$. So, if we know that $\|\alpha_{n+k} \alpha_{n+k-1} \alpha_n\|$ decays exponentially in $k$ then the only tempered solution to (4.1) is given by (4.15) (if it exists).

5. **Probabilistic analysis of the invariant density equation**

We now return to the study of the invariant density equation (2.9) in random environment. In particular, condition C is assumed throughout this section.
5.1. Positive tempered solutions to (2.9)

Lemma 5.1. If $\lambda^+ < 0$ then for $\mathbb{P}$ a.e. $\omega$, the series (3.24) converges and the solution given by (4.15) is tempered.

Proof. The convergence of (3.24) follows from the fact that the $n$-th term of this sum is exponentially small. To show that the solution given by (4.15) is tempered we consider two cases.

(I) On the left from 0 we use the identity (4.18)

$$\rho_{-n} = \sum_{k=0}^{n-1} h_{-(n-k)}\alpha_{-(n-k+1)} \cdots \alpha_{-n} + \rho_0\alpha_{-1} \cdots \alpha_{-n},$$

where $n > 0$ and we use the convention $\alpha_{-n-1} \alpha_{-n} = 1$. By Remark 3.3, we can write

$$\|\rho_{-n}\| \leq C \exp \left( \sum_{j=0}^{n-1} \ln \lambda_{-j} \right).$$

By the ergodic theorem, the expression in the parenthesis equals to

$$\sum_{j=0}^{n} \ln \lambda_{-j} - \sum_{j=0}^{k} \ln \lambda_{-j} = \lambda^+(n-k) + r_k + r_n,$$

where, for any given $\varepsilon > 0$, both $|r_n|$ and $|r_k|$ are less than $\varepsilon n$ provided that $n$ is large enough. It follows that $\|\rho_{-n}\| \leq C(n+1)e^{2\varepsilon n}$. Since $\varepsilon$ can be chosen arbitrarily small $\lim_{n \to \infty} n^{-1} \ln \|\rho_{-n}\| = 0$ as needed.

(II) On the right from 0 we use (4.15) to see that

$$\|\rho_n\| \leq C \exp \left( \sum_{j=n}^{n+k} \ln \lambda_j \right).$$

The expression in the parenthesis equals to $k\lambda^+ + r_n + r_{n+k}$ where, for any given $\varepsilon$, both $|r_n|$ and $|r_{n+k}|$ are less than $\varepsilon(n+k)$ provided that $n$ is large enough. Considering separately the cases $k < n$ and $k > n$ we get $\|\rho_n\| \leq Ce^{3\varepsilon n}$. Since $\varepsilon$ can be chosen to be arbitrarily small $\lim_{n \to \infty} n^{-1} \ln \|\rho_n\| = 0$ as needed. □

Our next lemma provides classification of all solutions to (2.9) for general ergodic environments by establishing the relation between the sign of the constant $c$ and the sign of the Lyapunov exponent $\lambda^+$. Relations (3.23) and (4.9) allow us to consider only the case $c_0 > 0$.

Lemma 5.2. (The Classification Lemma)

(a) For $\mathbb{P}$ a.e. $\omega$ there exists a unique, up to multiplication by a positive constant, tempered positive solution to (2.9).

(b) $\text{sign}(c) = -\text{sign}(\lambda^+)$. 

(c) If $c \neq 0$ then there exists a sequence of functions $\rho_n(\omega)$ satisfying both (2.9) and (2.10). In particular, if $c > 0$ then this solution is given by

$$\rho_n(\omega) = h_n + h_{n+1}\alpha_n + \ldots + h_{n+k}\alpha_{n+k-1}\cdots\alpha_n + \ldots$$  \hspace{1cm} (5.1)

Proof. By Theorem 4.12, if there is a positive tempered solution to (2.9) with \( c > 0 \), then \( \xi \) escapes to \(+\infty\) with positive probability. By Theorem 3.6 this is only possible if \( \lambda^+ < 0 \). Conversely, if \( \lambda^+ < 0 \) then by Lemma 5.1, (2.9) admits a positive tempered solution. Thus a positive tempered solution to (2.9) with \( c > 0 \) exists iff \( \lambda^+ < 0 \). The uniqueness follows from part (ii) of Theorem 4.12.

Likewise, a positive tempered solution to (2.9) with \( c < 0 \) exists iff \( \lambda^+ > 0 \).

Also by Theorem 4.12, the solution with \( c = 0 \) must satisfy

\[
\rho_n(\omega) = \rho_{n+1}(\omega)\alpha_n(\omega), \quad \rho_{n+1}(\omega) = \rho_n(\omega)\alpha_{n+1}(\omega) \quad \text{for all } n \text{ and } \mathbb{P}\text{-a.a. } \omega.
\]

(5.2)

This solution is tempered iff the Lyapunov exponents of both \( \alpha \) and \( \alpha^- \) are non-positive, that is, iff \( \lambda^+ = 0 \).

This proves parts (a) and (b). To prove part (c) (for \( c > 0 \)) we observe that the solution given by (5.1) is stationary. \( \square \)

5.2. The existence of the invariant density

In Section 4 there was no necessity to emphasize the dependence of the constant \( c \) on the sequence \( \omega \). But for the study of the invariant density the control of the dependence on \( \omega \) of the sequence \( \rho_n(\omega) \) solving (2.9) is crucial. In principle, also \( c \), as a function of the whole sequence, could depend on \( \omega \) in a non-trivial way. However, the following simple observation shows that for stationary solutions of (2.9) this is not so.

Lemma 5.3. Suppose that an \( m \)-dimensional vector \( \rho(\omega) : \Omega \rightarrow \mathbb{R}^m \) is measurable and for \( \mathbb{P}\)-almost all \( \omega \) the sequence \( \rho_n(\omega) = \rho(T^n\omega), \ n \in \mathbb{Z} \), solves (2.9). Then there is a constant \( c \) such that \( h_n(\omega)P_n(\omega)\mathbf{1} = c \) for \( \mathbb{P}\)-almost all \( \omega \).

Proof. We know from Lemma 4.6 that \( h_n(\omega)P_n(\omega)\mathbf{1} \) does not depend on \( n \) for all those \( \omega \) for which the sequence \( \rho_n(\omega) = \rho(T^n\omega), \ n \in \mathbb{Z} \) solves (2.9). On the other hand,

\[
h_n(\omega) = \rho_n(\omega) - \rho_{n+1}(\omega)\alpha_n(\omega) = \rho_0(T^n\omega) - \rho_1(T^n\omega)\alpha_0(T^n\omega) = h_0(T^n\omega).
\]

We thus have \( h_0(\omega)P_0(\omega)\mathbf{1} = h_1(\omega)P_1(\omega)\mathbf{1} = h_0(T\omega)P_0(T\omega)\mathbf{1} \). Since \( T \) is ergodic, there exists a constant \( c \) such that \( h_0(\omega)P_0(\omega)\mathbf{1} = c \) for \( \mathbb{P}\)-almost all \( \omega \). \( \square \)

We are now ready to describe the necessary and sufficient conditions for the existence of the invariant density. We consider the transient and the recurrent cases separately.

Theorem 5.4. Suppose that condition C is satisfied and that \( \lambda^+ < 0 \) (so that \( \xi \) is transient to the right). Then

(i) The Markov chain \( (\tilde{\omega}_t, Y_t) \) has the invariant density if and only if

\[
\sum_{n=0}^{\infty} \mathbb{E} (||\alpha_n\alpha_{n-1}...\alpha_0||) < \infty.
\]

(5.3)
(ii) The invariant density is unique and is given by
\[ \rho(\omega) = \epsilon \left( \bar{h}_0(\omega) + \bar{h}_1(\omega)\alpha_0(\omega) + \ldots + \bar{h}_k(\omega)\alpha_{k-1}(\omega)\ldots\alpha_0(\omega) + \ldots \right), \]
where \( \bar{h}_k(\omega) = y_k(\omega)\gamma_k(\omega) = y_0(T^k\omega)\gamma_0(\omega), \alpha_k(\omega) = \alpha_0(T^k\omega) \) and
\[ \epsilon^{-1} = \mathbb{E} \left( \bar{h}_0\mathbf{1} + \bar{h}_1\alpha_0\mathbf{1} + \ldots + \bar{h}_k\alpha_{k-1}\ldots\alpha_0\mathbf{1} + \ldots \right). \]  
(5.5)

Proof. If \( \lambda^+ < 0 \) then, by the Classification Lemma 5.2, (2.9) has a unique, up to a multiplication by a positive constant, solution which is stationary (satisfies (2.10)). This solution is given by (5.1). The invariant density exists if this solution is also integrable, \( \mathbb{E}(\rho) < \infty \). By (5.1), (4.20), (4.21)
\[ \varepsilon \sum_{n=0}^{\infty} \|\alpha_n\alpha_{n-1}\ldots\alpha_0\| (\omega) \leq \rho(\omega) < C \sum_{n=0}^{\infty} \|\alpha_n\alpha_{n-1}\ldots\alpha_0\| (\omega). \]
Thus integrability of \( \rho \) is equivalent to (5.3). This proves part (i). Part (ii) is a direct consequence of Lemma 5.2. \( \square \)

Finally, the recurrent case is characterized as follows. We set \( \bar{\lambda}(\omega) \equiv \bar{\lambda}_0(\omega) \) (see (3.10)).

Theorem 5.5. Suppose that \( \lambda^+ = 0 \) (so that \( \xi \) is recurrent). Then the Markov chain \((\bar{\omega}_t, Y_t)\) has an invariant density if and only if there is a non-negative function \( \beta : \Omega \to \mathbb{R} \) such that
\[ \bar{\lambda}(\omega) = \frac{\tilde{\beta}(\omega)}{\beta(T\omega)} \text{ for } \mathbb{P}\text{-a.a. } \omega \text{ and } \mathbb{E}(\tilde{\beta}) < \infty. \]  
(5.6)

Proof. Suppose that (5.6) holds. Then it follows from (3.11) and condition (5.6) that
\[ l_{n+1}\alpha_n = \bar{\lambda}_n l_n = \frac{\tilde{\beta}(T^n\omega)}{\beta(T^{n+1}\omega)} l_n \text{ and so } \tilde{\beta}(T^{n+1}\omega) l_{n+1} \alpha_n = \tilde{\beta}(T^n\omega) l_n. \]  
(5.7)
Remember that \( l_n = l(T^n\omega) \) (see (3.9)). Set
\[ \rho(\omega) = Z^{-1}\tilde{\beta}(T\omega)l(\omega), \text{ where } Z = \mathbb{E}[\tilde{\beta}(T\omega)\sum_{i=1}^{m} l(\omega, i)]. \]  
(5.8)
Then the second equation in (5.7) can be written, for all \( n \), as \( \rho_{n-1} = \rho_n\alpha_{n-1} \), where \( \rho_n = \rho(T^n\omega) \). Hence, the sequence \( \rho_n, n \in \mathbb{Z} \), solves (2.9) and hence \( \rho \) defined by (5.8) is the density of the invariant measure of our Markov chain.

Suppose now that \( \rho(\omega) \) is a density and the random walk is recurrent. Set \( \rho_n = \rho(T^n\omega) \). Then the sequence \( \{\rho_n, n \in \mathbb{Z}\} \) is a positive tempered solution to (2.9). Since \( \lambda = 0 \) we have, by Lemma 5.2(iii) that \( \rho_n = \rho_{n+1}\alpha_n \). Rewrite this as
\[ \frac{\rho_{n+1}}{\|\rho_{n+1}\|} \alpha_n = \frac{\|\rho_n\|}{\|\rho_{n+1}\|} \frac{\rho_n}{\|\rho_n\|}. \]
The last relation is just the same as (3.11) and since there is only one sequence \( l_n \) satisfying (3.11) we have that

\[
l_n = \frac{\rho_n}{\|\rho_n\|}, \quad \tilde{\lambda}_n = \frac{\|\rho_n\|}{\|\rho_{n+1}\|}.
\]

We can now set

\[
\tilde{\beta}(\omega) = \|\rho_0(T^{-1}\omega)\| = \max_i \{\rho(T^{-1}\omega, i)\}.
\]

(We could have set \( \tilde{\beta}(\omega) = \|\rho_0(\omega)\| = \max_i \{\rho(\omega, i)\} \) but this would be inconsistent with (5.8).)

6. Applications

6.1. Positive and null recurrence

Recall that an irreducible Markov chain (MC) is positive recurrent if it satisfies the following equivalent conditions.

(i) There is an invariant probability measure for \( \xi \) (that is, (4.1) admits a positive solution with \( \sum_{n \in \mathbb{Z}, 1 \leq j \leq m} \pi_n(j) = 1 \));

(ii) The expected return time to each site is finite.

**Theorem 6.1.** \( \xi(t) \) is positive recurrent iff

\[
\sum_{n=1}^{\infty} \|\alpha_1^{-} \ldots \alpha_n^{-}\| < \infty \quad \text{and} \quad \sum_{n=1}^{\infty} \|\alpha_{-1} \ldots \alpha_{-n}\| < \infty \quad (6.1)
\]

**Proof.** (I) Suppose that \( \xi \) is positive recurrent and let \( \pi = (\pi_n, -\infty < n < \infty, ) \) be the corresponding invariant measure. We claim that then

\[
\pi_n P_n 1 = \pi_{n+1} Q_n 1. \quad (6.2)
\]

Denote \( P_{\pi}(\cdot) \) the distribution of the walk \( \xi \) with initial distribution \( \pi \). Let \( p(n, t) = P_{\pi}(X_t \leq n) \). Since \( \pi \) is invariant, \( p(n, t) \) does not depend on \( t \). Thus

\[
0 = p(n, t + 1) = p(n, t) = \pi_{n+1} Q_n 1 - \pi_n P_n 1
\]

proving (6.2). Hence, by (4.12), \( c = 0 \) and by Theorem 4.12(i) we have \( \pi_n = \pi_{n-1} \alpha_n^- \). Iterating we obtain

\[
\pi_n = \pi_0 \alpha_1^- \ldots \alpha_n^- \quad (6.3)
\]

Since \( \pi_n \in l^1 \) we must have

\[
\sum_{n=1}^{\infty} \|\alpha_1^{-} \ldots \alpha_n^{-}\| < \infty.
\]
Likewise
\[ \sum_{n=1}^{\infty} \| \alpha_{-1} \ldots \alpha_{-n} \| < \infty. \]

(II) Let \( \pi \) be the unique positive solution to (4.1) with \( c = 0 \). Then it satisfies (6.3) as well as \( \pi_n = \pi_0 \alpha_{-1} \ldots \alpha_{-n} \). Hence if (6.1) holds then \( \pi_n \in \ell^1(\mathbb{S}) \) and \( \xi(t) \) is positive recurrent. \( \square \)

It is a standard fact that the walk on a strip is positive recurrent iff its restrictions to both positive and negative semi-strips are positive recurrent. Therefore we obtain the following result.

**Corollary 6.2.** (a) The restriction of \( \xi(t) \) to the positive semistrrip is positive recurrent iff
\[ \sum_{n=1}^{\infty} \| \alpha_{-1} \ldots \alpha_{-n} \| < \infty; \]
(b) The restriction of \( \xi(t) \) to the negative semistrrip is positive recurrent iff
\[ \sum_{n=1}^{\infty} \| \alpha_{-1} \ldots \alpha_{-n} \| < \infty. \]

**Proof.** We prove (a), the proof of (b) is similar.

Consider a modified MC, where the transition probabilities for \( n \geq 0 \) are the same as for the original walk, and for \( n < 0 \) the modified transition probabilities \( \tilde{Q}_n \) do not depend on \( n \) and have a drift to the right. Then for the modified walk \( \sum_{n=1}^{\infty} \| \tilde{\alpha}_{-1} \ldots \tilde{\alpha}_{-n} \| < \infty. \) Hence the positive recurrence is equivalent to the convergence of \( \sum_{n=1}^{\infty} \| \alpha_{-1} \ldots \alpha_{-n} \| < \infty. \) On the other hand since the restriction of the modified walk to the negative semistrrip is obviously positive recurrent, the positive recurrence on the strip is equivalent to the positive recurrence of the restriction of our original walk on the positive semistrrip. \( \square \)

**Corollary 6.3.** Suppose that an environment \( \omega = \{ (P_n, Q_n, R_n) \}_{n \in \mathbb{Z}} \) satisfies (2.6) then the restriction of the walk on the positive semistrrip is null recurrent iff
\[ \sum_{n=1}^{\infty} \| \alpha_{-1} \ldots \alpha_{-n} \|^{-1} = \infty \quad \text{and} \quad \sum_{n=1}^{\infty} \| \alpha_{-1} \ldots \alpha_{-n} \| = \infty. \]

**Proof.** Combining Theorem 3.5, Remark 3.3 and Corollary 6.2 we see that null recurrence is equivalent to
\[ \sum_{n=1}^{\infty} \| \alpha_{n} \ldots \alpha_{1} \| = \infty \quad \text{and} \quad \sum_{n=1}^{\infty} \| \alpha_{-1} \ldots \alpha_{-n} \| = \infty. \]

It remains to observe that the product \( \| \alpha_{n} \ldots \alpha_{1} \| \| \alpha_{-1} \ldots \alpha_{-n} \| \) is uniformly bounded from above and below, see [3, equation (3.19)] (note that [3] uses the notations \( \hat{\alpha}_n, \hat{\beta}_n \) instead of our \( \alpha_n, \alpha_{-n} \)). \( \square \)
For strips of width 1, Remark 3.2 shows that the null recurrence condition is equivalent to the divergence of both
\[
\sum_{n=1}^{\infty} \prod_{j=1}^{n} \left( \frac{q_j}{p_j} \right) \quad \text{and} \quad \sum_{n=1}^{\infty} \prod_{j=1}^{n} \left( \frac{p_j}{q_j} \right).
\]
Namely, the divergence of the first series is equivalent to recurrence and the convergence of the second series is equivalent to positive recurrence. Thus we recover the well known criterion for null recurrence of birth and death chains (see [13], Sections 6.4 and 6.5).

**Corollary 6.4.** In a stationary ergodic environment, the restriction of the walk to the positive semistrip is positive recurrent iff \( \lambda^+ > 0 \).

We omit the derivation of Corollary 6.4 from Corollary 6.2 as it is the same as the derivation of Theorem 3.6 from Theorem 3.5.

### 6.2. Answers to some questions from [33]

The following model generalizes the one studied by Ya. Sinai in [33]. Let (as in Introduction) \( T \) be a measure preserving ergodic automorphism acting on a measure space \((M, \mathcal{M}, \mu)\). (Here and throughout this section the notations are as in [33]. In particular elements of \( M \) are denoted by \( x \).)

Suppose that we are given a function on \( M \) taking values in \( J \) (see (2.4)): \( x \mapsto (P(x), Q(x), R(x)) \). Define a random walk on \( \bar{M} \equiv M \times [1, \ldots m] \) as follows: if at time \( t \) the particle is at \((x, i) \in \bar{M}\) then at time \( t + 1 \) it jumps to \((Tx, j)\) with probability \( P(x, i, j) \), to \((T^{-1}x, j)\) with probability \( Q(x, i, j) \), and to \((x, j)\) with probability \( R(x, i, j) \).

To transform this RW into a RW on the strip \( S = \mathbb{Z} \times [1, \ldots m] \) we set

\[
(P_0(x), Q_0(x), R_0(x)) = (P(x), Q(x), R(x))
\]

(and thus \((P_n(x), Q_n(x), R_n(x)) = (P(T^n x), Q(T^n x), R(T^n x))\)). The RW starting from \((x, i) \in \bar{M}\) is thus mapped into a walk starting from \((0, i)\). The ergodicity condition is automatically satisfied but in addition we have to impose on our matrices the ellipticity condition (2.6).

After that, all the results about the existence of the invariant density on the space of environments on the strip are automatically translated into the statements about the invariant density on \( \bar{M} \).

The above construction also answers the more general question from [33]. We state it now in a form which is slightly more precise than in the Introduction. Consider a random walk on \( M \) where a particle can jump from \( x \in M \) to \( T^{|i|}x \) \((|i| \leq m)\) with probability \( p(x, i) \), \( \sum_{i=-m}^{m} p(x, i) = 1 \). This walk transforms into a walk on \( \mathbb{R} \) with jumps of length \( \leq m \) in exactly the same way as above. As we have already mentioned before, the latter walk is reduced to a walk on a strip of width \( m \) and this answers the question.
Let us return to the model considered in [33, 17, 18]. This model is obtained from the above model on $\mathbb{M}$ by setting $m = 1$.

As in [33], we shall consider two cases.

### 6.2.1. The symmetric (recurrent) case

In [33] the RW on $\mathbb{M}$ is called symmetric if

$$\int_{\mathbb{M}} \ln \frac{1 - p(x)}{p(x)} \mu(dx) = 0.$$  

Since $\lambda^+ = 0$ (as it is equal to this integral), Theorem 3.6 implies that the corresponding random walk on $\mathbb{Z}$ is recurrent. Recall that, according to Remark 3.2, $\tilde{\lambda}(x) = \frac{q(Tx)}{p(x)}$. Theorem 5.5 implies the following statement.

**Corollary 6.5.** Consider the Markov chain on $\mathbb{M}$ with $p$ satisfying strong ellipticity condition: there is $\varepsilon > 0$ such that $\varepsilon \leq p \leq 1 - \varepsilon$. Suppose also that $\lambda^+ = 0$. Then the invariant measure of the Markov chain on $\mathbb{M}$ has a density with respect to $\mu$ if and only if there exists a non-negative function $\tilde{\beta} : \mathbb{M} \mapsto \mathbb{R}$ such that

$$\frac{q(Tx)}{p(x)} = \frac{\tilde{\beta}(x)}{\tilde{\beta}(Tx)} \text{ for } \mu\text{-a.a. } x \in \mathbb{M} \text{ and } \int_{\mathbb{M}} \tilde{\beta}(x)\mu(dx) < \infty. \quad (6.4)$$

**Remark 6.6.** The homological equation considered in [33, equation (2)] reads $\frac{p(x)}{1 - p(x)} = \frac{h(x)}{h(T^{-1}x)}$. This equation and (6.4) are equivalent in the sense that whenever one of them has a solution so does the other. A more general equivalence of (5.6) and the equation $\lambda(\omega) = \frac{\beta(T\omega)}{\beta(\omega)}$ (where $\lambda(\omega)$ is as in (3.14)) was shown in [11, Lemma 3.2].

### 6.2.2. The non-symmetric (transient) case

In [33] the RW on $\mathbb{M}$ is said to be non-symmetric if

$$\int_{\mathbb{M}} \ln \frac{1}{1 - p(x)} \mu(dx) > 0.$$  

This inequality implies that $\lambda^+ < 0$ and by Theorem 3.6 the corresponding walk on $\mathbb{Z}$ is transient to the right. By Theorem 5.4 the invariant density now exists if and only if

$$\int_{\mathbb{M}} \frac{1}{p(x)} \left( \sum_{n=0}^{\infty} \prod_{k=1}^{n} \frac{1 - p(T^kx)}{p(T^kx)} \right) \mu(dx) < \infty \quad (6.5)$$

and has the form

$$\rho(x) = c \frac{1}{p(x)} \left( \sum_{n=0}^{\infty} \prod_{k=1}^{n} \frac{1 - p(T^kx)}{p(T^kx)} \right). \quad (6.6)$$
**Remark 6.7.** The fact that the finiteness of the expectation (6.5) implies the existence of the invariant density of the form (6.6) (the \textit{if} direction of this statement) was first proved in [1, Theorem 3.1] and later (and independently) in [17]. As has been shown above, the \textit{only if} direction follows from the fact that the invariant density has to satisfy the invariant density equation and the only “relevant” solution it has is given by (6.6). In other words, if the expectation (6.5) is infinite then the walk on the space of environments does not have an absolutely continuous invariant measure.

**6.2.3. Non-symmetric (transient) walks generated by a uniquely ergodic $T$**

The random walks on a $d$-dimensional torus generated by irrational rotations (as in [33]) are a very particular case of the walks on compact metric spaces generated by uniquely ergodic automorphisms.

So suppose now that $M$ is a compact metric space and $T$ is a uniquely ergodic automorphism of $M$. We recall that $T$ is said to be uniquely ergodic if there is only one $T$-invariant measure $\mu$ on $M$. Uniquely ergodic automorphisms have the following important property: if $f : M \rightarrow \mathbb{R}$ is a continuous function then

$$\frac{1}{n} \sum_{j=0}^{n-1} f(T^j x) \rightarrow \int_M f(y) \mu(dy) \quad \text{uniformly in } x \in M.$$  

Consider again the RW on $\bar{M}$ and suppose that the triple $(P(x), Q(x), R(x))$ is continuous in $x$ and satisfies the ellipticity conditions (2.6). Then also the function $\bar{\lambda}(x)$ (see (3.14)) is continuous in $x$. We suppose now that the corresponding walk on the strip is transient to the right:

$$\lambda^+ = \int_M \ln \bar{\lambda}(x) \mu(dx) < 0.$$  

Now, due to (3.12) and to unique ergodicity, the following sequence converges uniformly in $x$ and $n$:

$$\frac{1}{k} \ln \|l_{n+k} \alpha_{n+k-1} \ldots \alpha_n\| = \frac{1}{k} \sum_{i=0}^{k-1} \ln \bar{\lambda}_{n+i} \rightarrow \lambda^+ \quad \text{as } k \rightarrow \infty.$$  

This uniform convergence together with Remark 3.3 imply that also the series in (5.1) converges uniformly in $x$ and hence $\rho(x)$ is a continuous function of $x$ and in particular is integrable. We thus proved that in the asymmetric (transient) case the MC on $\bar{M}$ generated by a uniquely ergodic automorphism $T$ always has an invariant density. Moreover, this density is continuous.

**6.3. The Green Function**

Consider the case where the random walk escapes to the right, that is, $X_t \rightarrow +\infty$ as $t \rightarrow \infty$. In this case each site is visited only finitely many times with
probability one and one can consider the Green function \( g((l, i); (n, j)) \) which is the expected number of visits to the site \((n, j)\) given that the walk starts from \((l, i)\).

**Lemma 6.8.** The following limit exists and does not depend on \( i \)

\[
g_n(j) = \lim_{l \to -\infty} g((l, i), (n, j)).
\]

**Proof.** Let \( \sigma_n \) be the time of the first visit by the walker to level \( n \). (If the walker starts from \((l, i)\) with \( l < n \) then \( \sigma_n \) is finite with probability one since the walk escapes to the right). Then

\[
g((l, i); (n, j)) = \sum_{k=1}^{\infty} \mathcal{P}(\xi(\sigma_n) = (n, k)|\xi(0) = (l, i))g((n, k); (n, j)).
\]

Since the second factor in the last expression does not depend on \( l \) and the first one converges as \( l \to -\infty \) to \( y_n(k) \) where \( y_n \) is given by (3.5), the result follows.

\( \square \)

**Lemma 6.9.** Let \( g_n \) be the vector with components \( g_n(i) \). Then \( g_n \) is a monotone solution to (2.9) and the corresponding value of \( c = 1 \).

**Proof.** Let \( \tau_k \) be the time of the \( k \)th visit to the set \( L_n \cup L_{n+1} \) (see the definitions in section 2.1). Then \( \xi_k := \xi(\tau_k) \) is a Markov chain. Let

\[
U_n(i, j) := \mathcal{P}(\xi_{k+1} = (n, j)|\xi_k = (n, i)) = R_n(i, j) + \sum_{s=1}^{m} Q_n(i, s)\zeta_{n-1}(s, j),
\]

\[
V_n(i, j) := \mathcal{P}(\xi_{k+1} = (n, j)|\xi_k = (n+1, i)) = Q_{n+1}(i, j). \tag{6.7}
\]

Thus

\[
g_n((l, s); (n, j)) = \mathcal{P}(\xi(\sigma_n) = (n, j)|\xi(0) = (l, s)) + \sum_{k=1}^{\infty} \mathcal{P}(\xi_{k+1} = (n, j)|\xi(0) = (l, s)). \tag{6.8}
\]

Using (6.7) and (6.8) we can rewrite the last sum as

\[
\sum_{k=1}^{\infty} \sum_{i=1}^{m} \mathcal{P}(\xi_k = (n, i)|\xi(0) = (l, s))U_n(i, j) + \mathcal{P}(\xi_k = (n + 1, i)|\xi(0) = (l, s))V_n(i, j).
\]

Therefore

\[
g((n, j); (l, s)) = \mathcal{P}(\xi(\sigma_n) = (n, j)|\xi(0) = (l, s))
\]

\[
+ \sum_{i=1}^{m} g((n, i); (l, s))U_n(i, j) + g((n + 1, i); (l, s))V_n(i, j). \tag{6.9}
\]

Letting \( l \to -\infty \) we obtain

\[
g_n(j) = y_n(j) + \sum_{i=1}^{m} [g_n(i)U_n(i, j) + g_n(i+1)V_n(i, j)].
\]
Remembering (6.7) and (6.8) we obtain
\[ g_n = g_n R_n + g_n Q_n \zeta_{n-1} + g_{n+1} Q_{n+1} + y_n. \]

Hence
\[ g_n (I - R_n - Q_n \zeta_{n-1}) = g_{n+1} Q_{n+1} + y_n. \]

Multiplying by \( \gamma_n \) on the right, we obtain
\[ g_n = g_{n+1} \alpha_n + y_n \gamma_n. \]

Thus letting \( h_n = g_n - g_{n+1} \alpha_n \) we obtain \( h_n = y_n \gamma_n \).

\[ \text{Proof.} \]

**Remark 6.10.** Lemma 6.9 shows that \( g_n \) is given by (4.15) with \( c = 1 \). The same result was derived in [10] under slightly more restrictive assumptions. Here we see that this result follows immediately from the theory developed in this paper.

**Remark 6.11.** If the environment is stationary and the random walk escapes to the right, (that is, \( \lambda^+ < 0 \) ) then the solution given by Lemma 6.9 is stationary by construction. In contrast, Lemma 4.4 provides another solution with \( c = 0 \) but this solution is not stationary, since it decays exponentially by the definition of \( \lambda^+ \).

### 6.4. The speed of the random walk

We shall now consider the following question: given that the RW \( \xi \) (defined in (2.3)) is transient to the right, what is the speed at which it escapes to \( +\infty \)?

In this section, it will be important to use a more complete notation for the RW, namely we write \( \xi_{\omega,(0,i)}(t) = (X_{\omega,i}(t), Y_{\omega,i}(t)) \) for the coordinates of the walk starting from \((0,i)\) in a given environment \( \omega \) and evaluated at time \( t \). We recall the natural definition of the speed: \( v = \lim_{t \to \infty} \frac{X_{\omega,i}(t)}{t} \) if this limit exists.

In the case of the RWRE on a strip, the answer to this question was found by a different method in [15] and independently in [30]. Here, we shall show how one can compute the speed in terms of the invariant density.

**Theorem 6.12.** Suppose that the Markov chain \((\tilde{\omega}_t, Y_t)\) defined by (2.7) has the invariant density \( \rho \). Then for any initial point \((0,i)\), for \( \mathbb{P}\)-a.a. \( \omega \), and for \( \mathbb{P}_{\omega,(0,i)}\)-a.a. trajectories \( \xi_{\omega,(\cdot)}(\cdot) \) the following limit exists:
\[ v = \lim_{t \to \infty} \frac{X_{\omega,i}(t)}{t} = c, \quad \text{where} \ c \ \text{is the constant defined in (5.5)}. \]

**Proof.** We shall use the following fact.

**Lemma 6.13.** If the Markov chain \((\tilde{\omega}_t, Y_t)\) has the invariant density \( \rho \) then for \( \mathbb{P}\)-a.a. \( \omega \) and all starting points \((0,i)\) the speed \( v \)
\[ v = \lim_{t \to \infty} \frac{X_{\omega,i}(t)}{t} = \mathbb{E}_\rho(X(1)) \quad \text{with} \ \mathbb{P}_{\omega,(0,i)}\text{-probability} \ 1, \]

where \( \mathbb{E}_\rho \) is the expectation with respect to the measure \( \rho(\omega,i)\mathbb{P}(d\omega)\mathbb{P}_{\omega,(0,i)}(d\xi) \) and \( X(1) \) is the first coordinate of \( \xi(1) \).
For a beautiful proof of this Lemma we refer the reader to [5], page 14. The proof presented there is explained in a somewhat different setting but the adjustments needed for our case are routine.

So, for us it remains to compute the expectation. To this end, note first that

\[ E_{\omega,(0,i)}(X_{\omega,(0,i)}(1)) = \sum_{j=1}^{m}(P_{0}(i,j) - Q_{0}(i,j)) \]

and hence

\[ E_\rho(X(1)) = E \left( \sum_{i=1}^{m} \rho(\omega,i)E_{\omega,(0,i)}(X(1)) \right) \]

\[ = E \left( \sum_{i=1}^{m} \rho(\omega,i) \sum_{j=1}^{m}(P_{0}(i,j) - Q_{0}(i,j)) \right) \]

\[ = E(\rho(P_{0} - Q_{0})1) = E(\rho P_{0}1) - E(\rho Q_{0}1). \]

Since \( E(\rho Q_{0}1) = E(\rho(T\omega)Q_{0}(T\omega)1) = E(\rho_{1}Q_{1}1) \) we have

\[ v = E(\rho P_{0}1 - \rho_{1}Q_{1}1) = c \]

because \( \rho P_{0}1 - \rho_{1}Q_{1}1 = c \) by (4.12).

□

Appendix A: Derivation of the invariant density equation.

Proof of Lemma 2.3.. By the definition of the invariant measure we have that for any continuous function \( f : \Omega \to \mathbb{R} \) the following equality holds:

\[ \sum_{j=1}^{m} \int_{\Omega} f(\omega,j)\rho(\omega,j)\mathbb{P}(d\omega) = \sum_{i=1}^{m} \int_{\Omega} (Kf)(\omega,i)\rho(\omega,i)\mathbb{P}(d\omega) \]

\[ = \sum_{i=1}^{m} \int_{\Omega} \left( \sum_{k \in \{-1,0,1\}, 1 \leq j \leq m} \mathbb{Q}_{\omega}((0,i),(k,j))f(T^{k}\omega,j) \right) \rho(\omega,i)\mathbb{P}(d\omega). \]  \hspace{1cm} (A.1)

Rearranging the sums and taking into account that \( T \) is preserving \( \mathbb{P} \), we can present the right hand side of (A.1) as

\[ \sum_{j=1}^{m} \sum_{i=1}^{m} \sum_{k \in \{-1,0,1\}} \int_{\Omega} \mathbb{Q}_{\omega}((0,i),(k,j))f(T^{k}\omega,j)\rho(\omega,i)\mathbb{P}(d\omega) = \]

\[ \sum_{j=1}^{m} \sum_{i=1}^{m} \sum_{k \in \{-1,0,1\}} \int_{\Omega} \mathbb{Q}_{T^{-k}\omega}((0,i),(k,j))f(\omega,j)\rho(T^{-k}\omega,i)\mathbb{P}(d\omega) = \]

\[ \sum_{j=1}^{m} \int_{\Omega} \left( \sum_{k \in \{-1,0,1\}} \sum_{i=1}^{m} \rho(T^{-k}\omega,i)\mathbb{Q}_{T^{-k}\omega}((0,i),(k,j)) \right) f(\omega,j)\mathbb{P}(d\omega). \]
Since $f(\omega,j)$ are arbitrary continuous functions, it follows that for $\mathbb{P}$-almost all $\omega$
\[
\rho(\omega,j) = \sum_{k \in \{-1,0,1\}} \sum_{i=1}^{m} \rho(T^{-k}\omega,i)Q_{T^{-k}\omega}((0,i),(k,j))
\]
By (2.2) we have $Q_{T^{-1}\omega}((0,i),(1,j)) = P_{-1}(i,j)$, $Q_{\omega}((0,i),(0,j)) = R_0(i,j)$, and $Q_{T\omega}((0,i),(-1,j)) = Q_1(i,j)$ and thus
\[
\rho(\omega,j) = \sum_{i=1}^{m} \rho(T\omega,i)Q_1(i,j) + \sum_{i=1}^{m} \rho(\omega,i)R_0(i,j) + \sum_{i=1}^{m} \rho(T^{-1}\omega,i)P_{-1}(i,j).
\]
It remains to notice that the last equation can be re-written in the vector form as
\[
\rho(\omega) = \rho(T\omega)Q_1 + \rho(\omega)R_0 + \rho(T^{-1}\omega)P_{-1}.
\] (A.2)
Finally, replacing in this equation $\omega$ by $T^n\omega$ we obtain (2.9).
We thus proved that (A.1) implies (A.2) and (2.9).
Suppose now that we are given a sequence $\rho_n(\omega)$ which satisfies (2.9), (2.10), and (2.11). This in particular means that (A.2) holds true and we obtain (A.1) by reversing each step in the above proof. □

Appendix B: Recurrence of general walks.

Here we prove Theorem 3.5.
Proof. It suffices to prove part (a), the proof of part (b) is similar.
Given $a, b \in \mathbb{Z}$ and $n \in [a,b]$, let $l_n$ be the vector with components
\[
l_n(j) = P(\xi \text{ visits level } b \text{ before } a | \xi_0 = (n,j)).
\]
It is proven in \cite{3} that
\[
l_n = \varphi_n \varphi_{n+1} \cdots \varphi_{b-1}1,
\]
where $\varphi_n$ is defined recursively by
\[
\varphi_n = (I - R_n - Q_n \varphi_{n-1})^{-1}P_n \text{ if } n \geq a + 1 \text{ starting with } \varphi_a = 0.
\]
(I) Suppose that series (3.24) converges. Set $\Delta_n = \zeta_n - \varphi_n$, where $\zeta_n$ is as in (3.2). Then $\varphi_n = \zeta_n - \Delta_n$ and
\[
l_n = (\zeta_n - \Delta_n)(\zeta_{n+1} - \Delta_{n+1}) \cdots (\zeta_{b-1} - \Delta_{b-1})1
\geq (1 - \|\Delta_n\|)(1 - \|\Delta_{n+1}\|) \cdots (1 - \|\Delta_{b-1}\|)1. \quad (B.1)
\]
Since
\[
\Delta_n = [(I - R_n - Q_n \zeta_n)^{-1} - (I - R_n - Q_n \varphi_{n-1})^{-1}]P_n
= (I - R_n - Q_n \zeta_n)^{-1}Q_n(\zeta_n - \varphi_{n-1})(I - R_n - Q_n \varphi_{n-1})^{-1}P_n
\]

we see that \( \Delta_n = A_n \Delta_{n-1} \varphi_{n-1} \) and hence
\[
\Delta_n = A_n A_{n-1} \ldots A_{a+1} A_a \varphi_a \varphi_{a+1} \ldots \varphi_n. \tag{B.2}
\]
Thus, for \( a = 0 \) we get \( \| \Delta_n \| \leq \| A_n \ldots A_1 \| \) and so if (3.24) converges then (B.1) implies that there is a constant \( \kappa > 0 \) such that \( l_0 \geq \kappa 1 \) uniformly in \( b \). Taking \( b \to +\infty \) we obtain that \( P(X_t \to +\infty) > 0 \).

(II) Suppose now that \( P(X_t \to \infty) > 0 \). It follows that \( l_0 > \kappa 1 \) for some \( \kappa > 0 \).

We need the following

**Lemma B.1.** There is a constant \( \tilde{\epsilon} > 0 \) such that
\[
\Delta_n 1 \geq \tilde{\epsilon} \| \Delta_n \| 1.
\]

**Proof.** Since \( \Delta_n 1 = A_n \Delta_{n-1} \varphi_{n-1} 1 = A_n u \) with \( u = \Delta_{n-1} \varphi_{n-1} 1 > 0 \), we have
\[
\frac{\sum_{j=1}^{m} \Delta_n(i,j)}{\sum_{j=1}^{m} \Delta_n(k,j)} = \frac{\sum_{j=1}^{m} A_n(i,j) u_j}{\sum_{j=1}^{m} A_n(k,j) u_j} \geq \min_j \frac{A_n(i,j)}{A_n(k,j)} \geq \frac{\tilde{\epsilon}}{\text{Const}},
\]
where the last inequality is due to (3.13). Hence
\[
\frac{\sum_{j=1}^{m} \Delta_n(i,j)}{\| \Delta_n \|} = \frac{\sum_{j=1}^{m} \Delta_n(i,j)}{\max_k \sum_j \Delta_n(k,j)} \geq \frac{\tilde{\epsilon}}{\text{Const}} \equiv \tilde{\epsilon}.
\]
Thus \( (\zeta_n - \Delta_n) 1 = 1 - \Delta_n 1 \leq (1 - \tilde{\epsilon} \| \Delta_n \|) 1 \) and we obtain by induction that
\[
l_0 = (\zeta_0 - \Delta_0) \ldots (\zeta_{b-1} - \Delta_{b-1}) 1 \leq (1 - \tilde{\epsilon} \| \Delta_0 \|) \ldots (1 - \tilde{\epsilon} \| \Delta_{b-1} \|) 1.
\]
Hence
\[
\prod_{n=0}^{\infty} (1 - \tilde{\epsilon} \| \Delta_n \|) \geq \kappa
\]
and therefore
\[
\sum_{n=0}^{\infty} \| \Delta_n \| < \infty. \tag{B.3}
\]
On the other hand (B.2) implies
\[
\| \Delta_n \| = \| \Delta_n 1 \| \geq \| A_n \ldots A_1 1 \| \prod_{k=1}^{n} (1 - \| \Delta_k \|) = c \| A_n \ldots A_1 \|,
\]
where \( c = \prod_{k=1}^{\infty} (1 - \| \Delta_k \|) > 0 \) because of (B.3). From the last two displays we obtain that (3.24) converges as needed. \( \square \)
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