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Neural Networks Case Study: Face Potential

Prisca Calkins?! (pcalkil@students.towson.edu), Maria Cameron? (mariakc@umd.edu) , Margot Yuan? (jyuan98@umd.edu)

Department of Mathematics, Towson University  ?Department of Mathematics, University of Maryland

Background Artificial Temperature Metadynamics
Committor: ;:é - Artificial temperature training set with 10000 training points. T mg:zgygzm:gz g:m |r;lgn SeJSVeViSthG;?ggigﬁi?&?,gctf)oorigtfc; fill the
Probablll_ty that, given a set of data with two_ states A and B and starting at 0.65 . Artificial temperature involves artificially raising the 75 : N Areas Zroun 4 local r?ﬂnigrln s e,
some point x, you will reach B before reaching A: .- temperature of the function 0'65 . Loss function £ (0) =
q(x) = Prob{tg (X) < T,(X)} oy E . Loss function: f (8) = . (oVbias (x

- 00" Z VX q(x 9)II e~(6=8")V () where the data points L N Z =i P e)” y "where the data points
Equation: - 0 N =1 a9 P °'2§ Were sampled under the biased potential V+V,..
dx = -vVvdt + /28 "dw Were sampled at 3. - « Beta, solution model, and loss function same as artificial

6 1.0 « B'=0.5and B =1. temperature

Gradient Value Problem: « Solution model is based on the one outlined in Li, Lin, Ren «  Original committor shown here

o o
o

(2019) [1].
» Loss function is in Dirichlet form.
* Original committor and best committor shown here

-VV - Vg + B7'Aq =0, q(dA) = 0, q(¢B) = 1
with boundary conditions q at boundary A = 0 and g at boundary B = 1.
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Neural Networks: 0.0 RS
Fully Connected Neural Network with one 0085 JULAE MRS LEER LESUAIE  HpEie
: : _ S Rate
P X hidden layer Architecture: 0.04 5
ny ot 0.019 10 One hidden  5e-3 1000
f(x; 8) =0, (W,0,(Wox + b) +b,), MAE Neurons  Layers Learning  Epochs OOOU EVED
where o, is the sigmoid and o, Rate ~B5; 0D 28 |
Hedde is the hyperbolic tangent: ; .
¥ Ai;ﬁgb,; ypl 2 tanh(x) 0.046 10 Siggen o€-3 1000 Hidden Layers
: ' O, = , Og = lann(x).
171+ exp(-x) ° layer
35 00 25 0-100§ MAE Neurons Layers Learning Epochs
! W, is full matrix with unknown 0.075 Rate
DUt Pt entries that are discovered Neuron Experimentation — 0.042 10 on first Two hidden  5e-3 1000
through optimization — é layer, 20 on  layers
>0 MAE Neurons  Layers Learning  Epochs second layer
0.04“3 Rate -25 0.0 25 0-000
o.ozg 0.029 20 Sne 5e-3 1000 Scheduler
5 idden
Goal S n
_ _ yer 6 :
Explore neural network(NN)-based committor solvers and increase accuracy 0.00 A MAE Neurons Layers Learning Epochs
in a predictable manner. ¢ 0075§ Rate
Hidden Layer Experimentation 2 g 0.066 10 on first Two hidden @ Started at 2000
0.050°¢ layer, 20 on  layers 5e-3,
h i :
Methods : 0.025 3 second layer reduced by
_ MAE Neurons Layers Learning  Epochs —2 - 0.2 every
. . 0.06 £ Rate '
Replicating Li, Lin, Ren (2019)[1] Neural Network f : 500 epochs
Committor Model: 0.04 2 0.015 10 on first Tyvo 5e-3 1000 SoNEEs 6 B
- £ layer, 20 hidden : -
q(x, 8) = (1 = XA(x)I(1 = Xg (x))qun (X) + Xp (X)] 002§ onisecond| | layers The unexpected errors produced by the metadynamics training set could be a result of
where _ . — 4,55 layer Inaccurate code for the training set. It also could mean that metadynamics is less reliable
dnn (X, 6) = 01(W4(0g(Wex + bg)) + b,) and X, and Xg are smooth functions A3 00 28 than temperature acceleration, although this contradicts the findings by Li, Lin, Ren (2016)
such that X,(x)|[0A = 1, XA(x)|dB = 0, and Xg(x)|9B = 1. Scheduler Experimentation [1]. Further research should be conducted.
Experimentation: MAE Neurons  Layers Learning Epochs
* Neurons 0.06 5 Rate Further Work
 Hidden layers 0i04u§ 0.014 10 on first | Two Started at | 2000 » Further experimentation with the metadynamics training set
« Scheduler £ (Best layer, 20 hidden 5e-3, « Experiment with different kinds of neural networks, such as residual neural networks
* Training set 0.02 Error) on second  layer reduced by * Further explore sources of error and ways to reduce them
) OOU layer 0.2 every
' 500
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