Lecture 3: Bases

(We will consider only vector spaces that have finite spanning sets.)



Basics on Bases

Definition

Let V' be a vector space and {v1, ..., v} C V. Then {vy, ..., v,} isa
basis for V' if

(i) {v1, ..., vy} spans V.

(ii) {v1, ..., vy} is linearly independent.

Today we will prove two of the main foundational theorems in linear
algebra.

First Main Theorem (Text, Theorem 5.3)

Every vector space V' has a basis (in fact, many bases).

Second Main Theorem (Text, Theorem 7.2)

Any two bases of V' have the same cardinality.




Usefulness of Basis

But first—why are bases useful?

Suppose B = {v1, ..., v,} is a basis for V. Let v € V. Then there exist
unique scalars cq, ¢, ..., ¢y such that

V= C1VU1 + CUg + ...+ CrUnp.

The scalars c1, co, ..., ¢, are said to be the coordinates of v relative to
the basis {vy, ..., v, }.




Usefulness of Bases

Proof. The ¢;'s exist because the v;'s span V. We will prove that they
are unique. Suppose V' has two sets of coordinates relative to

{’Ul, ey ’Un}, i.e.,
UV =1C1U1 + CoU2 + ...+ Ccrvp

and
/ / /
V=01 + CUg + ..+ €U

Then c1v1 + cova + ... + cpv, = vy + chva + ... + ¢y, SO
(c1 — )1+ (2 — ch)va + ...+ (e — ¢),)v, =0

so¢; —cis=0. O



Future example

In Lecture 7, we will introduce the notation [v], for the coordinates of a
vector v relative to a basis %.

Problem (to be solved in Lecture 7)

Suppose 7 = {ay, ..., an} and B = {by, ..., by} are both bases for V.
Let v € V. How are the coordinates [v] , of V relative to .o/ related to
the coordinates [v],, of v relative to A7



First Main Theorem

We will now prove the First Main Theorem.

First Main Theorem
Every vector space which has a finite spanning set has a basis.

Proof. First we have to take care of the zero vector space {0}. The
empty set is a basis for {0}. (We will agree that the O-vector is a
combination of the vectors in the empty set.)

Now let V' be a non-zero vector space which has a finite spanning set—say
with m elements, List the cardinalities of all spanning sets with at most
m elements. This is a subset of {1, 2, ..., m} and has a smallest
element, n. Hence there is a set of vectors {vy, ..., v,} C V such that

(1) {v1, ..., vy} spans V
(2) No subset of {vy, ..., v,} spans V.

We claim that {vy1, ..., v,} is linearly independent and hence a basis. If
not, one of the vectors v; is a combination of the rest and

{vi, ..., iy ..., vy} spans V. But #{vy, ..., 05y ..., vp} = n-1.
Contradiction. O



We will now prove the Second Main Theorem: Any two bases have the
same cardinality (same number of elements).

Definition
The number of vectors in a basis for V is said to be the dimension of V.

The Second Main Theorem will follow from the next theorem.

Suppose V' is a vector space and {us, ..., uy,} is a spanning set for V.
Then any subset of V' with more than m elements is linearly dependent.

Proof. | will prove this theorem using a theorem from linear equations.

a11x1+ ...+ a1, = 0

Am1Z1 + .o+ Gy = 0

m < n = the system has a nonzero solution.



Now let vq, ..., v, be an n—element set with n > m. We want to find
1, ..., T, not all zero so that xqv1 + ...+ x,v, = 0.
Write

V1 = G11U1 + G21U2 + ... F Qp1Um,

Vg = A12U1 + a22Us + ... + G2l

Up = Q1pU1 + G2pU2 + ... + AUy, = 0
Then
11+ ...+, = T1011U1 FT1A21U2 F ... F X101 UM
+  Zoaioui + x2a20uU2 + ... + TaGmaUm,
+
+ TnainUl + Tna2nU2 +...+ TnAmnUm

= (allxl —+ ...+ alna:n)ul + (agll'l 4+ ...+ a2nxn)u2

+ oF(@miT ot GnnTn)Um



101 + ...+ Tpv, =0 <= z1, ..., T, satisfy
a1+ ...+ apxr, = 0
am1T1+ ... +amnx, = 0

But n > m so there are more unknowns than equations. Hence there is a
nonzero solution. O

The cardinality of any linearly independent set is always less than or
equal to the cardinality of any spanning set.




Second Main Theorem

Second Main Theorem

Suppose {wy, ..., wy} and {vy, ..., v,} are both bases of v. Then
n=m.

Proof. Since {wy, ..., wy,} spans and {vy, ..., v,} is linearly
independent we have n < m. But {vy, ..., v,} spans and

{w1, ..., wp} is linearly independent, hence m < n. O
Example: dimR"™ = n because & = {ey, ea, ..., €,}, where
er=(1,0,...,0), e2=(0,1,...,0), ....en=(0,0,...,1)), isa
basis.



Bases for Infinite dimensional vector spaces

We need the definitions of a spanning set and an independent set in an
infinite dimensional vector space.

An infinite subset S of an infinite dimensional vector space V spans V if
every vector v € V is a finite linear combination of elements of S.

<

An infinite subset S of an infinite dimensional vector space V' is an

independent set if no nontrivial linear combination of a finite number of
elements of S is equal to zero.

The next problem will be on Homework 1.

Problem
Show that the infinite set {1,22,23,--- 2", ---} is a basis for the vector
space of polynomials in one variable z.



Infinite dimensional vector spaces have bases

It is in fact true that every vector space has a basis but it is harder to

prove. You need to prove

(1) Every vector space has a maximal linearly independent set % (this
means there is no linearly independent set containing %).

(2) Any maximal linearly independent set % spans and hence is a basis.

You should be able to prove (2). The idea behind (1) is simple but the

actual proof of (1) involves subtleties from set theory/logic (Zorn's

Lemma).



