Lecture 6: The matrix of a Linear Transformation

Relative to a Basis




Let V' be a vector space and B = {by, ..., b,} be a basis for V. Then
any v has unique coordinates [v] , = (21, ..., x,) relative to % defined

by
v = Z $1b1
i=1

Now let V' and W be vector spaces and T': V — W be a linear
transformation. Suppose & = {b1, ..., b,} is a basis for V and
€ ={c1, ..., cn} is a basis for W.



Definition

The matrix of the linear transformation 7' relative to the basis & and ¥
and written . [T],, is the m X n matrix (a;;) given by

T (b;) = Zaijcia 1<j<n, (%)

=1

It is important to understand the physical meaning of (). The first
column of A is the coordinates of T'(b;) relative to ¢y, ..., ¢n; the second
column of A is the coordinates of T'(by) relative to ¢y, ..., ¢m, etc.



So
T(by) T(bs) ... T(by)
o B !
or
[T(b1)ly [T(b2)]le - [T(bn)lg

We will usually have V- =W and % = €. Then ,[T], is a square
matrix.
If thre is only one basis present we will write M (T') instead of [T],,.



Problem
Let Pol3(R) be the polynomial functions of degree less than or equal to

d
3. Let Fr Pol3(R) — Pol3(R) be differentiation. Compute the matrix
x

{ d } =M <d) relative to & = {xl, x, 2, x‘3}
zldr] 4 dx

Solution

d ,
@(1) = the zero polynomial = (0, 0, 0, 0) so the first column of

(2):

OO OO



1
i(Jc) =1= (1,0, 0, 0) so the second column of M d is 0
de™ dx 0
0
d
d—(xz) =2z = 2(x) + 0(z x3) = (0, 2, 0, 0) so the third
x

column ofM

+
0
2
0
0

Finally di(B2 =32%2= (0,0, 3, 0).
We obtain:
0
A _y(dy_|o
zldz | 4 dz ) 0
0

o oo

o o N o

O w oo



Notation: Let e denote matrix multiplication. Then we have the
important

Proposition

[1] Let U, V, W be vector spaces with basis &/ = {aq, ..., an},
B ={b1,...,b,} and € ={ci, ..., cp} respectively. Let T : U — V
and S: V — W be linear transformations. Then

elSoT) = £Slze 41y

Proof. Put
Z = (zik) =M (SoT)
Y = (yu)=M(T
X = (xy)=M(T



[put diagram here]
We will compute (S o T)(ay) in two ways.
The matrix (z;) is defined by

SOT Zzzkcz

Now we compute (S o T')(ay) another way. We have

(SoT)(ax) = S(T(ar))  (¥)



But the matrix Y = (y;x) is defined by

T(ax) = Zyikbj. ()

We substitute the RHS of (xx) into (x) to get

(SoT)(ar) = S(T(a)) =5 (Z@/ikbj)
i=1

Z YirS (bj) (#).



But the matrix X = (x;;) is defined by

p
J): E ,’Eijci.
=1

We substitute (#+#) into (#) to get

M:

(SOT)(ak) = YirS <Z'1:’L_]CZ>

P
E YjkTijCq

i=1

1

<.
Il

I
NE

<.
Il
-

n

LijYjkCi

[
M=

s
Il
—

Jj=1



Hence
Y4 n

E ZikCi = g ZijYjkCi
1

i=1 \j=

Since ¢; is a basis for W, we have

n
Zik = E TijYjk-
Jj=i

But the RHS is the ik-th entry of the product matrix X e Y.
Remark: This wouldn't have worked if we had written the vectors T'(b;)
along the rows instead along the columns.



Proposition
Let V be a vector space and T € L(VV) = Hom (V, V). Let
B ={by, ..., b,} be a basis for V. Let v € V. Then

[T(W) A= 5150

= A= (ai;) and [v] 4, = (21, T2, ..., Ty) SO

n
v = E ijj.
j=1

Proof. Suppose [T,

Then .
T(v) = Z%‘T(bg‘)- (*)



But by definition of the matrix [T,

Subsitute (xx) into (%) to obtain

T(v) = ij <Zaijbi>
j=1 i=1

= Zijaijbi

i=1 i=1

= Z Zaijxj bi

n n
i=1 \j=1

7



Hence

But

ail oo Q1n I
a21 .o Q2p T2

ann l'n

an1
n
Z 15T

™=

AnjTj
1

J

At this stage we are not differentiating between row vectors and column

vectors.

[



Isomorphism of Algebras

Theorem (Text, Theorem 13.3)

Suppose dimV = n and {b, ..., b,} is a basis for V.. Then the map
M :Hom (V, V) — M, (R)

that sends T to M(T) is 1:1, onto, linear and send compositions o of
linear transformations to multiplications e of matrices M is said to be an
isomorphism of algebras.




Future Problem

Problem

Suppose T : V — V and & and € are bases for V.
How are matrices [T, and [T, related?

This problem will be addressed in Lecture 8.



