Exam 3 Practice Problems Solution
MATH 240 (Spring 2024)

Problem 1.

(a) Since the matrix is (upper) triangular, the eigenvalues are A\ = 1, 2, 3.

(b) }
0 1 0
A-XA=1[0 1 -2
00 2

Then ~

1

0

0

is an eigenvector of A corresponding to 1 (by observation). To see this without guess-and-

check, note that for [z y z] " to be an eigenvector for 1, by the first and the third row, we
must have y = 0,z = 0.

(c) A is diagonalizable because A is 3 x 3 and has three distinct eigenvalues.
(d) A is invertible because det(A) =1-2-3 =6 #0.
Problem 2. Since Av = \v, we have A?v = A(\v) = AAv = \?v. By the same reasoning,
0= A%v = \u.
For a nonzero vector v, \°v =0= X =0= X =0.

Problem 3. We want to find the least squares solution to the system

1 1 2
-3 3/ |0
2 1" |1
2 —4 -3
=A =b
We have ~
1 1
r. 1 -3 -2 2]|-3 3| [ 18 —18
ATA =1y 4 1—4] -2 1_[—18 27
2 4
[ 2
1 =3 -2 2]| o] [-6
AT = 1 3 1 —4 1 15
-3

The augmented matrix corresponding to AT Az = ATb is

18 -18 —6] [3 -3 -1
18 27 15 [0 9 9

Therefore, 2o = 1, and z1 = % The least square solution is thus,

]

Problem 4. We want to find the least squares solution to

1 -1 3
—2 llxz=|-2
1 -3 1

=A =b



Then normalized equation is

1 -1
1 -2 1 6 —6
ATA{ }—2 1{ ]
-1 1—3_1_3 -6 11
[ 3
L 1 -2 11| S| _[6
o= T ] = )

The augmented matrix is
6 —6 6 N 1 -1 1
-6 11 =2 0 5 4
Then z5 = % andx1 =1+ a0 = % Therefore, the least square solution is
9
-
5

Problem 5. The point in W that is closest to the point y is

. y(lal) 7(374)(131) 77 _ [
Projyy = m(l, 1) = m(l,l) = 5(1,1) = (2, 2) )

Problem 6. By orthogonal decomposition,

. 11
y="Projyy+ 2_= <2,2) tz=2= <2,2>
eEwT
To conclude,
(1T, (11
y - 27 2 2’ 2 .
ew ewT
Problem 7.
/ . (757272) i <*2a3>3) (757272) i <*370a *2)
= = -2 ~3,0, -2
w=Prowy = (R332 T 30,2 (80,2 00
22 11
— (-2 —(-3,0,-2
= 22( ’3’3)+13( 0,-2)

L (26 489) (33 22\ [ 59 17
o 1377713 137 13) 13’7713

Solving for z, we should see that

59 . 17 59 17 6 9
_ — (22 g -~ — (22 3 2~ 1.z
(=5.2.2) < 3% 13>+Z < 13’3’13>+< 13’ ’13>

Problem 8. Let x; = (1,0,1) and 25 = (0,1, 1). Then the Gram-Schmidt process yields
vy = T1 = (1,07 1)
oV ,1,1)-(1,0,1
V2 = T2 — vf-vi U1 = (07 1, 1) - 5(1),(1),13.21,0,13 (1u 0, 1)
= (071a1)7%(17071):( : 1 l)

T 202
Then {(1,0,1),(—3,1, %)} is an orthogonal basis. Next,

— v _ (1 1
wo= = (50%)

= va . ¥2(_ 1 ¢ 1y_ (_ 1 2 1
vz = Tar = A 2’1’2)’( \/6’\/6’\/6>

Then {( Lo, %) , (— L %, i)} is an orthonormal basis.



Problem 9.

(a) False Let v be an eigenvector corresponding to A. Then av is also an eigenvector correspond-
ing to A for any a # 0. If you have one, then you have infinitely many of them.

(b) True An orthogonal set of nonzero vectors is automatically linearly independent. You cannot
have linearly independent set in R® with 6 elements because the dimension of R is 5.

(c) False. Consider the following least squares problem
1 0/ |0 1 0 |0
0o |o 0 ol |o
~—— ~~ ~—— ~~
=A =b AT A AT}
(d) True We use the theorem that says y € W if and only if y = Projy,y.
Problem 10.
(a) The matrix for T relative to basis %, and %, is given by

[T]%2,@1 = [[T(2’4)]%’2 [T(177)]‘%’2} = [[(_2a _2)}332 [(57 _1)]93’2]]

This matrix is constructed in a way that

Q) (T, [2]3, = [T(z)]s,
Since
(22 = AH+3- = (22 |y
(5,-1) = —7(1,3) —4(-3,-5) = [(5,1)]%{:1]

For the second equation, we can work with the augmented matrix
1 -3 )
3 -5 -1

Mo =y 4

Therefore,

(b) By observation, (3,11) = (2,4) + (1, 7). Therefore, [(3,11)]%, = E]

(c) By (a), (b), and (}) above, we have

1 =71 —6
[T(?’?ll)]@z = [T]@%v@l[(S? 11)}95’1 = |:1 _4:| |:1:| = |:_4:| .
In particular, T'(3,11) = —6(1,3) — 4(—3,—5) = (6, 2)
Problem 11.
(a) Let

3 -4 _ 13 4
B_[_2 3] then det B =1 and B —{2 3]

Then by Theorem 8 of Chapter 5 (or Theorem 9 of the Study Guide),
i 3 42 1] 3 —4] [12 -11
Tl =B AB = {2 3} {2 3} {—2 3} B [ 8 —7}

(b) By observation, (7,—5) = (3, —-2) — (—4,3), so [(7,—5)]z = {_ﬂ



(c) We have
[T(7,=5)]s = [T]2[(7, —5)]% = F; __ﬂ {_ﬂ - Eg}

Therefore,
T(7,—5) = 23(3,—2) 4 15(—4,3) = (9,—1)

Problem 12. The characteristic polynomial is

det{l_)\ _5}:(1—)\)(—3—)\)+5=>\2+2)\+2.
1 —3-2X
Then
/\:#\/m:—lii.
Then . .
A—(—1+i)1:{2; _2_51}—{28 8}

Here we used the fact that (2—i)-[1 —2—1i] = [2—¢ —5]. Alternatively, we know that the algebraic
multiplicty of —1 + ¢ is 1, so the dimension of the null space Null(A — (—1 + 4)I) = 1. Therefore, the
row reduction is immediate. Then
)
>

is an eigenvector for —1 + i. Then we immediately get that an eigenvector for —1 — i is

b--L]
2—1 2+
We did not cover the decomposition A = PCP~!, so we will skip the solution.
Problem 13. Consider the 3 x 3 identity matrix A = I5. Then
A=LLI!
therefore, A is diagonalizable. Since I3 is an upper triangular matrix, the only eigenvalue is 1.

Problem 14. The characteristic polynomial is

1—A 5
5 1—-X

Therefore, the eigenvalues are A = 6, —4.
-5 5 -5 5 -1 1
asa= 5 3-8 810 )

so, an eigenvector of A for 6 is [ﬂ .

det[ =(1-MN)2=25=A2—2X—24=(A—6)(A+4)

5 5 11
avar=2 2=y ol
1
1

1[-1 -1 z
-1+ _
eresln -l -
Therefore, the diagonalization is

1]

so, an eigenvector of A for 4 is [ﬂ . Therefore, P = { ﬂ . Since det P = —2, we have

|
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N—= D=
N= N[
[



