
Some Precursor Inequalities

Kolmogorov Inequality (Loève, 1955, Sec. 16.2.A) If the in-
dependent random variables ξk for k ≥ 1 are integrable, then

P
(
max
k≤n

∣∣∣ k∑
j=1

(ξj − E(ξj))
∣∣∣ ≥ t

)
≤

1

t2

n∑
k=1

Var(ξk)

used in 3-series Theorem. Next: restriction used with truncation

Kolmogorov (upper) Exponential Bounds (Loève Sec. 18.1.A):
if ξk,n are indep with all |ξk,n| ≤ c :

P
( n∑
k=1

ξk,n
/[ n∑

k=1

Var(ξk,n)
]1/2

> ϵ
)
≤

 exp(−ϵ2

2 (1− ϵc/2)) if ϵc ≤ 1

exp(−ϵ/(4c)) if ϵc ≥ 1

Used with lower bounds in proving Law of Iterated Logarithm.
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Martingales and Sub-Martingales

A few main sources for martingales and submartingales:

(1) Martingale: Xt =
∑t

s=1 ξs, with E(ξt |X1, . . . , Xt−1) = 0

(or ≥ 0, for submartingale)

(2) Martingale: Xt = E(Y |Z1, . . . , Zt), eg, Y = dQ/dP

(3) Submartingale: Xt = At + ϵt, with At ↗ meas. with

respect to X1, . . . , Xt−1, and E(ϵt | FX
t−1) = 0 Doob Decomp.

(4) Submartingale: Xt = g(Yt), Yt a martingale, g convex.

Conditional Jensen Ineq.: E{g(Yt) | FY
t−1} ≥ g

(
E{Yt | FY

t−1}
)
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Max-Inequality Generalization to (Sub-)Martingales

Doob 1953 Inequality: For submartingale Xt with E|Xt| < ∞,

then P (sup0≤t≤T Xt ≥ 1) ≤ E(X+
T ) ≤ E|XT |

General Reference: A. DasGupta (2008) Asymptotic Theory

of Statistics and Probability (Springer, free pdf from library)

includes Burkholder Lp norm ∥Xt∥p (upper and lower)

inequalities in terms of ∥{
∑t

s=1 (Xs −Xs−1)
2}1/2∥p

Other maximal inequalities available (Chow 1960; Binbaum-Marshall

1961; Lenglart 1977; Slud 1986) in discrete and continuous time

to bound Xt · ht+ above, for Xt submartingale and ht ∈ Ft−
non-negative nonincreasing.
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Submartingale Inequality & Chernoff Method

So far, we did not restrict distributions or mgf’s of increments.

if Xn is a martingale with sub-exponential (νs, αs) increments

ξs = Xs − Xs−1 given FX
s−1, then inductively for |λ| < 1/αs and

|µ| < 1/α∗ = 1/maxs≤nαs, by repeated conditioning

E(eλξs | Fs−1) ≤ eλ
2σ2s /2 ⇒ E

( n∏
s=1

eµξs
)
≤ eµ

2∑n
s=1 σ

2
s /2

implies via the Doob maximal inequality:

P ( max
0≤s≤n

(Xs −X0) ≥ t) ≤ exp
[

inf
µ<1/α∗

(
µ2

2

n∑
s=1

σ2s − µt)
]

Thus gives maximal-inequality version of Azuma-Hoeffding,

with αs = 0, σs = c, for |ξs| ≤ c.
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Wainwright Cor. 2.21 on ‘Bounded Differences’

Say x = (x1, . . . , xn) ∈ Rn, and x′ is a k-neighbor if it differs only

in the k’th coordinate. Say f : Rn → R has Bounded Differences

(BDP) if |f(x)− f(x′)| ≤ Lk, for all such x, x′, k.

Corollary 1 If f has BDP and X = (X1, . . . , Xn) has indep. com-

ponents, then

P (| f(X)− Ef(X) | ≥ t) ≤ exp
(
− 2t2/

n∑
k=1

Lk

)

Idea: consider martingale differences ξk = E(f(X) |X1, . . . , Xk)−
E(f(X) |X1, . . . , Xk−1), bounded between −Lk, Lk.
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BDP Corollary, continued

Main step:

inf
x

E(f(X) |X1, . . . , Xk)
∣∣∣∣
Xk=x

− E(f(X) |X1, . . . , Xk−1) ≥ −Lk

by BDP, similarly with supx ≤ Lk.

Note: ‘maximal’ version would bound the tail probability for

maxk E(f(X) |X1, . . . , Xk) − E(f(X))
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