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Abstract. We show how existing models for the sedimentation of monodisperse flocculated
suspensions and of polydisperse suspensions of rigid spheres differing in size can be combined to
yield a new theory of the sedimentation processes of polydisperse suspensions forming compressible
sediments (“sedimentation with compression” or “sedimentation-consolidation process”). For N solid
particle species, this theory reduces in one space dimension to an N X N coupled system of quasi-
linear degenerate convection-diffusion equations. Analyses of the characteristic polynomials of the
Jacobian of the convective flux vector and of the diffusion matrix show that this system is of strongly
degenerate parabolic-hyperbolic type for arbitrary N and particle size distributions. Bounds for the
eigenvalues of both matrices are derived. The mathematical model for N = 3 is illustrated by a
numerical simulation obtained by the Kurganov-Tadmor central difference scheme for convection-
diffusion problems. The numerical scheme exploits the derived bounds on the eigenvalues to keep
the numerical diffusion to a minimum.
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1. Introduction. Mathematical models for the (controlled) sedimentation of
polydisperse suspensions of small particles, which belong to a finite number of species
differing in size or density and are suspended in a viscous fluid, are important to
many applications such as the chemical engineering, ceramic, pulp and paper, and
food industries, mineral processing, wastewater treatment, and medicine [3, 50, 88, 89,
101, 122]. The characteristic behavior of such mixtures is differential sedimentation,
which leads to areas of different composition if an initially homogeneous suspension
is allowed to settle. In this paper, we consider the additional property that the solid
particles possibly form a compressible sediment layer. A mathematical model for
polydisperse suspensions forming compressible sediments is developed, analyzed, and
simulated, focusing on three different aspects.

First, we show how two existing sedimentation models—one for monodisperse
flocculated suspensions, which are described by scalar strongly degenerate parabolic-
hyperbolic equations, and one for polydisperse suspensions of rigid spheres differing
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in size, which lead to first-order systems of conservation laws—can be combined into
a model of sedimentation of polydisperse suspensions of particles (or flocs) forming
compressible sediments.

Secondly, we prove that this model gives rise to strongly degenerate parabolic-
hyperbolic systems of PDEs. (A precise definition of that type property is given
below.) This type characterization is valid for arbitrary numbers N of sizes of equal-
density particles. The application considered thus provides provably strongly degen-
erate parabolic-hyperbolic systems of arbitrary size. The well-posedness analysis and
design of numerical schemes for such equations has received considerable interest in
recent years, but, especially in the system (nonscalar) case, only a few applications
are known. The present paper provides such an application.

Finally, for N = 3 we illustrate the model by numerical examples using the
high-resolution Kurganov—Tadmor central difference scheme [64]. Its exposition in
[64] is biased towards systems of conservation laws but also suggests an extension
to parabolic-hyperbolic systems. This paper presents the first (to our knowledge)
application of that extension to a realistic model.

In what follows, we outline the paper and put it in perspective relative to the
existing literature. In section 2, we derive a set of spatially multidimensional model
equations for the sedimentation of polydisperse suspensions forming compressible sed-
iments (also called a sedimentation-consolidation process). The modeling starts from
the usual mass and linear momentum balance equations for the N solids species (each
regarded as one phase) and the fluid. The generic material properties of the sus-
pension are introduced by constitutive assumptions concerning the solid and fluid
stress tensors and the solid-fluid interaction forces. In particular, the solid phase
pressures and the fluid pressure are replaced by the effective solid stress o, and the
pore pressure. Here we assume that ¢ is a function of the total solids concentration
¢ :=¢1+ -+ ¢ only, where ¢; is the concentration of species ¢ having diameter d;
and density o;. The way in which o, depends on ¢; to ¢y determines the resulting
diffusion matrix of the above-mentioned degenerate system. Specifying the solid-fluid
interaction force for each species and finally performing a dimensional analysis, which
permits our neglecting several terms of the linear momentum balance equations, we
obtain explicit expressions for the solid-fluid relative velocity (or slip velocity) of each

species as a function of ® := (¢1,...,éx)T and V®, which in turn yield the fluxes
of the continuity equations. The final (spatially multidimensional) model equations
form a strongly degenerate system of N convection-diffusion equations for ¢1,...,¢n

coupled to the divergence-free condition of the volume-average mixture velocity and
a three-component equation for the motion of the mixture. These last two equa-
tions account for viscous effects and reduce for ® = 0 to the Stokes system for an
incompressible fluid. Finally, we check that for N = 1 the strongly degenerate system
reduces to the known scalar equation for monodisperse suspensions [26]. An overview
of the analysis, numerics, and applications of strongly degenerate parabolic equations
is given in section 5. For incompressible sediments, i.e., when g, = 0, the model
reduces to the Masliyah—-Lockett—Bassoon (MLB) model [71, 73] for polydisperse sus-
pensions of rigid spheres.

The effect of compressible sediment in polydisperse sedimentation has been stud-
ied only infrequently [98, 102]. Unfortunately, these treatments are incomplete in
that they are not embedded in the appropriate mathematical PDE framework or
are limited to N = 2. We assume that the mixture forms a compressible sediment
layer whenever the cumulative solids concentration ¢ exceeds a critical value (or “gel
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point”) ¢, and is in hindered settling for ¢ < ¢.. In [102], however, the transition
between the hindered settling zone (where ¢ < ¢.) and the compression region (where
¢ > ¢.) is introduced by an artificial moving boundary condition, which we avoid by
the concept of a degenerate diffusion equation. Our model also describes the rela-
tive movement of the solids species against each other within the sediment under the
influence of the effective solid stress. This is unlike any previous treatment. Thus,
our model is new and therefore derived completely in section 2. On the other hand,
we essentially combine arguments that have been discussed extensively in previous
works that focus on modeling either flocculated monodisperse [26, 27, 35] or nonfloc-
culated polydisperse suspensions [14, 19, 22]. Thus the presentation in section 2 is
fairly concise, and we refer to the cited papers for additional details and justification.

To continue the discussion, we need a precise definition of strongly degenerate
parabolic-hyperbolic systems. In fact, in recent years we have seen an increased
interest in quasi-linear systems of PDEs that in one space dimension can be written
as

du  Op(u) 9 Ou
(1.1) 54- o _8m<D(u)6x>’ reR, t>0,

where u : R x Rt — D ¢ RY is the sought solution vector, ¢ : D — RY is a
flux vector, and D : D — R¥*N is a diffusion matrix. We allow the system to be
degenerate in the sense that D(u) = 0 for u € D' C D; i.e., the system reduces to
first order on D’. The system is called strongly degenerate if D' is of nonzero N-
dimensional measure. Moreover, we recall that the system (1.1) is strictly parabolic
at a point ug € D if D(ug) > 0; i.e., the matrix D(up) has only positive eigenvalues.
On the other hand, if ug is chosen such that D(ug) = 0, then, according to the
usual terminology for conservation laws, the system (1.1) is called hyperbolic if the
Jacobian J,(uo) has N real eigenvalues, and strictly hyperbolic if these eigenvalues are
moreover pairwise distinct. Finally, we shall call (1.1) a strongly degenerate parabolic-
hyperbolic system if, at any point ug belonging to the interior D° of D, the system
(1.1) is either strictly parabolic or strictly hyperbolic in the sense given above and the
set D% N D’ on which the system is strictly hyperbolic is of nonzero N-dimensional
measure. We emphasize here that points u € D\D?, which are on the boundary of the
physically relevant region D, do not enter the type characterization [59]. Note that
a strictly hyperbolic first-order system of conservation laws, for which the right-hand
side of (1.1) vanishes identically, is included as a special case. Of course, solutions
of (1.1) are in general discontinuous, even for smooth initial data. Further properties
are discussed in section 5.

If the multidimensional sedimentation equations developed in section 2 are re-
stricted to one space dimension, the motion of the mixture is determined by the
velocity at one end of the computational domain. For a closed vessel, this velocity is
zero, and only the degenerate system for ¢1,...,¢n needs to be solved. This system
of second-order PDEs can then be written as

o  Of(P) 0 0P
7= — 2 AP

ot 0z 0z ( (®) 0z )’

where ¢ is time and z is height. In section 2, we assume that o, = 0 for ¢ < ¢.. This

assumption implies A(®) = 0 for ¢ < ¢. In this case, the system (1.2) is reduced to
the first-order system

(1.2)

90 Of (D)

(1.3) o 9%

=0.
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We consider the system (1.2) for vectors ® € Dy, ., where 0 < ¢yax < 1 denotes the
maximum admissible cumulative solids concentration, and we define for 0 < ¢y < 1

D¢M = {¢:(¢1aa¢N)€RN¢1 20a7¢N201 ¢1++¢NS¢M}

Moreover, we denote by Dg the interior of Dy,,, that is,
M

DY, ={®=(¢1,....0n) ERY : 1 >0,...,68 >0; ¢1+ -+ + dn < du}.

Obviously, the type of (1.2) is determined by the properties of A(®) for ¢. <
¢ < Pmax and by those of the vector f(®) (more precisely, of its Jacobian J¢(®)) for
0 < ¢ < ¢ and ¢ = Ppax. Since every component of £f(®) = (f1(®P),..., fn(P))T
depends nonlinearly on every component of ®, and since J¢(®P) is unsymmetric, it is by
no means obvious that the system (1.3) is strictly hyperbolic. Since all entries of A (D)
are nonzero on Dy \Dyg,_, it is not apparent either that the system (1.2) is strictly
parabolic for ¢ € ngx \Dy,. The core of this paper is formed by sections 3 and 4,
where these properties are established by analyzing the characteristic polynomials of
T (®) and A (D), respectively, where the vector £f(®) and the matrix A (®P) are chosen
according to the model developed in section 2. Moreover, for the analysis of section 3,
we assume that the particles all have the same density and that the species differ in
size only. Our treatment has in part been inspired by Rosso and Sona’s recent analysis
of equations modeling the separation of oil-water dispersions [87]. In section 3, we
discuss the properties of the system (1.3) with f(®) = fM(®),

¢ OfN(®) .
(1.4) ot =0 i=1...N,

which arises from the model derived in section 2 by considering one space dimension
and a closed settling vessel and assuming that the effective solid stress vanishes (o, =
0). The “M” indicates that the constitutive assumptions in section 2 have been chosen
according to the MLB approach [22, 71, 73] (see [14, 22] for alternate equations for
f(®)). The analysis of section 3 leads to the type of the system (1.2) for ¢ < ¢,
and fully determines its type for g, = 0, that is, for a suspension of rigid particles
[14, 19, 22]. The main result is that in the equal-density case, the system (1.4) is
indeed strictly hyperbolic for all & € ngax for 0 < ¢max < 1. Strict hyperbolicity
holds for all V and arbitrary particle sizes d; > do > -+ > dy > 0.

To outline the significance of the analysis of section 3 in nontechnical terms,
let us first say that hyperbolicity of a first-order system of conservation laws like
(1.3) is in general a desirable property. In fact, the existence of a complete set of
pairwise-distinct eigenvalues at each relevant point ® of the state space ensures that
the solution of (1.3) involves (simple) waves, i.e., solutions which essentially involve
one eigenvalue of the Jacobian J¢(®) and a corresponding eigenvector; see [51] for
details. The important point is that each eigenvalue represents a finite propagation
speed of solution information. For a mixture of flowing phases (in our case, the N
“particulate” phases and the fluid), we should expect not only that a good model pre-
dicts finite speeds of propagation, but that moreover no solution information travels
faster than any of the physical phases. We shall show later (Lemma 6.1 in section 6.3)
that the MLLB model for equal-density spheres and dilute to moderately concentrated
suspensions indeed satisfies this requirement.

To put the hyperbolicity result in the proper perspective, let us now look at the
opposite situation. Loss of hyperbolicity for a given vector ® € R means that system
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(1.4) has at least one pair of complex-conjugate eigenvalues. For N = 2, we then say
that the system is elliptic. In most cases, for vectors ® chosen from some subregion of
the relevant state space, the system (1.4) is nonhyperbolic or elliptic and is hyperbolic
elsewhere. Such systems are called mized systems; see [47] for a survey of applications.
In some applications, such as multiphase flow in porous media, the significance of
mixed systems is essentially unclear, and loss of hyperbolicity is sometimes related
to a model error. For polydisperse sedimentation, however, it is shown in [22] that
for arbitrary N the degeneracy into nonhyperbolic type is a criterion for the possible
occurrence of horizontal structures like fingers, columns, or blobs during sedimenta-
tion. This interpretation of nonhyperbolicity generalizes a criterion formulated in [4]
for N = 2. Such instabilities have been observed in experiments [4, 117] at certain
initial concentrations and are particularly likely to occur in suspensions including one
species that is heavier and one that is lighter than the fluid. On the other hand,
instabilities have never been observed with equal-density particles.

For a given polydisperse sedimentation model, expressed by the specific algebraic
form of the flux vector f(®), the ellipticity region (which usually has to be deter-
mined numerically [22]) for given particle densities and sizes should agree with those
concentration regions for which instabilities have been observed experimentally. On
the other hand, the model equations should be strictly hyperbolic for arbitrary N
and equal-density particles. In [22] we show that the MLB model satisfies the first
of these properties and is, in particular, not hyperbolic in general for suspensions in
which two or more species have different densities. However, in [22] we were able to
prove strict hyperbolicity for the system (1.4) with equal-density particles in the case
N = 2 only. We indicated in [22] that numerical tests with N = 3 never produced
an instability region, and we conjectured that the MLB equations were hyperbolic for
arbitrary IV, which is now proved in the present paper.

The properties of the MLLB model contrast with those of several other models.
For example, the model proposed by Davis and Gecol [38] again leads to a system
of the form (1.4), but which for equal-density particles is hyperbolic only for small
values of dj/dy (for example, for N = 2 the restriction is di/d2 < 5; see [22]),
and for which the size of the ellipticity region drastically increases when d;/da is
increased. Since no instabilities have been observed experimentally with equal-density
suspensions, these ellipticity regions are unphysical and limit the use of the Davis and
Gecol model to small values of dy/dy. We refer to [22] for a thorough discussion
of mixed systems modeling polydisperse sedimentation and the consequences for the
mathematical analysis.

In section 4, we consider the right-hand side of (1.2) using the diffusion matrix
A (D) derived in section 2. While it is obvious that A(®) = 0 on Dy, it is not apparent
that A(®) is positive definite on ngx\D%- The hyperbolicity and parabolicity
properties of (1.2) associated with the matrices Jem(®) and A(®) are controlled
by the independent model functions V' (¢) and o,(¢), but their entries are analogous.
Thus, the formula for the characteristic polynomial of Jem (®) derived in section 3 also
provides (after substitutions) a formula for that of A(®). It is then straightforward
to prove that A(®) has N distinct nonnegative eigenvalues, which are positive if
e < & < Pmax. Thus, (1.2) is strictly parabolic for ¢. < ¢ < Pmax, which is the main
result of section 4.

In contrast to the hyperbolicity of the first-order system (1.4), the parabolicity
property established in section 4 does not admit a direct physical interpretation.
Rather, parabolicity is a condition ensuring the well-posedness (existence, uniqueness,
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and stability) of systems of PDEs of the form (1.2). It should, however, be pointed out
that mathematically rigorous well-posedness results are available for certain special
cases of (1.2) only. These include, on one hand, scalar strongly degenerate parabolic-
hyperbolic equations [6, 7, 8, 17, 25, 31, 61, 62, 72, 118], and, on the other hand,
certain uniformly parabolic systems, that is, systems that do not degenerate into first-
order type [42, 49, 63, 66]. A closed mathematical theory for the strongly degenerate
systems considered in this paper is not available despite the increased interest this
kind of equation has attained in recent years. Section 5 provides a short overview of
the existing literature on mathematical and numerical theory for strongly degenerate
parabolic problems.

In section 6, we first describe the central difference scheme due to Kurganov and
Tadmor [64], which is used in this paper. The system (1.2) is discretized by a high-
resolution central difference (Riemann solver free) scheme for the convection part
(corresponding to the first-order equation (1.4)) combined with a central difference
discretization of the parabolic parts (the right-hand side of (1.2)). Then we illus-
trate the (new) model of polydisperse sedimentation with compression by numerical
examples with N = 3 and compare the results with simulations of the two (conven-
tional) models of settling of monodisperse flocculated and polydisperse rigid-sphere
suspensions (where 0, = 0). We refer to [14, 19] for the application of similar numer-
ical schemes to first-order systems like (1.4) describing sedimentation of polydisperse
suspensions without compression effects.

The closing section 7 discusses various aspects of the paper. We first show that
the type analysis of sections 3 and 4 is also valid in several space dimensions. Next, we
briefly comment on the possible extension of the model to polydisperse suspensions
with particles of different densities, and we furthermore provide a physical interpre-
tation of one of the eigenvalue bounds derived in section 3. One frequent topic in
the sedimentation literature is hydrodynamic diffusion, which is associated with par-
ticle velocity fluctuations. We give a brief survey of the literature on hydrodynamic
diffusion and provide justification for not including this effect in our model. An im-
portant new property of the model is the prediction of diffusive relative movement
of the different solids species within the sediment. This effect is clearly visible in
the numerical simulations, which correspond to a hypothetical material, and may be
less pronounced for real materials. We therefore discuss several alternative gradual
and structural modifications of the present model that could reduce sediment diffu-
sivity. Finally, some applications in which the sediment compressibility is important
are discussed.

2. Derivation of the model of polydisperse sedimentation with com-
pression.

2.1. Mass and linear momentum balance equations. A suspension may be
represented as a superposition of continuous media, each following its own movement
with the only restrictions imposed by the interaction between components. Each
component obeys the laws of conservation of mass and momentum, incorporating
terms to account for the interchange between components [27]. We assume that there
is no mass transfer between species.

The local mass balance equations of the solid species and of the fluid can be
written as

%
ot

+ V- (¢ivi) =0, i=1,...,N, —%Jrv-(a—qs)vf):o,

(2.1)
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where v; is the phase velocity of solids species ¢, ¢ = 1,..., N, and v is the fluid phase
velocity. Defining the volume-average velocity of the mixture q := (1 — ¢)vi+ vy +
.-+ 4+ ¢nvy and the relative velocities or slip velocities u; :=v; —vg fori=1,..., N,

we derive easily that

(22) ¢Zvl:¢l(uz+q7(¢1u1++¢NuN)), Z:L,N,
hence the solids mass balance equations can be rewritten in terms of q and uy,...,uy
as

0¢i

(2.3) + V- (¢iw; + ¢ia — ¢i(¢prur + -+ dyun)) =0, i=1,...,N.

ot

The sum of all equations in (2.1) produces the simple mass balance of the mixture,
V -q = 0. The momentum balance equations for the N solid species and the fluid are

Dv,; ‘

(2.4) Qi@Di::V'Ti-&-Qi(bib—i—mg—i—m;, i=1,...,N,
Dv¢ £ f

(2.5) Qf(l—éb)ﬁ:V'Tf+0f(1—¢)b—(m1+~~~+m1v)-

Here gr is the mass density of the fluid, T; denotes the stress tensor of particle species 1,
i=1,...,N, T that of the fluid, b is the body force, mg and mj; are the interaction
forces per unit volume between solid species i and the fluid and between the solid
species ¢ and j, respectively, m§ := m$, +---4+m} is the particle-particle interaction
term of species ¢, and we use the standard notation Dv/Dt := 9v/dt + (v - V)v.

2.2. Solid and fluid stress tensors. We assume that the stress tensors of
the solid and fluid phases can be written as T; = —p;I + TF for i = 1,..., N and
T¢ = —peI+TE, respectively, where p; denotes the phase pressure of particle species 1,
pr that of the fluid, I denotes the identity tensor, and TF and T} are the corresponding
extra (or viscous) stress tensors, all of which could be given by expressions that
correspond, for example, to a viscous-linear fluid. Since the focus here is on the
continuity equations for the solids and we assume that viscous effects due to the
motion of the mixture are not dominant, all viscous effects are assigned to the fluid
extra-stress tensor. To make this simplification visible in the dimensional analysis,
we assume that v{ and v§ < v/§ are characteristic viscosities associated with the fluid
and the solid species, respectively.

2.3. Partial pressures, pore pressure, and effective solid stress. The
phase pressures p1, ..., py and pr are theoretical variables (arising from the averaging
procedure [27]), which cannot be measured experimentally. As in [26], they are re-
placed by the pore pressure p and the effective solid stress o, which are measurable.
We assume that o, is given by a constitutive equation g, = 0.(®P), that is, as a func-
tion of the local composition of the sediment. To our knowledge (see also [102]), no
suitable function g, = 0.(®) for the polydisperse case has been derived either theoreti-
cally or empirically so far. However, most researchers utilize formulas that relate o, to
the sediment porosity or, equivalently, to the total volumetric solids concentration ¢
[74, 98].

In stating the generic assumptions on o, we follow [81, 92] and consider that
during sedimentation, when ¢ < ¢., there is no permanent contact between the
particles (or aggregates of them), and the momentum transfer between the particles
occurs entirely through the fluid or through collisions (although in a moment we shall
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show that the latter effect is negligible here). This means that the total stress of the
mixture, py, which can be decomposed in two different ways as

(2.6) p=pr o1+ +py =0+ (),

equals the pore pressure, and therefore o.(¢) = 0 for ¢ < ¢.. (The second equality
in (2.6) reflects the well-known effective-stress principle [39].) During consolidation,
when ¢ > ¢., permanent contact is established between the solid particles, and the
contact forces are transmitted through solid-solid contacts. Moreover, it can be as-
sumed that the part of the total stress supported by the skeleton of networked solid
particles is an increasing function of their concentration ¢, i.e., ol (¢) := doe(¢)/d¢p > 0
for ¢ > ¢.. These generic assumptions on o.(¢) can be summarized as

=0 for ¢ < ¢, , =0 for ¢ < ¢,
27) Ue(¢){>0 for ¢ > ¢, Ue(¢){>0 for ¢ > ¢¢;

a specific example is given in section 6. Our concept of effective solid stress has been
adopted from soil consolidation theory [81, 92] but is consistent with and in some
cases mathematically equivalent to the concepts of compressive yield stress [52, 67],
effective pressure [40], or yield pressure [54] utilized by research workers with a focus
on solid-liquid separation. All these papers have in common that it is assumed that
the effective stress takes positive values if and only if the particles are networked, and
that this occurs when ¢ > ¢, where ¢. is a distinct critical concentration, also called
the “threshold value” or “gel point.”

We now relate the fluid and solid phase pressures ps and p1, ..., py to the effective
solid stress o, and the pore pressure p. While p is defined within the fluid filling the
interstices between the solids, the partial fluid pressure p¢ is defined in the fluid
component occupying the whole volume of the mixture. Let S be the cross-section of
a settling column and Sy C S be its part that is filled out by the fluid in the porous
medium, and let € denote the surface porosity € := |S¢|/|S], i-e., dSt = edS. Then the
surface forces exerted on the fluid in a cross section of the sediment are

(2.8) /pf ds = pde:/p(edS).
s S s

Since we may assume that the surface porosity equals the volume porosity [22], we
may replace € by 1 — ¢, and as a consequence of the localization theorem [53], we
obtain pr = (1 — ¢)p from (2.8).

The effective solid stress o is that part of the total stress p; which acts on the
porous network formed by the solid particles. Assuming that the cross-sectional sur-
face area fraction of each solids species equals its volume fraction [22], we may conclude
that (¢;/@)o.(¢) is that part of g, which acts on species i. In view of pr = (1 — ¢)p,
(2.6) may be rewritten as

P11+ +on
¢

Thus, the phase pressure p; is related to p and g, by p; = (¢;/P)(¢p + 0o(¢p)) for
i=1,...,N.

P+ +pN=op+ e ().

2.4. Body force, solid-fluid, and particle-particle interaction forces. We
assume that the only body force is gravity, b = —gk, where g is the acceleration of
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gravity and k is the upwards-pointing unit vector. Furthermore, for a monodisperse
suspension [26, 27, 34, 35], the interaction force m between the fluid and the unique
solid phase can be modeled by

(2.9) m = a(¢)u+ () Ve,

where « is the resistance coefficient and u := vy — v is the solid-fluid relative or
slip velocity. Equation (2.9) follows from the theorem of representation of isotropic
functions [70, 99, 115, 115A, 115B] if we require that m be given as the most general
linear function of u, ¢, and V¢. A similar result is obtained in [41], and (2.9) is
also presented in [82] within a discussion of general principles for the formulation of
constitutive equations. The function (3(¢) can be shown to coincide with the pore
pressure p (see [26]). In the present case, we analogously assume that the solid-fluid
interaction term related to species 7 is given by mg = a;(P)u; + 5;(P)V;, where «;
is the resistance coefficient for the transfer of momentum between the fluid and solid
phase species i, i = 1,..., N.

The interaction force between the different solid particle species could be specified
by the Nakamura and Capes formula [1, 76, 98]:

nechich (s )2
ms. — §<Pe Qz@]ﬁbz(ﬁj (dz +3d])
Qidi + dej

A Ivi=vill (v =vy), =1 N i,

where the parameter ¢, accounts for non-head-on collisions [98] and its value depends
on whether these are plastic or elastic. Typical values of . vary between 0 and 5
[1, 76], and numerical simulations have not turned out to be sensitive to ye (see [1]).
Nevertheless, the elimination of the term m{ = m$; +- - -4+mj},; due to the dimensional
analysis (see section 2.5) is not dependent on any particular formula, since there is
considerable experimental and theoretical evidence (summarized in [22]) that m3; can
be neglected at the very low Reynolds numbers considered here.

To determine §1(®),..., By (P), we insert the constitutive assumptions into (2.4)
and (2.5) and consider the mixture at equilibrium (¢ — o0) in a settling column. This
state is characterized by vi =0, u; = --- = uy =0, and Vp = —psgk, and we obtain
B1(®) = -+ = Bn(P) = p; ie., the functions 3; are all constant with respect to @
[22, 26]. The linear momentum balances now read

D i 4
Qi¢iD7‘; = —0ipigk + V- TF — $;Vp + ;(®)u; + m§ — V <(§50e(¢)>7
(2.10) i=1,...,N,
DVf 1

(1 (P)uy + - + an(P)uy) — of—— +

2.11 = —opgk —
(2.11) Vp= —org D —3

1 E

=% V.- Ty.
2.5. Dimensional analysis. We introduce dimensionless (starred) variables by
referring all densities to gf, all velocities to the velocity U, all lengths to a typical
length L, all solid and fluid viscosities to v and I/(f), respectively, and all pressures
to the hydrostatic pressure gorgL. Here, we assume that U is the settling velocity of
a single particle of the fastest settling species in an unbounded medium, and L is
the depth of the settling vessel. A characteristic time is then given by T'= L/U. A
dimensionless gradient of a variable u is defined by V*u = LVu, and a dimensionless
time derivative by Ou/0t* = TOu/0t = (L/U)0u/0t. Using the Froude number of the
flow Fr := U?/(gL) and the sedimentation Reynolds number Re := dU/v{, where d
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is the size of the largest particles, we obtain from (2.4) and (2.11) the dimensionless
equations

Dv} d vy Fr

,quszrDt* S (j)lkq_ffiv* ( )*_@V*ﬁ + o (P)u
(2.12) ; o
+EFr(mZ-) -V (¢Je(¢)>, i=1,...,N,
(2.13)
. % 1 N N N N Dv¢ 1 dFr_, *
Vip' = -k - 17¢<a1(<1>)u1+-~-+aN(<I>)uN)—F th +ﬂfﬁv - (TF)"

The values d = 107*m, g = 10m/s?, L = 1m (height of a settling vessel), U =
10~*m/s (settling velocity of a particle of the fastest species in an unbounded fluid),
and v§ = 107m?/s (kinematic viscosity of water) are typical for the particulate
systems considered here and imply Fr = 107, Re = 1072, and d/L = 10~*. Since
all viscous effects have been moved onto the fluid extra-stress tensor, we can assume
vs /vl < 1. We assume that all dimensionless variables are of the order of magnitude
O(1). Then we obtain, by discarding from (2.12) all terms that have a coefficient
that is 107 or smaller, and discarding the advective acceleration term from (2.13)
but retaining the viscous term, the following simplified linear momentum balances:

(2.14) a;(P)u; = 0;0i9k + &;Vp+V (ijae((b)) t=1,...,N,

ozl(CI))ul —+ -+ aN(<I>)uN) + ﬁv . T}E,
which are written again in their dimensional forms. The small viscous term V - TF
is retained in (2.15) when this equation acts as an equation for the motion of the
mixture. We shall comment on the necessity of viscous terms in the multidimensional
case in section 2.7.

The term V-T¥F is, however, deleted when (2.15) is inserted into (2.14), in order to
produce a solvable linear system for the slip velocities uy,...,uy. Thus, this system
can be written as

Oéz(q))q(sj — ¢) u; +é@](@)u

(2.15) Vp = —orgk — ﬁ(

(2.16)
bi

(1¢){( )gk+¢lV(¢ae(¢))} i=1,...,N.

2.6. Explicit formula for the slip velocities u;. Let o(®) := (1 — ¢)or +
¢101 + -+ + ¢non denote the local density of the mixture, and note that ¢;(g1 —
o)+ -+ odn(on — 0r) = o(P) — o¢. Then the following explicit equation for the slip
velocities u; as functions of @ is obtained as the solution of the system (2.16), which
follows from the Sherman—Morrison formula [22]:

o

(0: — o(®)) gk + g)v((‘;%ﬁv (¢)} i=1,...,N.

Following [22] and being consistent with Masliyah [73] and Lockett and Bassoon [71],
we choose ¢;/a;(®) = —d?V (®)/(18u¢), where ps is the viscosity of the pure fluid, and
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the hindered settling factor V (®) can, for example, be chosen as V(®) = (1 —¢)™(®)—2
[86]. Since the dependence of n on @ is through wall effects, which are small when d is
very small compared to the diameter of the settling vessel, we may limit the analysis
to formulas of the type V(®) = V(¢) and obtain

(2.18)

= 2y (o) (0 - @)k + EDv (%) + 1O, =

The generic assumption to ensure hyperbolicity, which is satisfied by V(¢) = (1 —
&))", n > 2, is

(2.19) V(g) >0, V'(¢p)<0 for0< ¢ < dmax-

2.7. Final form of the model equations. The final model equations are the
continuity equations of the solids species and of the mixture (V - q = 0), the linear
momentum balance of the fluid (2.15), and the equations (2.18) for the slip velocities
u; derived from the linear momentum balances of the solid species. To derive explicit
expressions for the fluxes ¢1vy,...,¢nVy appearing in these equations, we introduce
the reduced densities g := 05 — 0f, where gg is the density of the solid particles if they
differ only in size, 9; := 0; — 0¢, i = 1,..., N, the vector g := (21,...,0n)", and the
parameters p = —gds/(18¢) and &; := d?/d3, i =1,..., N, such that (2.18) reads

- . = 7T (¢) @ J o i =
(220) wi = sV (9) | (o — "B+ 7 7 v( )+ Y e(¢)], 1,...,N.

From (2.2), we get ¢;v; = fM(®)k+¢p;q—a;(®,V®) fori =1,..., N, where the com-

ponents of fM(®) (corresponding to the MLB model for suspensions of rigid spheres)
are given by
(2.21)

fi(®@) = fIN(®) = uV (d)o; [51' (0i — 0" ®) — Z5k¢k (o — O )] , i=1,...,N.

If we let & := (61,...,6n)7T, then the vectors a;(®, V®) are given by

1V () { (1-9)¢i
g o)

+ () {5 v(‘f;) ¢>Z(51v(“f;) +5Nv(¢g))} } i=1,...,N.

The continuity equations for the solids, i.e., for the NV unknowns ¢; to ¢, can then
be written as

0o;
ot

a;(?, V) = — (6 — 6" ®)Vau(¢)

(2.22)

(2.23)

V- (pia+ fM(@)k) =V -a,(®,VP), i=1,...,N.

Due to the property (2.7), a;(®, V®) = 0 wherever ¢ < ¢.. At these concentrations,
the system (2.23) turns into the first-order system of N scalar equations analyzed in
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[22]. The final coupled set of model equations, valid in several space dimensions, is
given by (2.23) and the equations

(2.24) V-q=0,
Vp =~ Va(o) — (o + 2 B)gk + -V TF
(2.25) —¢
1

Before discussing the role of (2.25), we set N = 1 to check consistency with the model
of sedimentation of monodisperse flocculated suspensions [26]. With

M __gd2§s 2 a . __fM(¢) o
()= 180r V(e)op(1—¢)", a(o,Ve) =a(¢)Ve = 500 Vo (),
_ Me)ale)
a(¢) B 0s9¢ ’

we see that (2.23) indeed reduces to the scalar equation

(2.26) 21V (sat MO =V - (al¢)V0)

derived in [26]. It is easy to see that (2.26) is first-order hyperbolic for ¢ < ¢. and
¢ = 1, and second-order parabolic for ¢. < ¢ < 1, and therefore a strongly degenerate
parabolic equation.

Noting that vi = q — (¢1u; + -+ + ¢yuy), we can rewrite TF in terms of the
mixture velocity q and the slip velocities u;, which are now given functions of ®. For
example, if we use the expression TF = u(¢)[Vvi + (Vve)T — (2/3)(V - v¢)I] as for a
standard viscous-linear fluid but with a concentration-dependent viscosity function,
then (2.25) can be rewritten in the form

(2.27)

Vp = —o@)gk + T [(Vu(@) " (Va+ (Va)T) + u(e)Aa] + (@, V0. V20)
where g is a function depending on ® and the derivatives of its components of up to
second order. For pure fluid, i.e., when ® = 0 (and thus q = v¢), (2.24) and (2.25)
form the Stokes system for an incompressible fluid for the velocity q and the pressure p.

We now comment on the necessity of retaining a viscosity term, such as p(¢)Aq in
(2.25) or (2.27). In fact, deleting all terms which are expected to be small according
to the dimensional analysis would require that we consider the following equation
instead of (2.25):

(2.28) Vp = =V (o) — o(P)gk.

To elucidate the consequences of (2.28), we take the curl of (2.28), which leads to
00(®)/0x = 0p(P)/0y = 0, such that the local density of the mixture depends on
height only [93]. For N = 1, the implications of this observation are well known [23,
93]. Although the concentration waves (kinematic waves) are one-dimensional, they
are embedded in the three-dimensional mixture flow field q. Since q does not appear in
the field equation (2.28), the coupling between the flow field and the kinematic waves
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has to be modeled by boundary conditions, which requires introducing boundary layers
of sediment or streaming liquid. The resulting kinematic-wave theory has been useful
in explaining the behavior of relatively dilute suspensions in vessels with inclined
walls [93] or in centrifuges [90, 91]. In [23], this approach is extended to monodisperse
suspensions with compressible sediments, for which numerical solutions can be readily
obtained. However, it is also shown in [23] that the kinematic-wave theory does not
lead to a mathematically well-posed problem, and that this shortcoming is due to the
absence of the aforementioned coupling between kinematic waves and the flow field in
(2.28). On the other hand, in [24], energy estimates for slight variants of the coupled
system (2.23)—(2.25) with N = 1 are obtained. These estimates lead to existence and
stability results, and follow from the viscosity term in (2.25).

We now consider one space dimension, for which we get dq/9z = 0, and only
(2.23) needs to be solved, since ¢ is given by boundary conditions and (2.25) turns
into an equation for the pore pressure p, which permits us to calculate this quantity
a posteriori from ¢1,...,¢N.

2.8. Imnitial and boundary conditions in one space dimension. In a closed
one-dimensional vessel, the mixture velocity at the bottom vanishes; hence ¢ = 0, and
the remaining equations that actually have to be solved are the system of convection-
diffusion equations

(2.29) 8¢i+aﬁ\d@:8[ai(q> 8(1))} i=1,...,N,

ot 0z 0z "0z

together with an initial concentration distribution and zero flux boundary conditions,
ie.,

(2.30) ®(2,0) = ®°(2) € Dy,.., 0<2<L,

@231 dwi = M) —a, (cb, oo

>O forz=0and z=L,i=1,...,N.
0z

3. Hyperbolicity of the first-order system. We now assume g; = -+ =
0N = 0s, 50 that the components of M (®) are

(3.1) FN®) = posV(¢)(1— ) (6 — 6" ®)¢s, i=1,...,N,

and we denote by P()) the characteristic polynomial of J := (10s) ™ J¢m (®), where
T (@) = (0fM(®)/06;)i j=1,...n is the Jacobian of fM(®). We now derive a closed
algebraic expression for P(X). We can write (ugs) "' 0fM(®)/0¢; = vi(®) s+ (D)5
fori,j=1,..., N, where

(32) (@) =V(p)(1- )6~ 67®), i=1,... N,

(33) (@) :=(V($)(1—9)) (6 — 8" ®) = V(¢)(1 = #)8;, i,j=1,...,N.
The characteristic polynomial can be written as

v%cbﬁgvl—)\ , 7%¢12 VJ;V%
Vi P2 Vip2 = A - YN P2
(3.4) P(\) := det(J — AI) = B o , N

W on v on NN AN = A
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In what follows, we omit the argument ® and, for later use, note that v* — 4! =
V(¢)(1—¢)(6; — &), which due to §; > 83 > - > &y implies vV < AV 71 <o < AL
Moreover, we observe that

V=== = ==V —9)(6 — &), jk=1,...,N,
A== - = V()1 —9) (8 —6), jk=1,...,N.

The common values of v} —v} and v —AFforalli=1,...,N,jk=1,...,N, will be
denoted by 7; , and 49, respectively. Since Jem (®) and A(®P) have similar structure
and therefore similar characterlstlc polynomials, it is convenient for later use to prove
the following lemma separately.

LEMMA 3.1. The polynomial P()\) defined in (3.4) satisfies

¢m7m ¢m (ZSIVI N’Y i _
(3.5) 1+ Z Z Z H Ak

Proof. In this proof we merely use the definitions of v, and 77 * in terms of the
'y;’s and v;’s. Subtracting column N from columns 1 to N — 1 in (3.4) yields

YNd =X YN-1,NP1 a1
(3.6) P(\) = - - v Nt
Y,NPN-1 “r YN—1,NON—1 t+ 7 - A YN PN-1
NNON =AY+ X o voineny — AV + A Won +N = A

Expanding this determinant on the last row, we get
(37 PO =X+ (Y - DYV - Yok Y — o+ (1) V¥ 1),

where X and Y, are the determinants obtained from the determinant in (3.6) by
replacing the last row by (v NN, .-, YIN-1,NON, YN ON + 7Y — A) and by deleting
the last row and the mth column, m = 1,..., N — 1, respectively. Multiplying the
last row in X with (—¢;/¢n) and adding the result to the ith row, i =1,...,N — 1,
leads to

A0 e = N - N)/ew)
0 nyfl - A (ZSN_l("}/Nil’N*(’YN 7>‘)/¢N)
M,NON  YN-1,NON INON +AV = A

Expanding X on the last row yields

N-1 N-1

(3.8) X =[+¥ N_x— Smtm N (AT A kX

. = | won + N Y S (v ).
m=1
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Furthermore, we have Y;, = (—1)V~1=™Y,where

47;]1\.7?1)\ ’Ym—l-,N¢1 7m+1jN¢1 e ’YN—1.,N¢1 'Y]lv.()bl
VLNPm—1 - T;;ﬂ?i;\l VY41, NPm—1 "+ YN—1,NPm—1 7%71¢m71
Y,, = ;
T M NP1 Ym—1,NPm1 ’Knj;inﬁ?i&l “t YN—1,NOm+1 er1<Z5m+1
IN-ILNPN-1 _N-1
MNON-1 *** Ym-1,NON-1 Ymt+1,NON—-1 **- AN=T ) TN PN-1
'Yl,N(bm s 'Ym—l,N@bm 'Ym-l—l,N(,bm ce '}/N—I,Nd)m ')/K[l(bm

which implies

A 1=1 7= A k=1
(3.9) m=1,...,N—-1
Inserting (3.8) and (3.9) into (3.7), we get
N-1 AN
P()\ \— m m,N
(A) {7N¢N+’Y ¢Nmz::17m 3 ,N(’Y . )
N-1 é N-1 -~ N-1
m N
+(N =N m/\(V?—Z@ l A)} (v =)
m=1 v =1 v k=1
(3.10) N1 N1
_J1_ ¢N Z ¢m7m N7 + ¢7n'7m N
ny_Am:l 'ym—)\ m=1 77'”—)\
N N-1 N— N
Pm VN Pm Ly w Ny !
- —A).
PR ey s LY

The upper index of summation in the second sum in the second equation of (3.10)
can be changed to N since 7y, = 0, and the second and third sum can be combined
into one using v, N + Y5 = 7sn. Furthermore, the first and the fourth sums can be
combined into one by changing the upper index of summation for m in the fourth
sum from N — 1 to N, from which we obtain (3.5). a

We can now prove the following lemma.

LEMMA 3.2. Let A € R and §(\) := (V(¢)(1—¢))"'A+8"®. Then P()) is given

b
y . |
Pu>={vwx1—¢y+§jéng-wmvwx1—¢>+(vwx1—¢n
1 m
T 6101(6 N1 1
(3.11) X | 6 —8 <I>+Z - 5 V(e)ya =) T8k —8(0N)
k=1
This expression is also well defined for \ € {fy et ,7N} and reads fork =1,...,N as

(3.12) Pm%:m@ﬂwwu—@Y—wwhwmﬂ”u—@Nﬂ@—@y
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Proof. Using v™ — X = (6, — 6(A))V(#)(1 — ¢) and the definitions of v, y and
o™ we get

N T
_ SullV(@)(1L— ) (6 — 678) ~ V(@)1 - 0)on] . (V(O)(1— )Y
P ‘{1 > Vo)L - 9o — 5] 1

N 1 (82 — 8,6 — 810N + 616
33 e N ) }(V(¢)(1 -o)"

m=1[=1 k=1
N
{vw)(l =9+ 2 5 | VO = 9+ (VO - 0))

_ 4T 5l¢z5l—5
<6 6<I>+Z 530

which is (3.11). This expression can be rewritten as

OV | (GEEY

N N
+ {Z b [~8nV (9)(1 = 6) + (V(&)(L = 9)) (6m — 6™ ®)] T] (61 = 5(1)
m=1 =1
N N N
+ (V@)L =0) D bmdidi( —6m) [ (60— 6<A>)}V(¢>><1 — )N
m=1[=1 n=1

n#m,l

For A\ = ~* the first product vanishes, and in the first sum only the summand with
m = k and in the second sum only the summands with m = k or [ = k£ do not vanish.
This implies

P(yY) = {¢k {—51@‘/((15)(1 — )+ (V(9)(1 - ¢)) (61 — 5T‘I’)} JJICEED)
+(V(9) [kZ(@gﬁz (6 — H (6, —6k>

} ))N—l

- {fémvw)(lwmém( @1~ 0) — o8 B(V(6)(1 ~ 0))
+ 60T (V()(1 - 6)) — koo (V(9)(1 - 9)'}

+ Z <¢m6k¢k(6k - (60 — b1 )

/

N

x (V()(1 =)™ T = o),

=1
Ik

from which (3.12) can be read off immediately. 0
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THEOREM 3.3. If o1 =+ = oN = 05, 61 > 62 > -~ > 6y, and ® € D}, then
the system (1.4) is strictly hyperbolic; i.e., the Jacobz'an T (D) has N dzstmct real
etgenvalues.

Proof. From (3.12) we see that

P(H*) = Cr(V($) Y (1 —9) NH m—0k), k=1,....N,
ik

with Cy := 6,01 (V'(6)(1—¢) =2V (). Since C1,...,Cy <0on D} due to (2.19),
we have

sgn(P(v")) = —Sgn< I1 G6m - 5k)> = —sgn< I1 (6 — %)) ()N

m=1 m=k+1

Consequently, we have shown that sgn(P(v?)) = (—=1)¥*1=¢ fori = 1,..., N. Whether
N is even or odd, we have P(A\) — oo as A — —oo and P(y"V) < 0. In view of
NV < 4N < oo < 4l and since P(yY) < 0, there exists a number Ay < vV
with P(Ax) = 0. Furthermore, sgn(P(7%)) = (—1)V*1~% implies that there exist
N — 1 numbers \; € (vt 4%), i =1,...,N — 1, with P(\;) = 0. This shows that
P(A) = det(J — AI) has N roots Ay,..., Ay satisfying

N—-1

(3.14) Av <AV <Avor <AV Tl<i < d <t < <A

Thus the system (1.4) is strictly hyperbolic for all & € ngax, and Theorem 3.3 is
proved. a

The statement of Theorem 3.3 can still be improved. In fact, it is desirable to
have lower and upper bounds for all eigenvalues of Jem(®). However, in (3.14) a
lower bound for the eigenvalue Ay of J is still lacking. The following theorem shows
that by evaluating P()) at a suitable number y>° < ~! it is indeed possible to provide
that bound.

THEOREM 3.4. Define v := =28 @V (¢)(1—¢)+(V (¢)(1— )) (6T d+p). Then,
under the conditions of Theorem 3.3, the eigenvalues v1(®),...,un(P) of T (D)
satisfy

vi(®) € (nosV () (1 — ¢)(8; — 8" ®), nosV () (1 — ¢)(6;11 — 6" @),
(3.15) i=1,...,N—1,
(3.16) Un(®) € (uosV (o)1 — ¢)(6n — 87 @), posy™).

Proof. We first evaluate P(\) assuming that 6(A) < 0. Moreover, to estimate
the factor in curled brackets in the second equation of (3.13), we use (V(¢)(1 —
?)) /V($)(1 — ¢) < 0 to justify deleting —6,, and replacing 67 by &, in the last sum.
Furthermore, we use 1/(6,, —8(7>°)) < —1/6(7*°) in several instances, which leads to

_ (Vie)(1 —9)) ST 6191(61 — o)
V@) ) ( ”’*Z 5 — 60 )]

V(o)1 - ¢))

T Ve)a-o

/N

6)\ Z‘Sl‘bl 6%25 —5(\ )
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If we delete the last sum, the left-hand part of this inequality will remain positive
whenever

V(o)1 = ¢))
V(o)1 - ¢)

This can be achieved by letting A = v*° such that

V(o)1 =9)" _ 1} L V(@A -9)
V(o)1 - ¢) V(o)1 -¢)

V(o)1= 9))

2 T _
82(N) + 8(\)d @[1 =g

] +6T®¢

5(v°) = 5%{ .

In fact, making obvious simplifications, we then obtain ¢(¢ + 6" ®) > 0, and the
inequality is proved. Since 7 < ¥V, P(v") < 0, and P(y*) > 0, the smallest
eigenvalue Ay of J satisfies v° < Ay < V. Combining this with (3.14) and recalling
that the eigenvalues v; of Jem(®) are given by v; = posAi, i = 1,..., N, we obtain
the statement of Theorem 3.4. 0

4. Properties of the diffusion matrix. Using

i\ _ 10¢; i (0¢1 Opn\ _ 1 [0¢i  ¢i (O OpN
8z(¢>¢8z¢2< o +8z>¢{8z ¢(6z+ +6z)}

for i =1,..., N and defining W(¢) := —uV(¢)/(9¢) and

(4.1)
15(®) =W (O] (1= )66~ 570)0l(0) + [6; — 1500~ L6~ 570 | (o)}
fori,j =1,...,N, where §;; =1 if i = j and é;; = 0 otherwise, we get from (2.22)
A o\ 0P, ‘ doN .
(4.2) az<(I>, 52) =11 (P)—— P + - +77ZN(<I>)—6.Z , t=1,...,N.

Defining the matrix A(®) := (1;;(®))1<i j<n and taking f = fM, we can rewrite
(2.29) in the form (1.2). We show that the eigenvalues of A(®) are positive and
pairwise distinct on ngax \Dy, by evaluating the characteristic polynomial in a fash-
ion similar to section 3. To this end, we first provide an explicit expression for
S(A) := det(W () "LA(®) — AI).

LEMMA 4.1. Let 6*(X\) := A/ ou(¢). Then the polynomial S(N) is given by

N
SO ={Je<¢> + Y s l—émaew) + (-0 - =)

Sm 5T¢+ZM CA) ﬁ(ék —6&*(N)
by = 6*(A) bl
Proof. We write 1;;(®)/W (¢) = si¢; + s'6;; for 1 <4, j < N, where we define

S = a(@)6s, shi= (1= 6)(6; — 8" )al(6) - (6]« + é(éi - m))aew)
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fori,j =1,...,N. Consequently, S(\) can be written as

sty —2&—51 Y , s%¢12 sé\,qﬁl
S7¢2 Sopa +8°— X ... S5 P2
S(\) = g . , N
S{V¢N séVqZ)N s%d)N—FsN—)\

Observe that the numbers s’ satisfy

5= sk = —al@) — ). -k = (60| o)) - 2.
(4.4) i1=1,...,N;
i.e., the right-hand parts of (4.4) do not depend on i. Therefore, we may introduce
Sk ::8;—3,1€:---:sév—sfcv, P ::s{—s’f:---zsﬁv—sf\,, s k=1,...,N.

We can now easily provide an explicit expression for S(A) in terms of the s’s, since
the rules for the s’s correspond to those for the «’s. Thus, replacing V(¢)(1 — ¢) by
0(0), (V(9)(1— 9))' by (1— @)a(9) — 0u(6)/d, 6(A) by 6°(A) = Mo (6), we obtain
(4.3) by closely following the proofs of Lemma 3.1 and of (3.11) in Lemma 3.2. 0

To localize the eigenvalues of A(®), we need to evaluate S(A) at A = 0 and
A =s!,...,s"N. Using the analogy between P()\) and S()\), we can easily prove the
following lemma.

LEMMA 4.2. The determinant of A(®) is given by det(A(®)) = (W (¢))NS(0),
where

(4.5)  S(0) =61 ---6n(0u(9))

Moreover, for k=1,..., N we have

(4.6)

N
54 ~an{ (1= 0)| 1= 90 - 2] — a0 bate)™ ™ T 6 - 0

N1 ()1 — 8)2 for 0 < ¢ < dumax and N > 2.

m=1

m#k
Proof. We set A = 6*(A\) =0 in (4.3). Then (4.5) follows from
(4.7

5(0) { +fj¢’"[ bmaf) + (1= o1olle) - 22

-1 6TYL

X (6 — 0 O+ — 5,,@)} }(ge<¢))N—151 b

¢

Equation (4.6) can then be derived by closely following the proof of (3.12) in Lemma
3.2. 0

THEOREM 4.3. Let G(¢) := ¢(1 — ¢)?0.(¢) — cu(¢), and assume that V(¢) # 0
for ¢ < dmax and V(¢) = 0 otherwise. Then, for all ® € ngax\D%, the matriz
A(®) has N distinct positive eigenvalues Ay, ..., An; i.e., the system (1.2) is strictly
parabolic on ngax \Dy.. Moreover, we have the following:

:{ae<¢>> — $0.(¢) + (1 - ¢)¢<<1 — $)al(9) - ”‘”) } (0u(@)" 61+ .



60 S. BERRES, R. BURGER, K. H. KARLSEN, AND E. M. TORY

(a) If @ is chosen such that G(¢) > 0, then these eigenvalues satisfy
0<W(p)oe(¢)on < An < W(¢)oe(d)dn-1 < An—1
< <W(9)ae(9)1 < Ay < W(D)o16(1 — 6)0/(6).
(b) At those points ® where G(¢) < 0, we have
0 < W(9)dno(1 - ¢)%0,(¢) < Ax < W(¢)ae(¢)dn < An—1
< W(gb)ae(gb)éN_l < < A1 < W(¢)09(¢)61

(¢) If G(¢) = 0, then the eigenvalues are given by Ay = W(d)ou(9)b; for i =
1,....N.
Proof. Using the function G(¢), we can rewrite (4.6) as

(4.8)

(4.9)

N
(4.10) S(s*) = %@G(@ (0(6)" ™ ] (6m — ). k=1,....N.

m=1

m#k

This implies

sgn(S(s*)) = sgn(G(¢)) - sgn( H (6 — 6k)>

m=1
m#k

= (-1)N"Fsgn(G(¢)), k=1,...,N.

(4.11)

Recall first that, for ¢ > ¢. and due to §; > 63 > -+ > 6, we have 0 < sV < sV 1 <
o< st If sgn(G(9)) = 1, then S(sV) > 0, S(s™~1) < 0, and so on, until we obtain
S(s?) > 0 and S(s') < 0if N is even and S(s?) < 0 and S(s') > 0 if N is odd. Thus
there exist NV — 1 values

(412)  0<sVN <Ay <sVN P ay1<sVTl< <3 <si < <st <

with S(A2) = -+ = S(Ax) = 0. Moreover, S(A\) — oo for A — oo if N is even and
S(A) — —oo if N is odd. Thus there exists an Nth number A\; > s' with S(\;) = 0.
Since the determinant of a matrix is the product of its eigenvalues, which are all
positive here, (4.7) implies

5(0) 5(0) G(1 — ¢)*0(¢)(0e(9))V 161 -+ b

(4.13) LT N Ay 828N 82O (0u(@)) N1

= 810(1 — ¢)*0/()-
< 0, S(s¥1) > 0, and so on, and S(s?) < 0,
0, S(s*) < 0 if N is odd. This means that we

If sgn(G(4)) = —1, then S(sV)
S(s') > 0 if N is even, and S(s?) >
have N — 1 values

(4.14) sV < dvor < sV < v o<V Tl <y <8

with S(A\1) = --- = S(Anx_1) = 0. Since S(sV) < 0 but S(0) > 0 due to Lemma 4.2,
there exists an Nth value Ay € (0,sY) satisfying S(Ax) = 0, and we have

\ SO S0) _ ¢(1=0)*0(d)(0e(9))" 101 - bn
(4.15) NN Anor T ostesNoL T 61 On-1(0e(9))N !
= 8no(1 = 0)*al(@).
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The eigenvalues of A(®) are given by A; = W(é)\;, i = 1,...,N. Thus, parts (a)
and (b) of Theorem 4.3 follow from (4.12)-(4.15). Part (c) is the common limit for
G(¢) 10 and G(¢) | 0. O

Since the eigenvalues Ay, ..., Ay are positive independent of the sign of G(¢), we
see that the system (1.2) is strictly parabolic for all ® satisfying ¢. < ¢ < 1, although,
due to the properties of g, and W at least N — 1 of these eigenvalues approach zero

as ¢ | ¢c or ¢ T Pmax-

5. Strongly degenerate parabolic problems. We have demonstrated that
polydisperse sedimentation models taking into account compression effects give rise
to strongly degenerate parabolic (also known as mixed hyperbolic-parabolic) systems
of PDEs. The general theory of uniformly parabolic systems is an old subject and is by
now well developed; see [42, 63, 104]. One can consult [100] for some special uniformly
parabolic systems, as well as [36, 58, 85] for some results on parabolic systems with
weaker parabolicity conditions. The general mathematical theory of hyperbolic sys-
tems is also fairly well developed (at least in one spatial dimension); see, for example,
[32] and the references therein. On the other hand, to date there exists no general the-
ory for strongly degenerate parabolic systems. However, the mathematical theory for
scalar strongly degenerate parabolic equations has advanced significantly in the last
few years. It is well known that nonlinear degenerate parabolic equations exhibit “hy-
perbolic phenomena” like finite speed of propagation or the appearance of interfaces.
These effects are consequences of the partial loss of parabolicity. Strongly degenerate
parabolic equations (e.g., those arising in the theory of sedimentation-consolidation
processes) exhibit even more novel hyperbolic features such as the appearance of shock
waves, loss of uniqueness, and the need for entropy conditions. Recall that a simple
example of a strongly degenerate equation is a hyperbolic equation. Hence, strongly
degenerate parabolic equations will in general possess discontinuous (weak) solutions.
Moreover, discontinuous solutions are not uniquely determined by their initial (and
boundary) data. In fact, an additional condition—the entropy condition—is needed
to single out the physically relevant weak solution of the problem.

An entropy condition for strongly degenerate parabolic equations was first pro-
posed in [118], which also established existence of an entropy solution by passing to
the limit in a parabolic regularization. In the one-dimensional case, uniqueness of
the entropy solution was proved in [119, 120]; see also [6, 7, 8]. Uniqueness of en-
tropy solutions for multidimensional equations was obtained in the recent work [28]
for a particular homogeneous boundary value problem. Extensions of this uniqueness
result to the initial value problem can be found in [61, 62] for bounded entropy solu-
tions (of more general equations). Uniqueness for unbounded entropy solutions and
kinetic solutions is studied in [30] and [31], respectively. The inhomogeneous Dirichlet
boundary value problem is treated in [72]. Some other boundary value problems aris-
ing in the theory of sedimentation-consolidation processes are studied in [17, 21, 25].
Weakly coupled systems of (strongly) degenerate parabolic equations are treated in
[57].

Following up the recent development of a well-posedness theory for scalar strongly
degenerate parabolic equations, there has also been a lot of activity on the design and
analysis of numerical methods for such equations. Most of this activity can be seen as
natural extensions of ideas and techniques from the hyperbolic numerical literature.
Let us here mention the studies on monotone finite difference schemes [45], operator
splitting methods (see [44] for an overview), finite volume schemes [46, 80], central
finite difference schemes [64], the local discontinuous Galerkin method [33], and BGK
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schemes [2, 12]. Numerical methods for parabolic systems (with weak degeneracy)
are studied and analyzed in [60, 68]. Applications of operator splitting methods and
finite difference schemes to scalar sedimentation-consolidation models can be found
in [18] and [20], respectively.

In the next section, we will present and apply certain numerical schemes for
systems of strongly degenerate parabolic equations. Except for [2], the available nu-
merical literature has so far dealt with scalar strongly degenerate parabolic equations.
Let us add that the generality in [2] is such that it does not include systems of the
form considered in the present paper.

6. Numerical results. The Kurganov-Tadmor (KT) scheme [64] can be re-
garded as a refinement of the essentially nonoscillatory Nessyahu-Tadmor scheme
[77], where the improvement is based on local estimates of the propagation velocities
of the Riemann fan emerging from the cell boundaries during each time step. Thus,
the accuracy of the resulting scheme depends on how accurately the eigenvalues of
the Jacobian of the flux vector are determined. Since only for small systems can these
eigenvalues be determined exactly, it is important for large N that sharp estimates can
be obtained with low computational effort. The analysis of section 3 indeed provides
sharp estimates for the first-order system of equations. Given the importance of these
analytical results for the KT scheme, we give in what follows a rather compressed but
complete description of this scheme. A general introduction to central schemes for
systems of conservation laws is given in [103].

6.1. General difference scheme. Consider the computational domain Qp :=
[0,1] x [0,T] and a rectangular grid defined by z; := jAz, j = 0,...,J, where J
is an even integer and Az := 1/J is the width of a half-cell, and ¢, := nAt, n =
0,...,N, where At := T/N, N € N, and X\ := At/(2Az) is the fixed mesh-size
ratio. (Thus, all grid-point indices are integers.) The (approximate) cell average of
¢i, i =1,..., N, with respect to the cell [z, 22| at time ¢, is denoted by qgﬁj, and
we define @7 := ( ’f’j,...,gb?V’j)T, Jj=13,...,J-1,n=01,...,N. We assume
that at time ¢t = t,, n = 0,1,...,N — 1, the vector @7 either has been calculated
from the previous time step (for n > 1) or is given by the discretization of the initial
condition,

_ 1 Zj+1
0 ._ 0 s s
1"]_@/ ¢z(<)dC7 ]—1,3,...,J—1, Z—l,...,N.

Zj—1
For the interior cells, the general scheme (“interior scheme”) is of the type

I i —3.5,...,J—3,
(6.1) (I)j+1 = o7 — A(hj; —h} ;) + AP} — Pj-1), J

n=20,...,N -1,
where hY,; and p7,,; are approximations of the “hyperbolic” and “parabolic” fluxes
fM and a, respectively, through the boundaries of cell I := [2;_1, zj11] at time ¢,,. The

detailed computation of these fluxes from the solution values at time t,, is described
in section 6.2.

While the interior scheme (6.1) approximates the field equation (1.2), the bound-
ary conditions (2.31) are discretized by setting hfj — pj = 0 and h’} — p’} = 0 for
n =0,...,N — 1. Inserting this into (6.1), where we set j = 1 and j = J — 1, we
obtain the following “boundary scheme”:

o7t = @ — Ahg + Apy, T =®%_ | + AhG_, — ApT o,
(6.2) n=0,...,.N —1.
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The extension of the CFL stability condition for the explicit KT scheme stated in [64]

for scalar equations to the present case of a strongly degenerate parabolic-hyperbolic
problem reads

)

B~ =

At
(6.3) As Ahax p(Te(®) + 55 max p(A(P)) <

¢max

where p(-) denotes the spectral radius. We view (6.3) as a necessary condition for
the present explicit KT scheme to produce a physically relevant numerical result, and
we emphasize that no rigorous convergence result is associated with (6.3). For that
matter, an existence and uniqueness theory for the system (1.1) is still lacking.

6.2. Computation of the numerical fluxes. Given the vectors é;ﬂ j =
1,3,...,J — 1, we calculate a piecewise linear reconstruction of the solution values at
time ¢,, by determining the slope vector ® = (¢ ;.. 'a¢9\[,j)T i=13,...,J -1,
whose components are defined by

0 forj=1land j=J -1,
d);g = MM(Q( ?] - ¢;L,j—2)v (¢);L,j+2__ ¢le—2)/2’

(@} n — 07,)) for j=3,5,...,0 -3

for i = 1,...,N. Here MM(-,-,-) is the minmod function given by MM(a,b,c) =
min(a, b, c) if a,b,¢ > 0, MM(a, b, ¢) = max(a,b,c) if a,b,c¢ < 0, and MM(a,b,c) =0
otherwise. The extrapolated values of @ at the cell boundaries z;, j = 2,4,...,J =2,
are then given by

_ 1
F._FHn / .
OF =By £ 5Py, =24, -2,

and are used to calculate the local speeds of propagation
(6.4) aj = max {p (Jf(fb;)) , P (Jf((bj))} , j=2,4,...,J—2.

Of course, it is feasible only for small N to use exact eigenvalues here. However, the
analysis of section 3 provides estimates of the eigenvalues that can be used here (see
section 6.3). Observe that, for each cell I;, the solution of (1.4) with the piecewise
linear initial data defined by @? and the slope vectors <I>; remains smooth for ¢, <
t < tp41 in the subinterval [z 1 + @} At, zj41 — @} | At] for j = 1,...,J. Equipped
with the numbers a} and the vectors <I>;-, we next calculate the following vectors,
which represent the parts of the cell averages pertaining to the left and right half-cells

adjacent to z = z; that are mapped onto a smooth solution:

E3 1 m T, 7 1
(I)?,L = (I);Ll + (2 - )\a,jl> @;717 (I)?,R = (I)jl+1 _ (2 — )\a?) (I);+1

for j =2,4,...,J — 2. The vectors @;{L and @ZR are used to calculate the flux slope
vectors

n n n T .
f,(q)j,c) = (f{(q)j,c)v'uafl/\/'(q)j,c)) ’ c= LaRa J = 2747'~'7J_ 2a

whose components are defined by

[i(@31) = fi(®F _51) =0, [i(@5R) = fi(®F _5r) =0,
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and
FH (@) == MM(0(fi(®0) = Fi(@)50)), (i@ y0.0) = Ji(®)p.0)) /2,
O(fi(@)a0) — Fi(®])) )

forc=LR,i=1,...,N,and j =4,6,...,J —4. We then calculate the predictor
solution values

n+1/2 A / _ .
P, .-@ZC—§f (@ZC), c=LR, j=24,...,J-2,
at which the flux vector f is evaluated in order to calculate the new approximate
values \I/;-”l, J=2,3,...,J —1,J, of the solution at time ¢,1, which are referred to
a nonuniform grid as follows. For j =2,4,...,J — 2, approximate cell averages \I';»”rl
referring to the intervals [z; — aAt, z; + a} At], j = 2,4,...,J — 2, are calculated by

1

1—Aa? " "
L (@) = ) — 5 [f(@757%) — £(2757)],
J

ST 1 F 1 H1
Wit =2 (P51 + @) +

while the second family of approximate cell averages \TI?H refers to the nonuniform

cells [zj_1 +af_; A, zj41 —a} | At] C I, j = 3,5,...,J — 3, and is calculated by

- . A A
n+l _gn n n 1 n+1/2 n+1/2
\Ijj _(I)j - §(aj+1 - ajfl)q)j - 1— )\(a?,l i a;;ﬂ) [f(q)jJrl,L) - f(q)j—l,R) .

Using both families of nonuniform approximate cell averages, we determine the vec-
tor of discrete derivatives W’ = (¥ ,,.. .,\IIQVJ-)T for j = 2,4,...,J — 2, setting
U, =0, ,=0and

Tn+1 Tn+1 Tn+1 Tn+1 Tn+1 Tn+1
v =l e Y~ Vi Yigr1 — Vi1 Yig+1 — Yij
i T A, L+ Mal —al_y)" 2+ AM2a7 —al_, —al,)’ 1+ A(a? —a,,)

fori=1,...,N and j = 4,6,...,J — 4, where 0 € [0,2] is a parameter. Finally, we
can calculate the desired numerical flux vectors
7 aj(1—Aa})

n ]- n n a
By =2 [F(@7R) + (@51 - —

FAAZ(a?) W, =240 -2

(P41 — ®F_1) + (P51 + ®j4q)

For the diffusion part, we approximate 0®/09z(z;,t,) by the slope vector
z ' 1 NT
= (d1 5, Pj)

defined by (_ZjJrl —¢7;_1)/(2Az) for j=2,4,...,J—2andi=1,...,N. Using the
diffusion vector a(®,0®/0z) given by (4.2), we can calculate the numerical diffusion
vectors by

1r _
(6.5) Py =3 [a(cpj_l,@;) +a(¢>j+1,<1>’j)}, j=2,4,...,J—2.
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6.3. Application to the model of polydisperse sedimentation with com-
pression. In the numerical examples, we consider the standard Richardson and Zaki
[86] hindered settling factor

0 for S 0 and d) 2 ¢m X
66)  V(o)= 0= '
(1—9)" 2 n>2, otherwise
and the widely used power-law effective solid-stress formula
(6.7)
0 for ¢ < e, . , 0 for ¢ < ¢,
0e(9) = Le., ol(¢) = _
{00((¢/¢c)k —1) for ¢ > é, (00/@8)keH 1 for ¢ > o,

with parameters og > 0 and k£ > 1. Values of 0¢, ¢, and k for real materials are
given in [16, 105].

For our choice of V(¢) and under the mild assumption ¢ma.x > 1/n, we may
significantly sharpen the upper bound for the eigenvalues of Jpm(®) compared with
the bound given by Theorem 3.4.

LEMMA 6.1. For the hindered settling function (6.6) and ® € DY, | ie., ¢ <

1/n < ¢max, the eigenvalues v1(P®) to vn(P) of Tem (P) satisfy (3.15) ;7/17;1,
(68)  vn(®) € (naV(B)(1 = @) (En — 87 D), —pua.V(9)(1— 9)8" ®).

Proof. We set 3% := —V(¢)(1 — )8 ® such that §(3°°) = 0. Using (3.11), we
get

N
P(F™) = {v<¢><1 o)+ > ?—m [—6mV (@)1= 6) + (V(6)(1 = 9)) (1 = 6)6] }
m=1 "
x (V(¢)(1—¢)" '61---6n

/

={V(©)(1-0) = 6V (0)(1 - 6) + (V(9)(1 - 9)'6(1 - 9) }
x (V(9)(1 =) 616
= {V(a‘»)(l —¢)+ (V(o)(1 - ¢))’¢}(1 — N (V(9) 6 by

For V(¢) = (1 — )" 2, the expression in curled brackets is given by

(=) == 1(1=0)" 26 = (1= )" (1= 9) = (n—1)9)
= (1= 9)"2(1=no)

which is positive if and only if ¢ < 1/n. In this case we thus have P(3*°) > 0.
Since 7 < 4N, P(y") < 0, and we have now shown that P(5°°) > 0, the smallest
eigenvalue Ay of J satisfies 7° < Ay < ~%~, which implies the statement of the
lemma. a

Wherever ¢ < 1/n, Lemma 6.1 can be used to estimate the local speeds of prop-
agation (6.4) in the numerical method since, for our choice of V(¢), we then have
that p(J¢(®)) < uds(1—¢)" ' max{d"®,1— 8" ®}. Similarly, the eigenvalue bounds
of Theorem 4.3 can be utilized to estimate the term max p(Jf) required in the CFL
condition (6.3), which limits the step size ratio.
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F1G. 1. Simulations of the sedimentation-consolidation process of a tridisperse suspension (left)
and a monodisperse suspension (right) using the same model functions V(¢) and ce(¢p): plots of the
(total) solids concentration ¢.

6.4. Numerical results. The numerical scheme is now employed to simulate
settling processes of a tridisperse (N = 3) suspension forming compressible sediment.
We consider here a (hypothetical) mixture described by the model functions (6.6)
with ¢max = 0.66 and n = 4.7 (see [94]) and (6.7) with oo = 180Pa, ¢. = 0.2, and
k = 6. The remaining parameters are u¢ = 10~3Pa-s (the dynamic viscosity of water),
di =1.19 x 10~°m, g5 = 1800 kg/m?, and g = 9.81 m/s%.

6.4.1. Settling of a tridisperse suspension. We consider an initially homo-
geneous suspension with do/d; = +/0.5 and d3/d; = 0.5, such that & = (1,0.5,0.25)T,
and ®° = (0.04,0.04,0.04)T in a vessel of height L = 1m. For the simulation, we
chose J = 1000 and A = 0.0008h/m. The left diagram of Figure 1 shows the total
volumetric solids concentration ¢ = ¢1 + ¢2 + ¢3 as a function of z and ¢, while
Figure 2 displays the corresponding concentrations of the individual species.

To make the numerical results comparable to those obtained from the two existing
models for monodisperse flocculated suspensions and for polydisperse suspensions of
rigid spheres, we show in the right diagram of Figure 1 a simulation of the settling
of a monodisperse suspension with ¢g9 = 0.12, and in Figure 3 the simulation of a
tridisperse suspension of rigid particles (forming a sediment without compressibility
effects) having the same parameters as the previously discussed case but with oy = 0.
The simulation shown in Figure 3 was made with A = 0.35h/m and J = 8000. Note
that the visual grid used in all diagrams is much coarser than the computational grid.

6.4.2. Effect of a third particle species on the settling of a bidisperse
suspension. To study the effect of the size of a third species on the separation of two
other species, we first consider a bidisperse suspension having the parameters given
above and 8° = (1.0,0.5). The initial concentration is ®° = (0.06,0.06)". Other
parameters for this simulation (and that of Figure 5) are A = 0.0008s/m, J = 600,
and L = 1m. Figure 4 shows a simulation of the settling of this suspension.

Next, we add a third species to this bidisperse mixture. The corresponding nu-
merical results are shown in Figure 5. The left and right columns correspond to the
size parameters 63 = 0.25 and 63 = 0.1, respectively. The initial concentrations of the
tridisperse mixture are ®° = (0.06,0.06,0.015)T.

6.5. Discussion of the numerical results. In the left plot of Figure 1, three
distinct zones are formed by the downwards-propagating concentration discontinuities,
and, as expected, the concentration ¢ in the sediment bed increases more slowly than
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F1a. 2. Simulation of the sedimentation-consolidation process of a tridisperse suspension: plots
of the concentrations ¢1 of the largest (top left), ¢2 of the second-largest (top right and bottom left;
two different views), and ¢3 of the smallest species (bottom right).

W E
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Fic. 3. Simulation of the sedimentation of a tridisperse suspension of rigid particles (without
compression, g = 0): plots of the cumulative concentration ¢ (top left) and the concentrations
@1, ¢2, and ¢3 of the largest (top right), the second-largest (bottom left), and smallest species
(bottom right).
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: 1.0 ‘
Species 1 | 2 [m] Species 2
0 =(1,05) | oa o' =(1,0.5) |

0.6f
0.1 | 0.4} .11
0.1 0.1
A/ 1: 0.1
0.2F 14 ! 0.2r 0.14
A .15 ( 0.1
oMl n . . . 0 . .

0 10 20 30 t [h] 40 0 10 20 3‘0 t [h] 40

Fia. 4. Simulation of the settling of an initially homogenous bidisperse suspension: iso-line
of the concentrations ¢1 of the larger (left) and ¢2 of the smaller (right) species, corresponding to
¢1,2 =0,0.01,0.02,0.03,....

in the monodisperse case. Comparing ¢ in the two tridisperse cases, we see that the
zones formed in the first stages of sedimentation are still visible in the upper left plot
of Figure 3, but have been entirely smoothed out in the left plot of Figure 1.

The two bottom plots of Figure 3 show the expected layering caused by differential
sedimentation and the consequent enhancement of ¢ and ¢3 above the lowest zone.
Additional numerical examples illustrating the conventional model of sedimentation
of suspensions of rigid spheres (when o, = 0) are given in [14, 19] (see also [48]).
Figure 2 shows that the additional terms in the equation for suspensions forming
compressible sediments result in the upward diffusion of the largest spheres and the
downward diffusion of the smallest. Though these terms were expected to smooth the
sharp boundaries found in suspensions of incompressible particles, the extent of the
migration was unexpected.

The simulations described in (6.4.2) elucidate this phenomenon. We first simu-
lated the sedimentation of an initially homogeneous bidisperse suspension and plotted
the isolines of concentration. Figure 4 shows that these isolines ultimately have the
same value for both species. This is a consequence of the assumption that (¢;/¢)os(9)
is the part of ¢, that acts on species i. For particles of equal density, and if we assume
V(¢) > 0, then the one-dimensional equilibrium form of (2.20) is

B oe(®) d /s 1—¢do(p) .
(6.9) o(1-0)+ % @(3)+W S0, =1,
which can be rearranged to
d (o\  1=¢(  da@)\ .
(6.10) dzln(¢)__0e(¢) <ng¢—|— i ), i=1,...,N.

From (3.53) of [27] with u = 0, or by setting ¢; = ¢ in (6.9), we see that the expression
in large parentheses is zero. Thus, ¢;/¢ is constant and we have

(6.11) lim 25 _ o i=1,...,N.

t—oo P(z,t) @)+ + oY
The same phenomenon is also clear in Figure 5. Here the isolines of species 1 and 2
have the same ultimate values, while those of species 3 are proportional to its initial
concentration.
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Fic. 5. Simulations of the settling of tridisperse suspensions with different sizes of species 3
(ds = 0.5dy in the left and dz = 0.0.316d1 in the right column): iso-lines of the concen-
trations ¢1 of the larger (top) and ¢2 of the medium-sized (middle) species, corresponding to
¢1,2 =0,0.01,0.02,0.03, ..., and ¢3 of the smallest species (bottom) for ¢3 = 0,0.001,0.002,....

The complicated structures of the isolines at lower values of ¢ arise from the reso-
lution of the disparity between the segregation that occurs early in the sedimentation
process and the ultimate uniformity with respect to species. The details of the pro-
cess depend sensitively on the values of the terms in a;. However, certain features are
common.

We first consider a bidisperse suspension. When ¢ < ¢, the largest species
settles most quickly and predominates in the lower region. In the consolidation phase
(¢ > ¢.), the increase in ¢ tends to increase the concentration of both species in
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the lower region. Figure 4 shows that species 1 reaches a concentration of 0.18 at
the bottom while species 2 is still settling into the top (monodisperse) layer of the
solids in compression. However, the larger particles diffuse into this layer, and the
smaller particles diffuse out of it. This diffusion continues until the equilibrium state
is reached.

In the tridisperse case shown in Figure 5, species 1 diffuses upward while species 2
diffuses both upward into the initially monodisperse upper layer of small particles and
downward into the lower layer where large particles initially predominate. Species 3
diffuses downward from the top layer. In addition to reducing the final concentra-
tions of the two larger species, the introduction of the smallest particles delays the
evolution to the equilibrium state by introducing a segregated layer at the top of the
suspension. In the example on the left, species 3 settles fairly quickly, and the change
from segregated to uniform state occurs much earlier than in the example on the right,
where species 3 settles very slowly. Further discussion of the phenomenon of sediment
diffusivity seen in our simulations is provided in section 7.5.

7. Discussion.

7.1. Type analysis in several space dimensions. The type analysis con-
firms that the model is well-posed in that the one-dimensional system (1.2) is not
of “general” type but has desirable algebraic properties. The analysis in sections 3
and 4 has been limited to one space dimension for notational convenience and since
only in that case does the system (2.29), supplemented by the initial and bound-
ary conditions (2.30) and (2.31), completely describe the sedimentation-consolidation
process. In D > 1 space dimensions, not only system (2.23) for the concentrations
of the solids species but also (2.24) and (2.25) for the motion of the mixture have
to be solved. These equations are strongly coupled and probably will have to be
solved alternately. Although, for D > 1, (2.23) no longer completely describes the
sedimentation-consolidation process, this multidimensional system still is strongly de-
generate parabolic-hyperbolic. To see this, consider first the case ¢ < ¢, for which the
right-hand side of (2.23) vanishes. On the other hand, we recall that a D-dimensional
N x N system of conservation laws

du  0p(u) dep(a) _
o "t o T Ty, O

with u € D C RV and flux vectors ¢4, ..., : D — R is called hyperbolic if any
linear combination J (8, u) := 1Ty, (0)+---+Bp T, (u) of the Jacobians of the flux
vectors is diagonalizable with real eigenvalues. The nonlinear fluxes fM(®),..., f\(®)
in (2.23) are effective in the vertical direction of the z coordinate only. Considering
D = 3 (the case D = 2 is analogous) and q = (q.,qy, )T, we obtain from (2.23)
P1(P) = ¢ P, p3(®) = q,®, and @5(®) = ¢.P + fM(P). Thus, the relevant linear
combinations are J (3; ®) := (B1¢x + F2qy + B3¢:) 1+ B3 Tpm (), where Tpm (P) is the
Jacobian considered in section 3. Since Jgm(®P) has N pairwise-distinct eigenvalues
and is thus diagonalizable, J(3; ®) is also diagonalizable with real eigenvalues, and
(2.23) is therefore hyperbolic for ¢ < ¢.. Of course, this statement is true under the
same conditions as in the one-dimensional case, that is, for equal-density spheres and
vectors @ € ngx.

Next, we show that the system (2.23) is parabolic for ¢ > ¢.. More precisely, we
show that it satisfies the classical definition of parabolicity in the sense of Petrovsky
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[42, 49, 66, 104]. We do not state this condition in its most general form but limit
the discussion to equations of the form

(7.1) 8ul—i—F(xtuVu Z ZAm"xtu 62uj i=1 N
’ ot o S Oz, dr,
Consider the matrix A(x,t,u)"™" := (A}")1<i j<n. Then (7.1) is called parabolic in

the sense of Petrovsky (or simply pambolzc) at a point (x,t,u) € Qr x D C R x
Rt x RV if, for all vectors & = (&1,...,&p) T with [€] = 1, the roots A = A\(x,t,u, )
of det(A(x,t,u,&) — AI) = 0, where

A(X t,u 5 Z Amn X t u)fngwu

m,n=1

satisfy Re (A(x,t,u,&)) < —é(x,t,u) for a constant 6 > 0. We now consider the
right-hand part of (2.25). From (4.1) and (4.2) we get a;(®, V®) = n;1 (®)Ve1 +-- -+
7N (P)Veén and therefore

D N
Voa, (0, V) =) Z % <mj(¢>) gj;)

m=1 j=1
2 & 0%, Iy (D) [ 9¢; \
=3 Y@y *,,LZ,Z L ()

Defining

D N 2
Fy(x,t,®,V®) := V- (piq + fM(®)) - Zzami@<a ¢j) . i=1,...,N,

we can rewrite (2.23) in the form (7.1). We then obtain A™"(x,t,®) = A(®) for
all 1 < m,n < D if m = n, and A""(x,t,P) = 0 otherwise, where A(®) was
introduced in section 4. This implies A(x,t,®,&) = —A(®) for all £ € RP with
|€] = 1. From Theorem 4.3 we see that A(x,t, ®,&) has N distinct real eigenvalues
—Ay,...,—Ay for @ € D} \Dy, . This implies that the parabolicity condition
Re (A\(®,¢)) < —6(®) holds with §(®) = W(¢)éy min{o.(¢), (1 — ¢)?0l(¢)}. Thus,
system (2.23) is parabolic on ngax\D,z,c, and we conclude that the hyperbolicity
and parabolicity properties obtained in sections 3 and 4 remain valid in an arbitrary
number of space dimensions.

7.2. Extension to particles with different densities. The model equations
established in section 2 admit that the solids species differ in both size and density.
The analysis of section 3 is valid for the case of equal-density particles only, while the
matrix A(®) is independent of the particle densities. In [22] it was demonstrated that
different densities lead to hyperbolic-elliptic or (for N > 3) nonhyperbolic systems.
Thus, it is tempting to conclude that the model framework of section 2 leads to systems
having even more interesting properties (like a second-order parabolic system for
N = 2 degenerating into a first-order hyperbolic-elliptic one). However, since particles
of different densities consist of different materials, the assumption c.(®) = 0co(¢),
stating that the effective stress depends only on the sediment porosity 1 — ¢, is very
unlikely to remain valid.
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7.3. Physical explanation of Lemma 6.1. Recall that fM(®) = ¢;v;, where
v; is the phase velocity of species ¢, that is, the settling velocity of a particle of
species 7. In view of (3.1), Theorem 3.4 states that the eigenvalues v; to vy_1 of
Tpm (@) satisfy v; < v; < w415 i.e., the propagation of the characteristic information
associated with the eigenvalue v; is bounded by the physical velocities of particles of
species i and i+1 fori =1,..., N—1. The upper bound on vy given by the parameter
~v°° of Theorem 3.4, which is valid for any admissible hindered settling function V(¢),
has no obvious physical interpretation, but Theorem 3.4 already provides further
support for the MLB model wherever o, = 0 since all waves should travel at bounded
finite speeds and, for a given particle size distribution, v*° is uniformly bounded with
respect to ®. However, the upper bound of vx in (6.8) also has a physical meaning.
From (3.1), the total solids flux is

(7.2)
@) = d1v1 + -+ dvon = [1(R) + -+ fA(R) = uV (¢)(1 — ¢) 056" .

On the other hand, we recall from the definition of q that

M
v = m(q — (11 + -+ dnun)) = qlf_;{)),
where vf is the fluid phase velocity. Since we consider ¢ = 0, we obtain —ugsV (¢)(1 —
$)0T® = v;. Thus Lemma 6.1 states that, for relatively dilute suspensions (when
¢ < 1/n), all eigenvalues (and therefore wave velocities) are bounded by the local
velocities of the solid and fluid “particles.” In the examples in section 6, we chose
1/n = 0.2128 > ¢. = 0.2, such that the model equations are either hyperbolic with
the sharp estimates of Lemma 6.1 holding or parabolic.

1

7.4. Hydrodynamic diffusion. The MLB model (like all other equations for
polydisperse suspensions) assumes that v;(®) is the velocity of every particle of the
ith species at that concentration. Of course, it has long been recognized that identical
spheres at the same concentration can have very different velocities. See [111] and
[114] for references to early work on this topic. More recently, Segre, Herbolzheimer,
and Chaikin [95] and Guazzelli and colleagues [78, 79, 83] used advanced technology
to follow the paths of individual spheres and thereby determine their velocities.

There are essentially three methods of introducing this variability into a model.
Historically, the first was the three-parameter Markov model [107, 112], which used
the variance and autocorrelation of velocity as additional parameters. A decade later,
a model was developed [55] (see also [37]) that combined the variance and autocorre-
lation in a coefficient of self-induced hydrodynamic diffusion. Thus, the two models
are related, but not identical [106]. In both, the parameters must be determined
experimentally or computationally. Velocity fluctuations appear to depend on wall
effects [111, 114] and density stratification [75, 111] as well as on both the distant
[110, 111] and local values of ®. Theoretical [111], computational [65], and some
experimental studies [111] indicate that the variance increases with the size of the
container, while other experimental studies [78] show no increase. Recent work by
Segre, Herbolzheimer, and Chaikin [95] and Mucha et al. [75] has gone some way
towards resolving this contradiction.

The variability of the velocities of the smaller spheres is considerably increased
by the presence of larger or denser spheres [56, 83]. Since the hydrodynamic diffusion
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coefficient varies with ® and V@, the diffusion model becomes very complicated [109]
for polydisperse suspensions. The Markov model is more tractable [109], but both
models require data that are currently lacking. The final method of introducing
variability is to use one of several numerical techniques [19, 56, 65]; these solve a
specific case and demand considerable computational effort.

Fortunately, the overall behavior of suspensions is usually determined primarily
by the mean velocity [84, 113] and does not require the determination of the tra-
jectories of individual spheres [107]. Simulations show that the principal effect of
hydrodynamic diffusion is a blurring of the interfaces [19, 108]. In many cases, how-
ever, these remain fairly sharp. Experimentally, interfaces are readily detected and,
owing to self-sharpening [37, 69], closely approximate discontinuities. Thus, the omis-
sion of hydrodynamic diffusion terms at this stage is justified by practical limitations,
theoretical considerations, computational comparisons, and experimental results.

7.5. Sediment diffusivity. In the examples discussed in section 6.5, ¢ increases
fairly quickly during the consolidation phase, and hence the diffusion of species is
highlighted. We recall that the material parameters chosen for the simulations do
not correspond to a real suspension; rather, the parameters of the function o,(¢)
have been chosen such that the numerical simulation produces some clearly visible,
distinct effects within a relatively thick sediment layer. The latter point requires that
the suspension be highly compressible and therefore that oy and k be relatively large.
Thus, strength and rapidity of the diffusion processes are to some extent a consequence
of our deliberate choice of parameters, and these effects may be less pronounced for
real materials. In fact, it is not clear whether the predicted behavior actually occurs
in real suspensions. The assumption that (¢;/¢)oe(¢) is that part of g, that acts on
species i appears to be the obvious choice. Also, (1.2) describes nonlinear diffusion
with drift, so it is not surprising that species diffuse to regions of lower concentration.

We mention that nonlinear diffusion in polydisperse suspensions has been consid-
ered by Esipov [43] and is postulated as part of a general “competition” mechanism
for multispecies granular mixtures by Braun [13]. However, the terms considered in
[43] account for hydrodynamic diffusion, and the consequences of the nonlinearity do
not appear, since (apparently, for simplicity) these diffusivities are replaced by con-
stants, and cross-diffusivities (e.g., the dependence of the flux of particle species 1
on the flux of species 2) are ignored, while in [13] the nonlinearity is retained, but
cross-diffusivities are equally neglected, and no physical interpretation of the origin
of nonlinear diffusion is given. In our case, it is difficult to imagine a physical process
that leads to the predicted results discussed in section 6.5. In compression, the par-
ticles touch each other and support those above. This would appear to make relative
movement difficult.

One way out of this dilemma is restricting the movement of particles at very high
concentrations. In fact, it has long been held that, at very high concentrations, the
particles are locked in place and all species move at the same velocity. This should
certainly be true in compressible suspensions. The problem may be not that the dif-
fusion coefficient is much too high in general (which could be fixed, for example, by
an appropriate choice of the model functions V(¢) and d.(¢)), but that differential
diffusion, driven by the gradient V(¢;/¢) in (2.20), becomes dominant when sedimen-
tation is very slow. This is quite unphysical. The first part of the simulations appears
reasonable. It is the differential movement at the end that is not.

One way to amend this would be to adopt an idea of Shih, Gidaspow, and Wasan
[98], who utilize an expression for the portion of the effective solid stress gradient
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for each species [98, eq. (10)] that is equivalent to leaving out the term involving
V(¢i/¢) in our approach. Unfortunately, the presentation of their numerical solution
of a bidisperse system with g1 = g2 and 6, = 0.1766 is limited to just one profile
[98, Figs. 4-6] taken at a time at which the uppermost particles of neither species
have reached the sediment layer, a situation that roughly corresponds to ¢ = 1.5h in
our Figure 4. However, their solution is similar to ours at that stage, since Figure 4
of [98] shows a concentrated sediment formed by the larger particles with a small
portion (actually, only slightly different from the initial concentration) of the smaller.
It should be pointed out, of course, that no steady-state prediction of the relative
volume fractions ¢;/¢ such as (6.10), (6.11) exists when there are no terms involving
that same quantity.

Another way to solve our dilemma, which would go even a step further, would
be to change to a common rate of sedimentation at some concentration ¢* with
b < ¢* < Gmax. For values of ¢ with ¢* < ¢ < ¢pax, We could eliminate the
term in ¢;/¢ in (2.20) and treat the suspension as if all particles were the same size,
probably using the average value of ¢;. The best guess for ¢* could be found from
the simulations by noting the concentrations at which the differential sedimentation
dominates. (A possibly more realistic alternative would be to introduce a collective
movement gradually, but this would be much more complicated.) Though this solution
may seem arbitrary, it does have empirical support. For compressible suspensions,
differential sedimentation occurs at medium concentrations. When the concentration
is sufficiently high, even dense particles settle at the same speed as the particles of
lower density. Thus, the final sediment shows no evidence of segregation; see Been
and Sills [5]. When all flocs have the same density, there is a concentration at which
initial floc size is unimportant. Essentially, we have a connected structure that is
being compressed.

Some more treatments that less closely refer to a particular mathematical model
support the similar idea of “en masse” sedimentation of multispecies suspensions at
high concentrations [5, 29, 121]. Zeng and Lowe [121] consider rigid-sphere suspen-
sions (not forming compressible sediments) but postulate the existence of a “critical
concentration,” in the sense of the quantity ¢* (not ¢.) introduced above, at which
change in sedimentation behavior from differential settling (size fractionation) to “en-
masse settling of the entire suspension” occurs [121], and they indicate that values
of ¢* ranging from 0.3 to 0.55 are suitable, depending on the material. Related ex-
perimental findings were reported much earlier by Shannon and coworkers [96, 97],
who observed that for equal-density spheres (normally distributed in diameters plus
a tail of fines), the rise of the packed bed showed that the solids flux remained con-
stant throughout (in contrast to sedimentation of dilute suspensions, in which the flux
decreases after the larger particles have settled out).

The previous discussion shows that there is no obvious unique way to reduce
the sediment diffusivity seen in our numerical examples. Published experimental
information to which the numerical predictions could be compared is scarce (see the
references cited in this section and [9, 116]), and a definite solution of the problems
discussed here cannot be suggested. Basically, there seem to exist three alternatives.

Our approach is based on a rigorous derivation and establishes a polydisperse sed-
imentation model that is “well-posed” in the sense that strict parabolicity is about
the best property we can expect system (1.2) to have whenever the right-hand part
is different from zero (i.e., for ¢. < ¢ < émax). This property, combined with the
hyperbolicity of the first-order system, makes the model amenable to numerical so-
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lution and is conserved when we vary the model functions V(¢) and c.(¢) to reduce
sediment diffusivity. In the monodisperse case, it turned out that using the expres-
sion V(¢) = (1 — ¢)"~2 for all ranges of concentration values (as, for simplicity, done
here) leads to an overestimation of particle diffusivity in the sediment, and better
agreement was obtained by using piecewise definition of V(¢) or of the resulting flux
density function fM(#); see [15, 16]. The emphasis here is on a gradual variation of
the parameters, which leaves the nature of the model unaltered.

The next step of modification would be “switching off” the term V(¢;/¢) in (2.20)
on the interval [¢*, pmax|, Wwhere we admit the limiting case ¢* = ¢.. The mathemat-
ical consequences of such a reduction can be derived easily, since in the derivation of
section 4, 0.(¢) and its derivative o/(¢) are formally treated as independent functions.
Thus for the parabolicity analysis, deleting V(¢;/¢) in (2.20) corresponds to sending
0, to zero and leaving the occurrences of d/(¢) unchanged. From (4.1) we see that
then A(®) is a rank-one matrix having NV — 1 eigenvalues that vanish. The system is
then no longer strictly parabolic for ¢ € [¢*, dmax]. This case is explicitly excluded
in the analysis of certain schemes [68] but is admitted in others [60] and still has the
advantage that explicit tracking of the sediment-suspension interface is unnecessary.

The most radical modification would be to change to an “en masse” sedimentation
model for ¢ € [¢*, dmax]. In particular, this would imply that ¢ = ¢* denotes an
interface across which we change from the system of N convection-diffusion equations
(1.2) to one scalar equation, i.e., between two different models. This idea is viable
when we a priori do not wish to differentiate between size classes in the sediment.
In fact, this is the main idea of the model advanced by Stamatakis and Tien [102].
There is an advantage in computation time when there is a region in which a scalar
equation instead of an N x N system has to be solved, but formulating transition
conditions across the model change interface and tracking it during computation may
become complicated.

7.6. Applications. Been and Sills [5] measured local changes in particle size dis-
tribution due to the relative movement of particles of different sizes under the influence
of effective solid stress and at different initial concentrations. Their experiments were
performed with estuarine mud, a natural mixture composed of many different materi-
als for which the constitutive model equations are difficult to determine. More precise
knowledge of these functions can be expected in chemical engineering applications,
where the settling solids are usually formed by a product having more homogeneous
material properties. The model outlined herein should thus be useful for simulations
in any of the industrial applications cited in section 1. In particular, the model can
also be applied to centrifugal configurations and pressure filtration (see [15, 21] for
the monodisperse cases) and thereby be employed to simulate the manufacturing and
final composition of ceramic materials with functionally graded material properties
(see [9, 10, 11]). Comparing our Figures 2 and 3 illustrates that the effective stress is
a decisive factor when the variation of sediment composition should be continuous.
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