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(1) Introduction to
field-effect biosensors

(or BioFETs)

(2) Methods & models:
multi-scale modeling &

self-consistent simulations

(3) Further 
developments,

results & discussion
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BioFETs are field-effect biosensors with 
semiconductor transducers

Biologically sensitive field-effect transistors (BioFETs) consists of three 
parts:

• Receptor: molecular recognition by functionalized surface.

• Transducer: performs the measurement.
For example Si nanoplates or Si nanowires.

• Signal processing.
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What a biosensor chip looks like

Length scale 1mm:

(a) shows the array of 32 x 32 sensors on the 
chip.

Length scale 10µm:

(b) shows a single sensor element.
It consists of 6 nanowires.

Length scale 100nm:

(c) shows a single silicon nanowire with a 
trapezoidal cross section.

Sven Ingebrandt (Fachhochschule Kaiserslautern),
Andreas Offenhäusser (Forschungszentrum Jülich)



Current technology uses fluorescent or radioactive markers.

The main advantage of field-effect devices is direct, label-free 
operation (no markers are necessary).

Additional advantages are:

• Real-time & continuous sensing.

• No markers change the behavior of the analyte.

• The analyte can be re-used in subsequent experimental steps.

• Read-out circuitry & amplification can be integrated on the chip, 
which will be important for point-of-care applications.

What are the advantages of BioFETs compared to 
current technology?



There are numerous applications depending on how the surface was 
functionalized:

• Screening for dozens of tumor markers simultaneously (relative 
change is important).

• Detection of SNPs:
inherited diseases (like cystic fibrosis, which is one of the most 
common ones), cancer risk, etc.

• Detection of epigenetic modifications.

• Point-of-care applications
(NIH’s 3 Ps: predictive, personalized, & preemptive medicine).

• DNA sequencing.

The BioFET concept is a general one
with many applications



The first functional DNA-FET was manufactured in 1997:

• Sensor area: 20µm × 500µm, conventional device structure.

• Aqueous solution: pH 7.1 (buffered), 50mM NaCl.

• DNA strands used:
oligonucleotides: 18 base pairs,
polynucleotides: ca. 1000 base pairs.

(From: Souteyrand et al., J. Phys. Chem. B, 101 1997)

DNA biosensor, using immobilized poly(dT) and 10 µg/mL of
soluble poly(dA) in 5 mM Tris (pH 7.0) with 20 mM NaCl.

This study showed that faster (10 min) hybridization can be

achieved in 0.5 M NaCl, as is the case for hybridization in

solution.17

To identify possible interference effects during hybridization

of complementary strands, in situ measurements were also done

in the presence of single-stranded calf thymus DNA. Addition

of 20 µL of calf thymus DNA solution to 10 mL of electrolyte
solution causes no shift of the flat-band potential during a period

of 24 h, as illustrated in Figure 7. In situ hybridization of 20

µL of a 1:1 mixture of single-stranded calf thymus DNA and
(dA)18 or poly(dA) with both types of modified electrodes

((dT)20, poly(dT)) were compared. Flat-band potential shifts

similar to those obtained with pure synthetic single strands were

observed. Figure 8 shows the result obtained when poly(dA)

is hybridized with poly(dT) in the presence of calf thymus DNA.

It should be noted that the 1:1 ratio is a mass ratio, and

therefore the number of calf thymus DNA sequences present

in the electrolyte is lower than that of the synthetic strands used,

by approximatively 4 orders of magnitude. However, the overall

number of bases associated with each type of strand present is

equivalent. The calf thymus DNA offers a multitude of sites

where hybridization with the synthetic homo-oligo- and poly-

nucleotides could occur, and interference effects might be

expected. Under these conditions no such effects were observed.

On the basis of the results presented, we can conclude that

the changes seen in flat-band potential are actually due to a

specific and reversible interaction between immobilized single-

stranded DNA and its complementary strand. The hybridization

process affects the distribution of surface charge and provokes

a field effect across the heterostructure.

Figure 3. Electrical effects induced by hybridization between comple-
mentary strands. Curve 1 was recorded after immobilization of ssDNA
onto the substrate, which acts as a receptor for the specific recognition
of complementary strands. Curve 2 corresponds to the impedance
measurements after hybridization. Curve 3 shows the impedance
measurements after denaturation, where the double strands are separated
and a reversible shift of the impedance curve is observed (measurements
performed at a frequency of 100 kHz).

Figure 4. Interaction of a substrate with immobilized (dT)20 in contact
with noncomplementary poly(dC) (frequency of 100 kHz). No signifi-
cant shift occurs.

Figure 5. Time evolution of the Zq(V) curves during in situ hybridiza-
tion with complementary poly(dA) (frequency of 20 kHz).

Figure 6. Variation of Zq with time, taken at an applied dc potential
of -0.3 V vs Ag/AgCl (from Figure 5).

Figure 7. Out-of-phase impedance measurements of a poly(dT)-
modified electrode, in situ hybridized with single-stranded calf thymus
DNA (20 kHz).
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(prepared by adding 10 µL of a 1 mg/mL in 1 M aqueous

NaHCO3 solution of poly(dA) to 5 mL of the Tris electrolyte,

and mixing). The signal increases rapidly, and a maximum

amplitude of 120 mV is reached after 15 h; 50% of the total

response is obtained within 1 h and 90% after 4 h. This

response is in good agreement with the impedance measure-

ments, which also exhibited a similar time course and a shift

of about 100 mV.

Figure 11 shows the evolution of the signal in response to

successive additions of poly(dA). In this case, microliter

amounts of the 1 mg/mL in 1 M aqueous NaHCO3 solution of

poly(dA) were added directly to the Tris-HCl electrolyte with

a micropipet, by placing the tip in close proximity to the

modified FET surface. The electrolyte/DNA solution was not

stirred during these additions. Although the signals are seen

to equilibrate more rapidly and to have weaker amplitudes

compared to the results shown in Figures 6 and 10, they show

a consistent and direct dependence on the quantity of poly(dA)

added.

Conclusion

Using a semiconductor/dielectric/electrolyte structure, we

have observed through impedance measurements that hybridiza-

tion of surface-immobilized synthetic homo-oligomer DNA

strands with the complementary strands in solution provokes a

significant shift of the impedance curves along the potential

axis. This shift corresponds to a change in the flat-band

potential of the underlying semiconductor in response to the

modification of surface charge induced by recognition and

hybridization between the complementary homo-oligomer strands.

This result has been exploited in a device able to detect a

particular homo-oligomer DNA sequence directly, in situ and

without labeled species. The sensor is based on a field effect

transducer and a recognition layer composed of homo-oligomer

strands. Selectivity, sensitivity, and reversibility of the sensor

have been demonstrated. These results show the promise of

such devices for applications in medical diagnostics and

molecular biology. Future work will be aimed at optimizing

the device, and the use of oligomer sequences of greater

complexity will also be investigated. The sensor represents a

simple, inexpensive approach to the direct and in situ detection

of natural DNA sequences.
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Figure 11. Sensitivity of the FET to the successive introduction of
poly(dA). The total quantity of poly(dA) in the solution is indicated.
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Time dependence

A DNA-FET was reported about 10 years ago



Silicon nanowire DNA-sensor

Silicon nanowires were 
grown in the vapor-
liquid-solid growth 
mode.

Note the conductance 
change in (D) of about 
15% to 20%.

(From: Hahm, Lieber, Nano Lett. 4 2004)



Arrays of silicon-nanowire ImmunoFETs enable highly sensitive 
(0.9pg/ml) detection of cancer markers:

• PSA (prostate specific antigen): increased levels indicate 
localized or metastatic prostate cancer.

• CEA (carcinoembryonic antigen): a glycoprotein involved in cell 
adhesion; increased levels indicate colorectal cancer.

• Mucin-1.

(From: Zheng et al., nature biotechnology 23 2005)

(1) 0.9ng/ml PSA
(2) 1.4pg/ml PSA
(3) 0.2ng/ml CEA
(4) 2.0pg/ml CEA
(5) 0.5ng/ml mucin-1
(6) 5.0pg/ml mucin-1

Tumor marker detection using Si nanowires



DNA detection using Si nanowires in arrays

PNA (peptide nucleic acid) probes were used to detect ssDNA.

The sensors discriminate satisfactorily against mismatched target DNA.

Detection limit of 10 fM.

Response time is not very good.

produces high quality SiNW arrays with great potential for further
developments.

Application of the SiNW Arrays in Ultrasensitive DNA
Assay. Figure 4 illustrates the working principle of the SiNW array
biosensor. A monolayer of PNA capture probes was assembled
onto the individual SiNWs via silane chemistry (A), acting as the
bioaffinitive sensing interface (B). The interaction of PNA with a
sample DNA forms a heteroduplex, bringing a high density of
negative charges on the SiNW surface. (C) The formation of
electrical field at the SiNW surface provides the much-needed

sensitivity for the detection of DNA (D). The reason for using
PNA instead of DNA probes is 2-fold: First, to minimize non-
hybridization-related resistance changes and to increase the
hybridization efficiency. The neutral character of the PNA
backbone allows hybridization to take place at low ionic strength,
minimizes the build-up of a strong electrical field at the SiNW
surface, and hence minimizes the background response, produc-
ing a high signal/noise ratio. Second, the PNA probes have a
greater affinity and stability than their DNA counterparts at low
ionic strength where a low background signal is observed, again
due to their neutral character which alleviates electrostatic
repulsion between the two hybridized strands. In addition, the
mismatch discrimination of PNA is in many cases much better
than that of DNA, offering a much higher specificity.18,19

The SiNW arrays were evaluated for possible applications in
ultrasensitive DNA detection. A synthetic DNA fully complemen-
tary to the PNA capture probes was used and diluted to different
concentrations with TE buffer before use. For this we compare
the relative resistance changes among different concentrations

(18) Ratilainen, T.; Holmen, A.; Tuite, E.; Nielsen, P. E.; Norden, B. Biochemistry
2000, 39, 7781-7791.

(19) Egholm, M.; Buchardt, O.; Christensen, L.; Behrens, C.; Freier, S. M.; Driver,
D. A.; Berg, R. H. S.; Kim, K.; Norde’n, B.; Nielsen, P. E. Nature 1993,
365, 556-568.

Figure 2. SEM (A), TEM (B), and (C) z-axis amplified AFM micrographs of the SiNW array.

Figure 3. A histogram of the resistances of individual SiNWs in an

array. Inset: typical I-V curves of SiNWs.

3294 Analytical Chemistry, Vol. 79, No. 9, May 1, 2007

(From: Gao et al., Analytical Chemistry 79 2007)

of complementary DNA ranging from 1.0 fM to 1.0 nM and a
noncomplementary DNA of 1.0 nM (control) in real time at SiNW
arrays, respectively. The SiNW arrays were immersed in the
hybridization buffer, and its resistance was monitored while
different amounts of DNA were added to the solution (Figure 5).
As seen in Figure 5, negligible resistance changes were observed
at the control SiNW array, indicating that there is no significant
build-up of charges at the SiNW surface through electrostatic and
nonspecific adsorption. On the contrary, when the SiNW assays
were treated with the complementary DNA at different concentra-
tions, distinct changes were immediately visible. Traces 2, 3, and
4 in Figure 5 illustrate the dependence of the SiNW resistance
on the hybridization time for three different concentrations. The
resistance increased upon exposure to the complementary DNA.
At 1.0 nM the signal rose rapidly and almost linearly at first as

the hybridization time increased, but then slows until maximum
hybridization was reached. More than 80% of the final response
was reached within 60 min of hybridization. On the other hand,
a linear relationship between the hybridization time and resistance
change was observed at low concentrations throughout the time
window studied which are in accord with a scaling relationship ts

∼ 1/F0 (ts ) response time, F0 ) minimum detectable concentra-
tion) based on a reaction-diffusion model.10 A considerably long
period of hybridization time is required for detection of ultralow
concentrations of DNA.10 In addition, the hybridization conditions
employed in our work, such as low salt concentration, high
hybridization temperature, and static hybridization, also contribute
to the long hybridization time. Subsequent switching of the
solution back to blank TE buffer subsequently did not lead to any
appreciable recovery. These results suggest that hybridization of
DNA at the SiNW surface is responsible for the observed increase
in resistance.10,20,21 Hybridization of DNA to the surface-im-
mobilized PNA creates a high density of negative charges on the
SiNW surface, providing an electrostatic gating effect (field effect)
on the SiNW, which in turn reduces the carrier concentration in
the n-type SiNW, resulting in the observed increase in resistance.
This effect is consistent with those previously noted on other
semiconductor nanowire devices,22-25 including SiNW devices,7

(20) Su, X. D.; Wu, Y. J. Knoll, W. Biosens. Bioelectron. 2005, 21, 719-726.
(21) Vaisocherova, H.; Zitova, A.; Lachmanova, M.; Stepanek, J.; Kralikova, S.;

Liboska, R.; Rejman, D.; Rosenberg, I.; Homola, J. Bioploymers 2006, 82,
394-398.

(22) Fu, Q.; Liu, J. J. Phys. Chem. B 2005, 109, 13406-13408
(23) Koswatta, S. O.; Hasan, S.; Lundstrom, M. S.; Anantram, M. P.; Nikonov,

D. E. Appl. Phys. Lett. 2006, 89, Art No. 023125.

Figure 4. Schematic representation of the principle of the SiNW array biosensor for DNA.

Figure 5. The dependence of resistance change of the SiNW array

biosensor on hybridization time in (1) 1.0 nM control, (2) 25 fM, (3)

100 fM and (4) 1.0 nM target DNA in TE buffer.

Analytical Chemistry, Vol. 79, No. 9, May 1, 2007 3295



Antigen detection using Si nanowires

(From: Stern et al., 
nature 445 2007)

Traditionally, nanowires are made in the vapor-liquid-solid growth 
mode and assembled.

However, assembly is very time-consuming.

Here Si nanowires were fabricated in a top-down CMOS-compatible 
approach.

• Si nanowires: 40nm thick and 50nm to 150nm wide.

• Surface receptors: antibodies.

• 10fM concentrations of treptavidin were detected.

Special microfluidic channel and pump for fast response time.



The Debye length is the mean distance where the effect of a charge 
can be noticed.

It is ca. 1nm at physiologically relevant concentrations (serum: ca. 
160mM).

Therefore it was believed for a long time that field-effect sensors 
would not work.
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An important question: the Debye length



The model hierarchy and modeling issues
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Electrostatics are governed by the Poisson equation:

Self-consistent modeling of:
• Biophysical part:

• Continuum model:
Poisson–Boltzmann equation

• Atomistic model:
(Metropolis) Monte Carlo simulations

• Nano-electronic part:
• Classical models:

• drift-diffusion (with QM corrections)
• Boltzmann equation (with QM corr.)

• Quantum-mechanical models:
• Effective quantum potentials
• Non-equilibrium Green functions
• Wigner functions

Our multi-scale model enables us to link
the microscopic and macroscopic picture.

−∂x

(
ε(x)∂xV (x,y)

)
−∇y ·

(
ε(x)∇yV (x,y)

)
= nT

(
V (x,y), x,y

)
+ nE(x,y)



The multi-scale problem
We are dealing with two different length scales:

• DNA diameter: 2nm; hence the electrostatic potential around the 
biomolecules varies on the Angstrom scale;

• length of the sensor area: a few micrometer.

Simple idea: just use a semiconductor device simulator with a very fine 
grid. — Not possible.

We use the Poisson equation in the form:

−∇ ·
(
ε(x)∇

)
V (x) = n(x)
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n(r,φ, z) :=

{
χ(r,φ, z) for r > r1,

n<(r,φ, z) for r < r1



Theorem for the limiting problem λ→0

λ (λ→0) is the spatial 
ratio of one cell to 
the whole domain.

← The original 
problem becomes

← the homogenized 
problem

← with certain 
interface conditions.

Theorem 1 (Heitzinger, Mauser, Ringhofer, 2007). Let R := [0, r2], L :=
[0, 2π)× [0, Lz], and Ω := R× L ⊂ R3. Let r1 ∈ (0, r2), let ε : R → R+ with

ε(r) =

{
ε< ∈ R for r < r1,

ε> ∈ R for r > r1,

and let n ∈ L2(Ω) with

n(r,y) :=

{
n<(r,y) ∈ L2

(
[0, r1)× L

)
for r < r1,

χ(r,y) ∈ L2
(
(r1, r2)× L

)
for r > r1,

where n< is bounded and χ is a boundary layer function such that C(y) and
Dr(y) exist.

The limiting problem for λ→ 0 of the boundary value problem

−∇ ·
(
ε(r)∇

)
V (r,y) = n(r,y), (1a)

V (r1−,y) = V (r1+,y), (1b)
ε<∂rV (r1−,y) = ε>∂rV (r1+,y) (1c)

with (r,y) ∈ Ω is the boundary value problem

−ε<

(
1
r
∂r(r∂r) +

1
r2

∂φφ + ∂zz

)
Vh(r,y) = n<(r,y) for r < r1, (2a)

−ε>

(
1
r
∂r(r∂r) +

1
r2

∂φφ + ∂zz

)
Vh(r,y) = 0 for r > r1 (2b)

with the interface conditions

Vh(r1+,y)− Vh(r1−,y) =
Dr(y)

ε>
, (3a)

ε>∂rVh(r1+,y)− ε<∂rVh(r1−,y) = −C(y). (3b)



Theorem for the limiting problem λ→0:
what determines the interface conditions?

Definition 1 (Macroscopic surface charge density). Let χ be a boundary layer
function. Then the macroscopic surface charge density C(y) is defined as

C(y) := lim
λ→0

λ

2πr1Lz

∫

L

∫ r2

r1

χ(ρ,η,y)
(
r1 + λ(ρ− r1)

)
dρdη. (1)

Definition 2 (Macroscopic dipole moment density). Let χ be a boundary layer
function. The macroscopic dipole moment density D(y) is defined as

D(y) :=
(

Dr(y)
Dy(y)

)
:= lim

λ→0

λ2

2πr1Lz

∫

L

∫ r2

r1

(
ρ− r1

η

)
χ(ρ,η,y)

(
r1+λ(ρ−r1)

)
dρdη.

(2)



Outline of the proof

Let λ be the spatial ratio of one cell to the whole domain.

If the solution of the PBE converges weakly to a solution Vh for λ→0, 
then Vh satisfies a homogenized problem with interface conditions.

Homogenization procedure:

• The functionalized surface is split into cells.

• In each box of length λ, the charge densities and dipole moments 
of the molecules and the ions in the solution are calculated.

• The jump in the permittivity at the interface is removed by 
stretching the r-coordinate.

• The problem is converted to its weak formulation.

• The limit λ→0 is calculated using Taylor expansions.

• Finally the weak formulation is converted back to a strong 
formulation.



PDB id 1D28

We construct B-DNA strands from the coordinates of single nucleotides.

Arbitrary sequences, linker lengths, and orientations with respect to the 
surface are possible.

We use a GROMACS force field to obtain the partial charges of the probe 
and target molecules (and the locations of the hydrogens).

The same procedure can be used for any biomolecule whose structure is 
known (seee PDB, for example).

To calculate the electrostatics and charge distributions, we are using two 
methods:

• solve the Poisson-Boltzmann equation or

• perform Metropolis Monte Carlo calculations.

How can we calculate the charge densities and 
dipole moments of the boundary layer?



1D simulation of nanoplates and
different DNA strand lengths

1D simulation of a nanoplate DNA-FET:

• Binding efficiency: 100%;
oxide thickness: 2nm; Si nanoplate thickness: 30nm. 

Experimental data from Fritz et al., PNAS 99 2002:

• Oxide thickness: 2nm;
12-mer oligonucleotides;
surface potential change: about 5mV depending on 
concentration (i.e., binding efficiency). 
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Self-consistent simulations using the drift-diffusion 
model for a silicon-nanowire sensor

Jn = −qµnn∇V + qDn∇n

Jp = −qµpp∇V − qDp∇p

∇ · Jn = q∂tn + qR

∇ · Jp = −q∂tp− qR
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Conductance of a silicon-nanowire sensor

We homogenized the Poisson equation for cylindrical geometries as 
well.

Here the specific conductance (from the 2D DD model) is shown as a 
function of the dipole moment density of the biofunctionalized layer.

The liquid contains 10–6 mol/L of Na+Cl–. The p-doped (1016cm–3) Si 
nanowire is 100nm long, the silicon core has a radius of 5nm, and the 
silicon oxide layer has a thickness of 2nm.
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MC simulations of the surface layer:
the electric double layer, PNA, ssDNA, & dsDNA



MC simulations:
the influence of probe spacing
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MC simulations:
the influence of surface (oxide) charge density

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0.06

 0.07

 0.08

-40  -44.6-45.6  -49    -50

C
o

n
ce

n
tr

a
tio

n
  

[M
]

Height of simulation cell  [nm]

c=0.01 M;  none;   ρ=-0.2  q/nm2   Na
ρ=-0.2  q/nm2    Cl
ρ= 0     q/nm2   Na
ρ= 0     q/nm2    Cl
ρ= 0.2  q/nm2   Na
ρ= 0.2  q/nm2    Cl

c=0.01 M;  PNA;   ρ=-0.2  q/nm2   Na
ρ=-0.2  q/nm2    Cl
ρ= 0     q/nm2   Na
ρ= 0     q/nm2    Cl
ρ= 0.2  q/nm2   Na
ρ= 0.2  q/nm2    Cl

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.16

-40  -44.6-45.6  -49    -50

C
o
n
ce

n
tr

a
tio

n
  
[M

]

Height of simulation cell  [nm]

c=0.01 M;   V=0 mV;  dsDNA;   ρ=-0.2  q/nm2   Na
ρ=-0.2  q/nm2    Cl
ρ= 0     q/nm2   Na
ρ= 0     q/nm2    Cl
ρ= 0.2  q/nm2   Na
ρ= 0.2  q/nm2    Cl

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.16

-40  -44.6-45.6  -49    -50

C
o

n
ce

n
tr

a
tio

n
  

[M
]

Height of simulation cell  [nm]

c=0.01 M;   V=0 mV;  ssDNA;   ρ=-0.2  q/nm2   Na
ρ=-0.2  q/nm2    Cl
ρ= 0     q/nm2   Na
ρ= 0     q/nm2    Cl
ρ= 0.2  q/nm2   Na
ρ= 0.2  q/nm2    Cl



MC simulations:
the influence of applied voltage



MC simulations:
three-layer behavior



FTIR ATR spectroscopy can measure molecule 
density and orientation
Fourier-transformed infrared attenuated total reflection spectroscopy 
provides in-situ quantitative information about molecules (chemical 
bonds) at a Si or Ge wafer and (possibly) about their orientations.

Collaboration with Dieter Baurecht's group (U. of Vienna).

Jasmina Matijas¡evic´ et al, In Situ ATR FTIR Monitoring of the Formation of Functionalized Mono- and Multilayers on Germanium Substrate: from 7-
Octenyltrichlorosilane to 7-Carboxylsilane, Langmuir 2008

increase of CH2

decrease of C=C increase 
of C=O



Self-consistent loop between microscopic (PB) and 
macroscopic (DD) simulations

The microscopic model is the Poisson–Boltzmann equation:
surface charge density –0.2q/nm2, 5nm boxes, 100mM NaCl,
C…solid lines, D…dashed lines,
no molecule…black lines, ssDNA…blue lines, dsDNA…red lines.

The macroscopic model is drift-diffusion for a silicon nanowire.

No fitting parameters!

Boundary 
layer

Specific 
conductance

No molecules 2.29E–6 S/m 0%

ssDNA 2.58E–6 S/m +12.7%

dsDNA 2.91E–6 S/m +12.8%
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How to overcome the screening-induced 
performance limits of field-effect biosensors

The performance of field-
effect sensors is limited by the 
screening of the partial 
charges of the biomolecules 
by the (counter-)ions in the 
liquid.

How can we increase the 
Debye length?

New idea:
what happens if we add an 
electro-diffusion current?

Liu, Lilja, Heitzinger, Dutton. International Electron Devices Meeting (IEDM), 
San Francisco, CA, December 2008.



How to overcome the screening-induced 
performance limits of field-effect biosensors (2d)

Logarithmic magnitude 
of the simulated 
potential change (top) 
and of the simulated 
cation density change 
(bottom) at a vertical cut-
plane of the structure for 
(a) 0V and (b) 1V 
electrolyte bias.

The potential change is 
obtained as the potential 
difference between the 
cases with or without a 12 
base-pair DNA at the 
center.



How to overcome the screening-induced 
performance limits of field-effect biosensors (3d)

Left: logarithmic magnitude for simulated potential 
change at a lateral cut-plane for (a) 0V and (b) 1V.

Top left: charge induced in silicon nanowire 
(normalized by doping) as a function of electrolyte 
biases (10mM and 100mM).

Top right: (normalized) silicon nanowire conductance 
change between ssDNA and dsDNA cases as a function 
of electrolyte biases. At 1V, enhancement factors of 11x 
(at 100mM) and 8x (at 10mM) are seen.



Conclusion
The problem:

• Field-effect nano-biosensors are a technology with many 
biomedical applications. How they work has not been understood 
at a quantitative level.

• Due to the different length scales of biomolecules and sensor areas 
(4 or 5 orders of magnitude), multi-scale modeling is necessary.

The solution:

• We have solved the multi-scale problem by deriving homogenized 
interface conditions for nanoplate and nanowire geometries.

• Our models enable the self-consistent simulation of all the charges 
in the devices. This makes predictive investigations possible.

• There are no fitting parameters in the model.

• Good agreement with experiments has been found.

• A numerical study has shown how screening-induced 
performance limits can be overcome.

We can now calculate what could not be calculated previously.
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