
Modeling of  Fronts and Patterns at 
the Atomic level for Surface Reactions 

CO oxidation on metals (100) surfaces

Da-Jiang Liu 
Ames Laboratory (USDOE)  

Iowa State University 
March 23, 2017 

KI-Net Conference



Pattern Formation in 
Surface Reactions

PEEM  of CO  oxidation on Pt(110)  
 (Rotermund, Ertl 1993)

side, presumably initiated somewhere in the
border region of the crystal surface as seen at
t ! 106 s (Fig. 3c frame 6), where a fast front
approaches from the right side. Finally the whole
surface will become covered by oxygen as was
the case subsequent to the last frame of Fig. 3c,
when the partial pressure for oxygen remained at
2 × 10!4 mbar for an additional 200 s. Of course
because of the extended time at a full coverage
of oxygen the surface will be nearly completely

reconstructed again and no ‘‘memory effect’’
should remain.
This is examined in Fig. 3d where under identical

conditions, with the temperature still at 350 K, 10 L of
CO is dosed again onto the surface and 27 s later
oxygen is admitted. At first, the ‘‘old islands’’
observed in Fig. 3a–c do not redevelop. In fact, at
t ! 34 s (Fig. 3d, frame 3), many elongated O-islands
are growing but only one at a formerly known defect.
This becomes apparent by comparing Fig. 3c (frame

H.H. Rotermund / Journal of Electron Spectroscopy and Related Phenomena 98–99 (1999) 41–5448

Fig. 4. Temporal evolution of a population of spirals with strongly differing rotation periods and wavelengths at T ! 448 K,
PO2 ! 4 × 10!4 mbar and PCO ! 4!3 × 10!5 mbar. Each frame is 440 × 400 !m2. Time interval between each picture is 30 s. reproduced
from Ref. [42].
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Electronic level:  DFT (PW and GTO) → CCSD(T) 
→ QMC(?)   (Zahariev, Gordon, Ames Lab)

Multi-site Lattice-Gas model

Phenom. → Cluster Expansion 
→ machine learning(?) Heterogenous coupled 

lattice-gas model (HCLG)

Multi-species transport 
Onsager theory 

 

massively parallel 
kMC simulations 
(Xeon-Phi, GPU)(?) 



Electronic Level

DFT (at the GGA level) is very good in determining interaction between 
species 

but not very good at site preference, diffusion barrier 

Inadequate for adsorption and reaction energies. 

Chemical bond on metal surfaces: adsorbate interacts with whole surface 
rather than their nearest neighbors;  single calculation using model system 
(periodic or cluster geometry) is not reliable 

Averaging technique:  varying slab thicknesses, for (100) surfaces, L=7 to 12 
layers.



Multisite Lattice-Gas Model

For homogenous surfaces: 

α denotes various species at different adsorption sites, e.g. CO(br), 
O(h), … 

i and j denotes various lattice sites 

Pairwise interactions only 

ω determined directly from DFT (PBE); ε from DFT corrected by 
CCSD(T) value of  CO triplet-singlet gap.



substrate d/a top-top br-br 4fh-4fh mixed

Pd(100)

1 0.285 0.301 0.447p
5/2 0.141p

2 0.000 0.006 0.065

3/2 0.005p
5/2 �0.004 0.011 �0.004

2 0.019 0.020 0.020

3/
p

2 0.003p
5 0.006

Rh(100)

1 0.289 0.172 0.317p
5/2 0.109p

2 �0.001 0.023 0.038p
5/2 0.009 0.009 0.009

2 0.016 0.027 0.024

Pt(100)

1 0.314 0.273 0.454p
5/2 0.146p

2 �0.012 0.017 0.059p
5/2 �0.002 0.024 �0.002

2 0.035 0.031 �0.002

Ir(100)

1 0.288 0.143 0.356p
5/2 0.084p

2 �0.008 0.020 0.047p
5/2 0.006 0.004 0.006

2 0.005 0.012 0.009

1

substrate d/a top br 4fh mixed

Pd(100)

1 0.142 0.219 0.368p
5/2 0.247p

2 0.058 0.086 0.132

3/2 0.047p
5/2 0.017 0.054 0.017

2 0.013 �0.036p
5 �0.002

Rh(100)

1 0.148 0.238 0.464p
5/2 0.214p

2 0.028 0.056 0.141p
5/2 0.013 0.037 0.014

2 0.012 �0.005p
5/2 0.001

Pt(100)

1

0.045 0.208 0.339

�0.107(v), 0.341(g)p
5/2 0.188p

2 �0.016 0.014 0.180p
5/2 0.003 0.015 0.003

2

0.060 0.003

0.071(v), 0.017(g)p
5/2 0.023

Ir(100)

1

0.050 0.162 0.378

�0.077(v), 0.390(g)p
5/2 0.194p

2 �0.008 0.010 0.124p
5/2 �0.002 0.044 �0.002

2

0.025 0.005

0.030(v), �0.020(g)p
5/2 �0.005

1

substrate d/a top br 4fh mixed

Pd(100)

1 0.106 0.208 0.438p
5/2 0.172p

2 �0.003 0.032 0.078

3/2 0.020p
5/2 0.003 0.021 0.003

Rh(100)

1 0.164 0.149 0.370p
5/2 0.154p

2 �0.001 0.038 0.044

3/2 0.020p
5/2 0.010 0.021 0.010

Pt(100)

1 0.088 0.192 0.370p
5/2 0.159p

2 �0.024 0.033 0.109

Ir(100)

1 0.130 0.113 0.361p
5/2 0.129p

2 0.023

1

CO-CO interactions O-O interactions

CO-O interactions

M Pd Rh Pt Ir
br CO 1.644 1.708 1.854 1.741

4fh CO 1.426 1.420 1.154 1.216
top CO 1.344 1.726 1.904 2.033

br O 0.940 1.840 1.231 1.960
4fh O 1.220 2.020 0.719 1.641
top O �0.220 0.085 0.100 1.184

1

adsorption energy



CO Adsorption Kinetics: 
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O2 Dissociation Kinetics: 
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A General LG Model for O2 Dissociation

DA-JIANG LIU AND JAMES W. EVANS PHYSICAL REVIEW B 89, 205406 (2014)
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FIG. 6. (Color online) 1D cut of O2 dissociation PES on Rh(100)
for a dimer on a clean surface (lower curve) and with a preexisting
p(2 × 2) O, using a (2

√
2 × 2

√
2)R45◦ supercell and three-layer slab.

to the gas phase, and that the actual TS energy is higher than
(rather than lower than) the latter. This deficiency will be
corrected in an ad hoc fashion in our statistical mechanical
modeling below.

For O2 adsorption on Rh(100), Fig. 6 indicates that the
effect of preadsorbed O is similar to that presented above for
Pd(100) in Fig. 5. While the overall shape of the PES is quite
different from that for O on Pd(100), the difference between
the two curves for the clean and p(2 × 2)-O covered surfaces
is similar for both metals. This suggests a similar picture of
direct quasipairwise unconventional interactions in raising the
TS energy for the precovered surface. As for Pd, the form of
these PESs as the projected separation increases from around
a to 2a can be elucidated in terms of changes in adsorption and
conventional interaction energies. The significant increase for
the p(2 × 2)-O case [cf. Pd(100)] reflects particularly strong
nearest-neighbor repulsions for hollow sites on Rh(100).

Comparing behavior for Rh(100) and Pd(100), first the 1D
PESs for Rh(100) are generally much lower for Rh(100) than
for Pd(100). Even with the type of ad hoc correction mentioned
below, the TS energy remains below the gas phase energy even
for a p(2 × 2)-O covered surface. Second, on Pd(100), there
is a small energy barrier for a flat-lying molecular adsorbed
O2 to dissociate, and the barrier increases due to repulsion
with preexisting O. In contrast, there is no barrier of O2
dissociation on Rh(100), even with a preexisting p(2 × 2)
oxygen layer. These observations suggest more facile disso-
ciation on a p(2 × 2)-O adlayer on Rh(100) consistent with
experiment.

For a brief discussion and analysis of adsorption pathways
in lower-symmetry adlayer environments, we refer the reader
to Appendix B.

III. STATISTICAL MECHANICAL MODELING OF O2

DISSOCIATION KINETICS

A. Realistic multisite lattice-gas modeling

Our DFT analysis does not support the Brundle-Behm-
Barker eight-site model [2] with selection of 2NN 4fh adsorp-
tion sites subject to a blocking constraint. Instead a variety
of adsorption pathways may exist, generally favoring NN

adsorption sites. Our goal is to map the real continuous-space
dissociative adsorption process for oxygen onto a discrete
multisite lattice-gas (MSLG) framework suitable for statistical
mechanical modeling. To this end, we recall that for different
possible impingement points with the center of the oxygen
molecule above (a) 4fh; (b) top; and (c) br sites (of which
there are two per unit cell), one anticipates dissociative
adsorption to (a) NN vicinal br sites (separated by a 4fh
site); (b) NN geminal br sites (the latter being separated
by a top site), and perhaps to 2NN 4fh sites; and (c) NN
4fh sites or NN top sites, respectively. In the absence of
steering, these impingement points are most naturally chosen
with probabilities (a) 1/4, (b) 1/4, and (c) 1/2, respectively.
Then, it remains to specify the relative weights for selection
of the different possible pairs of sites for (b) and (c). The
default choice below excludes selection of 2NN 4fh sites for
(b), and chooses NN 4fh and NN top with equal probability
for (c).

This yields our canonical MSLG model for oxygen adsorp-
tion in which just NN vicinal br (Hx), geminal br (Tx), 4fh
(Bx), and top sites (By) are selected with equal probabilities
as adsorption sites for oxygen. This choice is applied for
all surfaces M = Pd, Rh, Pt, and Ir. However, the degree of
activated adsorption will depend on the metal M and also on
the adsorption pathway (Hx, Bx, Tx, or By).

The activation barrier for dissociation is assumed to have
the generic form

Eact = Eads + !ETS, (1)

where Eads is the adsorption energy of a dissociated dimer
occupying the NN sites, and !ETS is an extra energy barrier
for the transition state. An operating assumption in this paper
is that !ETS is independent of the local arrangement of
adspecies (but it does depend on the dissociation pathway).
This assumption can be rationalized by the observation that
the lateral separation between the two oxygen atoms in the
TS is just below 2.0 Å, while the separation between two
oxygen atoms occupying NN adsorption sites is not much
larger at about 2.5–2.8 Å. Therefore, the change of energy
due to lateral interactions with preexisting adsorbates from
the transition state to the “final” NN adsorption state is small.
Most of the energy change is due to local interactions with the
substrate which is captured by !ETS.

Table II gives DFT values for !ETS for various metals
for each of the Hx, Bx, and Tx pathways. These values are
reasonably robust for a given pathway, at least for Bx and

TABLE II. DFT values (in eV) of !ETS for the Hx, Bx, and Tx
adsorption pathways on a clean surface. We also obtain values for
Hx of 0.02 (0.8) eV for a p(2 × 2)-O adlayer on Pd (Rh). Results
are obtained assuming that at the pseudo-TS the dimer separation is
0.56a, and averaging over slab thickness from three to five layers in
(2 × 2) supercells.

M Pd Rh Ni Pt Ir

Hx 0.3 1.3 0.8 1.0 1.8
Bx 1.9 2.5 2.9 1.6 2.3
Tx 1.7 2.6 2.1 2.3 3.0
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Eads: Adsorption energy of 2 O(ads) as NN, including lateral interactions 
ΔETS: Extra barrier to the transition state energy for them to truly dissociate, not 
sensitive to environment, only as function of the pathway. 
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FIG. 8. (Color online) (a) Real-space configuration of oxygen
(blue dots) from KMC simulation of O2 adsorption on Pd(100) surface
(refined MSLG model). Also intensities I of (1/2,1/2) (solid) and
(1/2,0) (dashed) diffraction spots. (b) Normalized sticking coefficient
versus coverage.

Tx on a clean surface. In the refined model with multiple
!ETS values, only one pathway, Hx, is nonactivated on a
clean surface. The latter is more consistent with the DFT
results in Sec. II B. Simulations show a quasilinear decrease
of the normalized sticking coefficient at least up to 0.1 ML,
behavior which is almost independent of temperature. This
allows unambiguous determination of c1 = 3.19 (3.49) in the
minimal (refined) model.

Simulations show that for T above about 150 K, adsorbed
oxygen has sufficient thermal mobility for the adlayer to
achieve good p(2 × 2) ordering at around 0.25 ML. See
Fig. 8(a) (bottom frame). Thus, based on the analysis of
Sec. II (specifically Fig. 5) and accounting for our ad hoc
form of Eact, dissociative adsorption is activated in this case,
and is strongly inhibited at around 0.25 ML resulting in a
very low S above this coverage. This results in an effective
saturation coverage θS

O of around 0.25–0.26 ML. For T below
150 K, there is insufficient thermal diffusion for oxygen to
form large well-ordered p(2 × 2) domains, so that significant
O2 dissociation can still occur along domain boundaries. See
Fig. 8(a) (top frame). Consequently S remains substantial at
0.25 ML, and becomes small only at an effective θS

O somewhat
above 0.3 ML. At 150 K, θS

O around 0.27–0.28 ML is just
above that at higher T values. The behavior of S is illustrated
in Fig. 8(b).

One caveat is that the above estimates of θS
O were obtained

from simulations with an exposure of around 5 langmuir (L).
For higher T of 400 K or above, prolonged exposure (for
tens of L) can lead to oxygen coverages significantly above
the nominal saturation value of around 0.25 ML. We note
that reducing !ETS for Hx somewhat below 1.0 eV can also
increase θS

O. The same applies to reducing the strength of the
repulsion between O adatoms at 2NN 4fh sites below the

DFT value of 0.13 eV (see also Ref. [39]), a change which
may actually enhance agreement with the experimental phase
diagram for O ordering on Pd(100) [16].

The occurrence of saturation coverages θS
O around 0.3 ML

is consistent with experimental analysis in the regime of
lower temperatures [4,6]. Consideration of this regime avoids
any complications due to surface reconstruction which is
not included in our modeling [6,40]. Figure 8(a) shows the
(1/2,1/2) and (0,1/2) diffraction spot intensities for different
exposures obtained from simulation results. The feature of
an intense (1/2,1/2) spot and weaker (1/2,0) spot at lower
T , versus similar intensities at higher T , is also entirely
consistent with experimental low-energy electron diffraction
data [4,5]. It should be emphasized that our MSLG model is
quite different from the eight-site model used previously to
obtain this behavior.

2. Rh(100)

For Rh(100), both the minimal and refined models allow
four nonactivated dissociation pathways for the clean surface.
We find that c1 = 3.50 (4.25) in the minimal (refined) model.
Unlike for Pd(100), the sticking coefficient is still significant
at 0.25 ML. Also, there is minimal temperature dependence
of the sticking coefficient even down to 100 K. This feature
indicates that ordering does not have as significant an influence
for O2 adsorption on Rh(100), contrasting the behavior for
Pd(100). Figure 9(a) reveals less perfect ordering than for
Pd(100) at higher T . For the minimal model, the normalized
sticking coefficient drops below 0.1 for θO > 0.33 ML, and
drops below 0.01 for θO > 0.45 ML. For the refined model,
Ŝ(θO) reaches these two thresholds slightly earlier, at 0.325
and 0.43 ML, respectively. This behavior for S is illustrated
in Fig. 9(b). This slower decrease compared to Pd is quite
consistent with experimental assessment of O2 sticking using
the method of King and Wells [9]. The latter suggests a smaller
c1 value than the above estimates (likely below 2). This could

FIG. 9. (Color online) (a) Real-space configuration of oxygen
(blue dots) from KMC simulations of O2 adsorption on Rh(100)
surface (refined MSLG model). (b) Normalized sticking coefficient
versus coverage.
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FIG. 8. (Color online) (a) Real-space configuration of oxygen
(blue dots) from KMC simulation of O2 adsorption on Pd(100) surface
(refined MSLG model). Also intensities I of (1/2,1/2) (solid) and
(1/2,0) (dashed) diffraction spots. (b) Normalized sticking coefficient
versus coverage.
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results in Sec. II B. Simulations show a quasilinear decrease
of the normalized sticking coefficient at least up to 0.1 ML,
behavior which is almost independent of temperature. This
allows unambiguous determination of c1 = 3.19 (3.49) in the
minimal (refined) model.

Simulations show that for T above about 150 K, adsorbed
oxygen has sufficient thermal mobility for the adlayer to
achieve good p(2 × 2) ordering at around 0.25 ML. See
Fig. 8(a) (bottom frame). Thus, based on the analysis of
Sec. II (specifically Fig. 5) and accounting for our ad hoc
form of Eact, dissociative adsorption is activated in this case,
and is strongly inhibited at around 0.25 ML resulting in a
very low S above this coverage. This results in an effective
saturation coverage θS

O of around 0.25–0.26 ML. For T below
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form large well-ordered p(2 × 2) domains, so that significant
O2 dissociation can still occur along domain boundaries. See
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O around 0.27–0.28 ML is just
above that at higher T values. The behavior of S is illustrated
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One caveat is that the above estimates of θS
O were obtained

from simulations with an exposure of around 5 langmuir (L).
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tens of L) can lead to oxygen coverages significantly above
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repulsion between O adatoms at 2NN 4fh sites below the
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diagram for O ordering on Pd(100) [16].
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O around 0.3 ML
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any complications due to surface reconstruction which is
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conditions. We randomly vary the order of Ts and Ei values in
collecting data.

A noteworthy detail of our experiments is that the
current produced by the QMS channeltron is a↵ected by
its exposure to O2. Whereas KW and TPD spectra do not
vary in shape, we find lower signal intensity at the end of the
day for identical experiments. Overnight, the QMS sensitivity
is restored. Identical experiments produce the same signal
intensity for each first experiment of consecutive days. We
expect the reversible deterioration of the channeltron to be due
to a slow change in the oxidation state of its inner surface as a
consequence of using O2 in our experiments. This increases the
work function of the glass and lowers the amplification of each
detected pulse by the channeltron. To quantitatively compare
experiments, we correct our TPD data for the QMS intensity
changes. We use for each TPD spectrum the accompanying
KW trace and reference them to the first experiment of the day.
With a minor additional background correction to account for
desorption from other surfaces than our Pd(100) crystal, this
procedure results in very reproducible integrated TPD signals
for all experiments that were repeated during the day. The
supplementary material shows this in detail.24

III. RESULTS

A. Oxygen adsorption

Figure 2 exemplifies our data as obtained in KW
experiments. Inverting and scaling the raw QMS signal
intensities yields the absolute sticking probability over time
for beams impinging with a kinetic energy of (a) 0.056 eV,
(b) 0.17 eV, and (c) 0.38 eV at Ts = 100 K (blue) and 400 K
(grey). The three cases illustrate the complex nature of O2
sticking to Pd(100) as a function of surface coverage and
temperature. At low incident energy (Figure 2(a)), surface
temperature strongly a↵ects coverage-dependent adsorption.
At 100 K, the sticking probability seems stable during the
initial 40 s. Subsequently, the sticking probability decreases
exponentially. At a surface temperature of 400 K, sticking
initially increases a little, prior to decreasing linearly.

At the other end of the energy spectrum (Figure 2(c)),
we observe that surface temperature hardly a↵ects coverage-
dependent adsorption. The two traces are actually identical
for the first ⇠7 s of the experiment. Subsequently, sticking
for a surface temperature of 100 K is slightly higher than
that for 400 K for several tens of seconds. At intermediate
incident energies (Figure 2(b)), the traces overlap for the
initial 10 s, showing a linear reduction. Subsequently, the two
traces start deviating. They do this more strongly than in the
high incident energy case. The KW trace for Ts = 100 K also
clearly shows two inflections. The linear reduction turns into
a plateau after approximately 20 s. A second inflection occurs
at approximately 45 s with a subsequent exponential-like
decrease in S. For 400 K, a plateau is reached after 30 s
and poorly discernable, but similar second inflection occurs
at 60 s.

It is important to note that molecular beam O2 fluxes
vary for experiments using di↵erent kinetic energies. Hence,
integrated areas under the sticking probability curves should

FIG. 2. Sticking traces over time for (a) Ei = 0.056 eV, (b) 0.17 eV, and (c)
0.38 eV at Ts = 100 K (blue) and 400 K (grey). The KW traces are reversed
in the y direction, scaled between S= 0 and 1, and shifted in the x direction,
so that the moment the second KW flag opens, it is set to t= 0.

not be compared directly between the di↵erent panels.
Irrespectively, all other data for di↵erent incident energies
and surface temperatures show combined characteristics of
those appearing in the examples shown in Figure 2. Initially,
we observe overlap of the sticking traces. Its extent varies
with Ei, but always accounts for a significant fraction of the
total adsorbed oxygen. Also the subsequent behavior with
inflections, plateaus, linear, or exponential-like dependencies
return. Qualitatively, the shape of the traces thus suggests that
di↵erent adsorption mechanisms exist. Their contributions
depend on ⇥O, either leading to molecular or dissociative
sticking. They may also depend on surface temperature and
incident energy and occur in parallel while the surface slowly
fills up with Oads and/or O2,chem.

B. Oxygen desorption

Figure 3 shows typical TPD spectra that were collected
after KW experiments with incident energies of (a) 0.056 eV,
(b) 0.23 eV, and (c) 0.38 eV for various dosing surface
temperatures. The spectra are fitted with an appropriate
summation of Gaussian line shapes. Fits are shown as solid
lines through the data. All TPD spectra show the typical broad,
double-peaked desorption feature between ⇠640 and 930 K
(↵ and �). This feature results from recombinative oxygen
desorption at lower surface coverages. An additional, sharp
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conditions. We randomly vary the order of Ts and Ei values in
collecting data.

A noteworthy detail of our experiments is that the
current produced by the QMS channeltron is a↵ected by
its exposure to O2. Whereas KW and TPD spectra do not
vary in shape, we find lower signal intensity at the end of the
day for identical experiments. Overnight, the QMS sensitivity
is restored. Identical experiments produce the same signal
intensity for each first experiment of consecutive days. We
expect the reversible deterioration of the channeltron to be due
to a slow change in the oxidation state of its inner surface as a
consequence of using O2 in our experiments. This increases the
work function of the glass and lowers the amplification of each
detected pulse by the channeltron. To quantitatively compare
experiments, we correct our TPD data for the QMS intensity
changes. We use for each TPD spectrum the accompanying
KW trace and reference them to the first experiment of the day.
With a minor additional background correction to account for
desorption from other surfaces than our Pd(100) crystal, this
procedure results in very reproducible integrated TPD signals
for all experiments that were repeated during the day. The
supplementary material shows this in detail.24

III. RESULTS

A. Oxygen adsorption

Figure 2 exemplifies our data as obtained in KW
experiments. Inverting and scaling the raw QMS signal
intensities yields the absolute sticking probability over time
for beams impinging with a kinetic energy of (a) 0.056 eV,
(b) 0.17 eV, and (c) 0.38 eV at Ts = 100 K (blue) and 400 K
(grey). The three cases illustrate the complex nature of O2
sticking to Pd(100) as a function of surface coverage and
temperature. At low incident energy (Figure 2(a)), surface
temperature strongly a↵ects coverage-dependent adsorption.
At 100 K, the sticking probability seems stable during the
initial 40 s. Subsequently, the sticking probability decreases
exponentially. At a surface temperature of 400 K, sticking
initially increases a little, prior to decreasing linearly.

At the other end of the energy spectrum (Figure 2(c)),
we observe that surface temperature hardly a↵ects coverage-
dependent adsorption. The two traces are actually identical
for the first ⇠7 s of the experiment. Subsequently, sticking
for a surface temperature of 100 K is slightly higher than
that for 400 K for several tens of seconds. At intermediate
incident energies (Figure 2(b)), the traces overlap for the
initial 10 s, showing a linear reduction. Subsequently, the two
traces start deviating. They do this more strongly than in the
high incident energy case. The KW trace for Ts = 100 K also
clearly shows two inflections. The linear reduction turns into
a plateau after approximately 20 s. A second inflection occurs
at approximately 45 s with a subsequent exponential-like
decrease in S. For 400 K, a plateau is reached after 30 s
and poorly discernable, but similar second inflection occurs
at 60 s.

It is important to note that molecular beam O2 fluxes
vary for experiments using di↵erent kinetic energies. Hence,
integrated areas under the sticking probability curves should

FIG. 2. Sticking traces over time for (a) Ei = 0.056 eV, (b) 0.17 eV, and (c)
0.38 eV at Ts = 100 K (blue) and 400 K (grey). The KW traces are reversed
in the y direction, scaled between S= 0 and 1, and shifted in the x direction,
so that the moment the second KW flag opens, it is set to t= 0.

not be compared directly between the di↵erent panels.
Irrespectively, all other data for di↵erent incident energies
and surface temperatures show combined characteristics of
those appearing in the examples shown in Figure 2. Initially,
we observe overlap of the sticking traces. Its extent varies
with Ei, but always accounts for a significant fraction of the
total adsorbed oxygen. Also the subsequent behavior with
inflections, plateaus, linear, or exponential-like dependencies
return. Qualitatively, the shape of the traces thus suggests that
di↵erent adsorption mechanisms exist. Their contributions
depend on ⇥O, either leading to molecular or dissociative
sticking. They may also depend on surface temperature and
incident energy and occur in parallel while the surface slowly
fills up with Oads and/or O2,chem.

B. Oxygen desorption

Figure 3 shows typical TPD spectra that were collected
after KW experiments with incident energies of (a) 0.056 eV,
(b) 0.23 eV, and (c) 0.38 eV for various dosing surface
temperatures. The spectra are fitted with an appropriate
summation of Gaussian line shapes. Fits are shown as solid
lines through the data. All TPD spectra show the typical broad,
double-peaked desorption feature between ⇠640 and 930 K
(↵ and �). This feature results from recombinative oxygen
desorption at lower surface coverages. An additional, sharp
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surface channels of the Pd(100) surface. A detailed phonon
analysis furthermore relates the slower equilibration
dynamics to the random-walk induced excitation of
long-lived low-energy surface phonon modes that prevents
an efficient dissipation of the reaction energy into the
substrate bulk. Hitherto monitored O-O end distances are
thus a rather misleading measure of the lifetime of the
hyperthermal state.
The QM/Me embedding scheme effectively separates

long-range elastic contributions due to displaced substrate
atoms from the adsorbate-induced chemical interactions
[15]. The latter are then sufficiently short ranged to be
captured in periodic-boundary DFT supercell calculations,
treating electronic exchange and correlation (xc) at the
level of the semilocal Perdew-Burke-Ernzerhof (PBE)
functional [16]. As shown in Fig. 1, these supercells
contain three layer slabs with a (9 × 3) and (6 × 6) surface
unit cell for Pd(100) and Pd(111), respectively. The long-
range lattice deformation that occurs with the progressing
chemical reaction as well as the concomitant phononic
dissipation are in turn accounted for through a cubic bath of
125,000 Pd atoms described at the level of the modified
embedded atom method (MEAM) [17]. This large bath size
provides a quantitative description of the phononic band
structure and ensures that phonon propagation has not yet
reached the bath boundaries even for the longer AIMD

trajectories (3 ps) considered in this work. The QM/Me-
AIMD simulations are carried out within the Atomic
Simulation Environment (ASE) [18] by loosely interfacing
the FHI-aims all-electron DFT code [19] and the
LAMMPS [20] implementation of the MEAM potential.
At the employed computational settings, cf., Supplemental
Material (SM) [21], and a time step of Δt ¼ 2.5 fs, a high-
quality molecular dynamics energy conservation within
0.5 meV per atom reflects a numerically well-defined
Hamiltonian with negligible embedding-induced errors.
At Pd(100) a direct dissociation mechanism via one

dominant entrance channel [26] provides suitable initial
conditions of particular statistical relevance for the QM/Me-
AIMD trajectory shown in Fig. 1. This channel steers the
impinging O2 molecule to dissociate side on and with its
molecular axis centered above a fourfold hollow site [15].
To initialize trajectories in the precursor-mediated dissoci-
ation over Pd(111) [27] we focus instead on the relevant
transition states (TS) between molecular and dissociative
adsorption as identified via nudged elastic band (NEB) [28]
calculations. The trajectory shown in Fig. 1 results specifi-
cally from the TS for the dissociation of a molecular
precursor in the top-face-centered-cubic(FCC)-bridge con-
figuration, i.e., with the O2 center of mass essentially above
a threefold FCC hollow site and the molecular axis oriented
along the [12̄1] direction. On both surfaces, the O2 molecule
is only given a negligibly small initial kinetic energy, so that
both reactions are dominated by the large intrinsic exo-
thermicity of the dissociation event.
Figure 1 illustrates the ensuing equilibration dynamics

during both trajectories, where dO−O directly measures the
adatom separation distance as a function of time. The decay
of the adsorbate kinetic energies presented in the lower
panel shows both reactions to give rise to translationally hot
products that are not instantaneously thermalized. The
resulting transient mobility is marked by a series of
hyperthermal diffusive hops between neighboring binding
sites that occur on a ps time scale and are indicated by
arrows in Fig. 1. Specifically, two such hops yield a largely
increasing dO−O on Pd(100) as the adatoms travel along the
[001] surface channels and promptly equilibrate over
hollow sites at four SLCs (∼11.2 Å) apart. A random-
walk-type diffusion is instead found on the densely packed
Pd(111) surface that has the adatoms primarily trapped in
the vicinity of hollow sites. Collisions with neighboring
Pd atoms randomize the direction of the O lateral motion so
that even the four barrier crossings counted along the
presented 3 ps trajectory eventually lead only to the
occupation of FCC adsorption sites at a much smaller
distance of

ffiffiffi
3

p
times the SLC (∼4.8 Å). Trajectories started

at the dissociative TS above FCC or hexagonal-close-
packed (HCP) hollow sites (not shown) lead to similarly
short end distances (in the range of 1–3 SLCs) of which the
most common is two times the SLC, exactly as seen in
experiment [10].

FIG. 1. Dynamical information extracted from QM/Me-AIMD
trajectories for O2 dissociating on Pd(100) (solid) and Pd(111)
(dashed lines). Top panel: O-O separation distances in units of the
surface lattice constant (SLC ∼ 2.79 Å). Hyperthermal adatom
hops between neighboring hollow sites are numbered and
schematically represented in a top view of the DFT-described
reaction zones in the figure’s insets (movies of the trajectories are
available electronically in Ref. [21]). Lower panel: Oxygen
kinetic energies E2O"

kin demonstrating the picosecond time scale
of energy transfer to the Pd(100) and Pd(111) phononic systems.
Note the significantly different decay rates on the two surfaces as
estimated from an exponential fit of the data (thin lines).
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Tailored Model for CO Oxidation on Pd(100)

CO on bridge sites only;  O on 4fh sites only 
No neighboring pairs with d ≤ a.   
No interaction between reactants with d > a.  
Dissociative adsorption of  O2 satisfying the above prescription of  
interaction. 
CO desorption with activation barrier ECO 
CO+O reaction at 2NN 4fh-bri pair with Ereact  
Very fast CO diffusion, moderately fast O diffusion 

Almost as simple, but more physical than the widely studied Ziff-Gulari-
Barshad (ZGB) model for CO oxidation 

Only two parameters needed, unfortunately DFT not reliable for neither 
of  them.



Kirkwood-type Approx. of  the Tailored Model

O2 dissociation

9 4fh + 8 bri blocking,  reorientation 

Kirkwood approximations:
P9 = P8

2 /P8
1

P13 = P16
2 /P19

1
P1 = 1�qO
P2 = 1�2qO
Q8|9 = Q2

4Q2/Q2
1

Qn = 1�nq br
CO(loc)

q br
CO(loc) = q br

CO/(1�2qO)

1



the TOF as a function of pCO at fixed pO2
= 1 ML/s. The

corresponding variation of sticking probabilities, but plotted as a
function of θCO, is also shown. Consistently in both the KMC and
rate equation analysis, we find a lack of MF-type bistability for
typical reaction temperatures around 400−500 K despite
experimental observation of such bistability below a critical
temperature of Tc ≈ 530 K.6,10,57 We note, however, that the
model was developed to reasonably capture behavior for higherT
around 600 K and succeeds in this respect.10,11

As indicated in section 2, the presence of bistability is
controlled by the behavior of the sticking probabilities as a
function of both reactant coverages. A comprehensive assess-
ment of such behavior is rarely provided, although in principle it
can be extracted from KMC simulations.6 However, our beyond-
MF analytic formulation provides deeper and more direct insight
into relevant features. Figure 10 shows the behavior of SCO from
(6) and SO2

from (12) as a function of both θCO and θO. From
these plots and from the associated analytic expressions, one
finds that the lack of MF bistability derives from the feature that
Langmuir-type CO adsorption is too restrictive for higher θCO.
Specifically, one has that SCO ∼ 192(1/2 − θCO)

4 from (6) is well
below SO2

∼ 32(1/2 − θCO)
3 from (12) for higher θCO close to

θCO(max) = 1/2ML (where θO≈ 0). From section 2, this implies
a lack of a near CO-poisoned state. We remark that this behavior
of SCO (SO2

) reflects the feature that CO (O2) adsorption requires
4 (3) empty diamonds of br sites. On the contrary, SO2

∼
216(1/2 − θO)

8 is far below SCO ∼ 2(1/2 − θO) for higher θO (and
θCO ≈ 0) consistent with the requirement from section 2 for
existence of a conventional reactive steady state.
Interestingly, the model does display what we characterize as

non-MF bistability reflected in the multivalued θCO very close to
θCO(max) = 1/2 ML. This feature derives from modified CO
adsorption behavior due to symmetry breaking in the CO adlayer
in this regime, behavior that is not captured in our analytic
treatment. This modified behavior does ensure that SO2

≪ SCO
for θCO sufficiently close to 1/2 ML. See section 6.3 for further
discussion. Apart from this non-MF bistability for near-saturation

θCO, we emphasize that our beyond-MF analytic treatment of
sticking accurately reproduces precise model behavior. Again, an
appealing feature of this analytic formulation is that it avoids the
computational demands of KMC simulations for high surface
mobility.

6.2. RefinedModel (CO Steering + Funneling; 9-Site O2
Adsorption + Reorientation). This model incorporates
steering and funneling for CO adsorption (section 5.2), and a
9-site model with reorientation for O2 adsorption (section 5.5),
thereby capturing key features observed in experimental sticking
studies. Basic results from KMC simulation and our beyond-MF
rate equations are shown in Figure 11 for variation of steady-state

Figure 9. Behavior of the (CO + O)/Pd(100) model of Hoffman et
al.10,11 with pO2

= 1 ML/s. Steady-state coverages for CO (a) and O (b);

SCO and SO2
(c); and TOF (d) in the steady state vs θCO at 460 K. Dots

(solid curves) denote KMC (analytic rate equations or RE) results.

Figure 10. Behavior of sticking probabilities versus both θCO and θO for
the model of Hoffman et al.10,11 Plotted are contours for ln S at
increments of −0.5 decreasing from the lower left where S = 1 (and ln S
= 0) to the upper right where S→ 0 (and ln S→ −∞) for θCO + θO →
1/2.

Figure 11. Behavior of our refined (CO+O)/Pd(100)model with pO2
=

1 ML/s. Steady-state coverages for CO (a) and O (b); SCO and SO2
(c);

and TOF (d) in the steady state vs θCO at 460 K. Symbols (solid curves)
denote KMC (analytic RE) results. R, U, P indicate reactive, unstable,
and near CO-poisoned steady states, respectively. In (a), (b), and (d),
we indicate the regime of MF bistability as predicted by the analytic RE.
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coverages and TOF versus pCO at fixed pO2
= 1 ML/s. The

corresponding variation of sticking probabilities, but plotted as a
function of θCO, is also shown. This model does recover the
experimentally observed MF-type bistability. In fact, our model
reasonably reproduces the entire experimental bifurcation
diagram57 including the critical temperature for disappearance
of bistability, Tc ≈ 515 K (versus Tc ≈ 535 K from analytic
theory), as shown below. However, this model also displays
additional non-MF multistability close to θCO(max) = 1/2 ML
analogous to the model of Hoffmann et al.,10 and as discussed
further in section 6.3. Apart from this non-MF multistability, our
analytic treatment based on appropriate factorization approx-
imations and Pade-́type treatments of sticking accurately
reproduces precise model behavior.
Elucidation of the appearance of MF-type bistability in this

model is readily provided by our analytic beyond-MF analysis of
sticking probability behavior. Figure 12 shows the behavior of

SCO from (8) and SO2 from (16) and (24) as a function of both
θCO and θO. Here, CO adsorption is quite facile even for higher
θCO. Specifically, one has that SO2

∼ (8/3)(1/2− θCO)
2 from (16)

and (24) is well below SCO ∼ (512/19)(1/2− θCO)
2 from (8) for

higher θCO close to θCO(max) = 1/2 ML (where θO ≈ 0), which
from section 2 produces a near CO-poisoned state. In addition,
SO2

∼ 215(1/2 − θO)
8 is far below SCO ∼ 64(1/2 − θO) for higher

θO (and θCO≈ 0) consistent with the requirement from section 2
for existence of a conventional reactive steady state.
We have performed a more extensive analysis of model

behavior mapping out the complete bifurcation diagram both
using KMC simulations, and also based on our analytic beyond-
MF rate equations utilizing AUTO continuation and bifurcation
software.14 The results are shown in Figure 13. Experimental data
of Vogel et al.57 for the (CO+O)/Pd(100) system are also shown
as an inset in Figure 13a. The latter were obtained using local
photoemission electron microscopy (PEEM) of (100) facets to
assess the state of the system, specifically cycling PCO for fixed PO2

= 1.3 × 10−5 mbar to assess hysteresis in the PEEM intensity
associated with the presence of bistability. The main frame in

Figure 13a compares KMC simulation results with the analytic
theory for the choice Erxn = 1.0 eV. There is reasonable
agreement in the value of the critical temperature, Tc.
Significantly, neither the experimental data nor the modeling
display the expected and/or often assumed V-shaped bistable
region9,57 in these standard log pCO or log PCO versus 1000/T
plots. The apex of such a V corresponds to the critical point
terminating the bistable region on the right (for higher T), and
the V opens to the left (lower T). Rather, after opening near the
critical point, we find that the bistable region closes (i.e., becomes
narrower as pCO

+ − pCO
− decreases) for lower T.

Our analytic rate equation formulation combined with a
bifurcation analysis also allows ready assessment of other aspects
of behavior. We have already indicated in section 4.1 that the
critical temperature, Tc, is largely independent of the choice of
reaction barrier, Erxn, but rather controlled by Edes (prompting
extensive analysis of EaCO = −Edes in section 3). Indeed, Figure
12b reveals that the critical point is effectively invariant as Erxn
varies between 0.8 and 1.1 eV (although the shape of the
bistability region changes significantly). We have performed
additional analysis of the dependence of Tc on Edes selecting Erxn
= 1.00 eV. This analysis reveals that Tc = 488.2, 520.2, 553.5,

Figure 12. Behavior of sticking probabilities versus both θCO and θO for
our refined model. Plotted are contours for ln S at increments of −0.5
decreasing from the lower left where S = 1 (and ln S = 0) to the upper
right where S → 0 (and ln S → −∞) for θCO + θO → 1/2.

Figure 13. (a) Bifurcation diagram showing the bistable region for
ECO+O = 1.0 eV in our refinedmodel. Dots (curves) showKMC (analytic
RE) predictions. The inset shows experimental data from ref 52. (b)
Analytic RE predictions for the bistable region for ECO+O = 1.1 eV
(yellow), 1.0 eV (black), 0.9 eV (purple), and 0.8 eV (blue), the region
shifting from left to right.

The Journal of Physical Chemistry C Article

DOI: 10.1021/acs.jpcc.6b10102
J. Phys. Chem. C 2016, 120, 28639−28653

28648

coverages and TOF versus pCO at fixed pO2
= 1 ML/s. The

corresponding variation of sticking probabilities, but plotted as a
function of θCO, is also shown. This model does recover the
experimentally observed MF-type bistability. In fact, our model
reasonably reproduces the entire experimental bifurcation
diagram57 including the critical temperature for disappearance
of bistability, Tc ≈ 515 K (versus Tc ≈ 535 K from analytic
theory), as shown below. However, this model also displays
additional non-MF multistability close to θCO(max) = 1/2 ML
analogous to the model of Hoffmann et al.,10 and as discussed
further in section 6.3. Apart from this non-MF multistability, our
analytic treatment based on appropriate factorization approx-
imations and Pade-́type treatments of sticking accurately
reproduces precise model behavior.
Elucidation of the appearance of MF-type bistability in this

model is readily provided by our analytic beyond-MF analysis of
sticking probability behavior. Figure 12 shows the behavior of

SCO from (8) and SO2 from (16) and (24) as a function of both
θCO and θO. Here, CO adsorption is quite facile even for higher
θCO. Specifically, one has that SO2
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2 from (16)
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higher θCO close to θCO(max) = 1/2 ML (where θO ≈ 0), which
from section 2 produces a near CO-poisoned state. In addition,
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8 is far below SCO ∼ 64(1/2 − θO) for higher

θO (and θCO≈ 0) consistent with the requirement from section 2
for existence of a conventional reactive steady state.
We have performed a more extensive analysis of model

behavior mapping out the complete bifurcation diagram both
using KMC simulations, and also based on our analytic beyond-
MF rate equations utilizing AUTO continuation and bifurcation
software.14 The results are shown in Figure 13. Experimental data
of Vogel et al.57 for the (CO+O)/Pd(100) system are also shown
as an inset in Figure 13a. The latter were obtained using local
photoemission electron microscopy (PEEM) of (100) facets to
assess the state of the system, specifically cycling PCO for fixed PO2

= 1.3 × 10−5 mbar to assess hysteresis in the PEEM intensity
associated with the presence of bistability. The main frame in

Figure 13a compares KMC simulation results with the analytic
theory for the choice Erxn = 1.0 eV. There is reasonable
agreement in the value of the critical temperature, Tc.
Significantly, neither the experimental data nor the modeling
display the expected and/or often assumed V-shaped bistable
region9,57 in these standard log pCO or log PCO versus 1000/T
plots. The apex of such a V corresponds to the critical point
terminating the bistable region on the right (for higher T), and
the V opens to the left (lower T). Rather, after opening near the
critical point, we find that the bistable region closes (i.e., becomes
narrower as pCO

+ − pCO
− decreases) for lower T.

Our analytic rate equation formulation combined with a
bifurcation analysis also allows ready assessment of other aspects
of behavior. We have already indicated in section 4.1 that the
critical temperature, Tc, is largely independent of the choice of
reaction barrier, Erxn, but rather controlled by Edes (prompting
extensive analysis of EaCO = −Edes in section 3). Indeed, Figure
12b reveals that the critical point is effectively invariant as Erxn
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Reaction-Diffusion Equation of  Mixed Reactants 
Revised Fick’s Laws of  Diffusion

∂qCO

∂ t
= RCO(qCO,qO)�— ·JCO,

∂qO

∂ t
= RO(qCO,qO)

JCO =�DCO,CO—qCO �DCO,O—qO

Onsager theory:

JCO =�LCO—µCO

1
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Heterogeneous Coupled Lattice Gas Model

Fig.41+2)

dicts the equistability pressure pCO
eq , where reactive and inac-

tive states are equally stable. We find that pCO
eq !0.04 for

large hCO.
Next, we examine the structure of planar reaction-

diffusion fronts separating the reactive and inactive states in
the bistable region. We focus on the physically relevant hy-
drodynamic regime of large hCO, where these fronts are de-
scribed by an exact reaction-diffusion equation (RDE) of the
form

! !CO/! t = RCO"!CO,#O$% − " · JCO, "1%

together with rate equations for the oxygen coverage and for
various spatial correlation functions related to the oxygen
adlayer. The “bistable kinetics” term RCO includes gain con-
tributions from deposition and loss from reaction and desorp-
tion. The specific form of such terms reflects the adlayer
ordering which is determined by not just the coverage of
locally equilibrated CO, but by the actual distribution {O} of
O. Mesoscale diffusion for O is absent, and for CO is de-
scribed by the flux

JCO = − "kT%−1"CO!CO " #CO"!CO,#O$% = − "COS−1 " !CO,
"2%

where #CO is the chemical potential of locally equilibrated
CO and "CO is the CO mobility (determined from the dis-
placement of the center of mass Rc.m. of the CO particles in
a finite system with periodic boundary conditions). Also,
S−1= "kT%−1!COd#CO/d!CO, is determined by measuring fluc-
tuations in !CO. Here d /d!CO represents a total derivative for
states along the reaction front. We emphasize that this analy-
sis incorporates the effects of interactions and coadsorbed O
on CO diffusion.
In the HCLG procedure, simulations at macroscopic

“points” distributed uniformly across the front simulta-
neously determine RCO,"CO, and fluctuation quantities.
These simulations are periodically coupled to transport CO
between adjacent “points” at a rate determined by JCO, using
a standard discrete approximation for "!CO. This approach is
analogous to the “method of lines” treatment of mean-field
RDE’s, except that we replace mean-field rate equations de-

scribing the kinetics at each macroscopic “point” with LG
simulations (and also use these simulations to precisely de-
termine transport). Simulations could start with a sharp front
which quickly relaxes to its selected profile. Figure 3 shows
a “schematic” of this procedure, which incorporates actual
adlayer distributions at various macroscopic points across the
front, as determined from LG simulations.
Rather than general analysis of reaction front behavior,

here we focus on structure at the equistability point pCO
eq

=0.04, where the front is stationary, so !!CO/!t=0 in Eq. (1).
In this case, we have developed a novel LG simulation algo-
rithm to extract the needed quantities independently for each
macroscopic point across the front. In this algorithm, we set
a target CO coverage !CO

* , then perform a standard simula-
tion, but periodically check the actual !CO value, and add or
remove CO to maintain the target !CO

* . During the simula-
tion, we monitor this flux of added/removed particles
FCO"!CO

* %=" ·JCO=RCO"!CO
* , #O$%, as well as the CO mobil-

ity and fluctuations. The dependence on !CO
* of key quanti-

ties, as well as of the diffusion coefficient DCO="COS−1, is
shown in Fig. 4. Note that RCO with its three zeroes (or
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dicts the equistability pressure pCO
eq , where reactive and inac-

tive states are equally stable. We find that pCO
eq !0.04 for

large hCO.
Next, we examine the structure of planar reaction-

diffusion fronts separating the reactive and inactive states in
the bistable region. We focus on the physically relevant hy-
drodynamic regime of large hCO, where these fronts are de-
scribed by an exact reaction-diffusion equation (RDE) of the
form

! !CO/! t = RCO"!CO,#O$% − " · JCO, "1%

together with rate equations for the oxygen coverage and for
various spatial correlation functions related to the oxygen
adlayer. The “bistable kinetics” term RCO includes gain con-
tributions from deposition and loss from reaction and desorp-
tion. The specific form of such terms reflects the adlayer
ordering which is determined by not just the coverage of
locally equilibrated CO, but by the actual distribution {O} of
O. Mesoscale diffusion for O is absent, and for CO is de-
scribed by the flux

JCO = − "kT%−1"CO!CO " #CO"!CO,#O$% = − "COS−1 " !CO,
"2%

where #CO is the chemical potential of locally equilibrated
CO and "CO is the CO mobility (determined from the dis-
placement of the center of mass Rc.m. of the CO particles in
a finite system with periodic boundary conditions). Also,
S−1= "kT%−1!COd#CO/d!CO, is determined by measuring fluc-
tuations in !CO. Here d /d!CO represents a total derivative for
states along the reaction front. We emphasize that this analy-
sis incorporates the effects of interactions and coadsorbed O
on CO diffusion.
In the HCLG procedure, simulations at macroscopic

“points” distributed uniformly across the front simulta-
neously determine RCO,"CO, and fluctuation quantities.
These simulations are periodically coupled to transport CO
between adjacent “points” at a rate determined by JCO, using
a standard discrete approximation for "!CO. This approach is
analogous to the “method of lines” treatment of mean-field
RDE’s, except that we replace mean-field rate equations de-

scribing the kinetics at each macroscopic “point” with LG
simulations (and also use these simulations to precisely de-
termine transport). Simulations could start with a sharp front
which quickly relaxes to its selected profile. Figure 3 shows
a “schematic” of this procedure, which incorporates actual
adlayer distributions at various macroscopic points across the
front, as determined from LG simulations.
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here we focus on structure at the equistability point pCO
eq

=0.04, where the front is stationary, so !!CO/!t=0 in Eq. (1).
In this case, we have developed a novel LG simulation algo-
rithm to extract the needed quantities independently for each
macroscopic point across the front. In this algorithm, we set
a target CO coverage !CO

* , then perform a standard simula-
tion, but periodically check the actual !CO value, and add or
remove CO to maintain the target !CO

* . During the simula-
tion, we monitor this flux of added/removed particles
FCO"!CO

* %=" ·JCO=RCO"!CO
* , #O$%, as well as the CO mobil-

ity and fluctuations. The dependence on !CO
* of key quanti-

ties, as well as of the diffusion coefficient DCO="COS−1, is
shown in Fig. 4. Note that RCO with its three zeroes (or
stationary points) has the generic form for a bistable system.1
Finally, from the variation of RCO and DCO with !CO

across the front at the equistability point, determined above,

FIG. 2. Steady-state behavior for !CO vs pCO for hCO=1, 10, and
100. Results from constant- !CO simulations (Ref. 21) in a 128
$128 site system. Results for !CO!0.4 reflect equistability pres-
sures between the bistable states.

FIG. 3. (Color online) Schematic of the HCLG procedure. Ex-
panded views of macroscopic points across the reaction front show
simulated adlayer distributions during CO oxidation on Pd(100).
CO=red,O=blue. Propagation shown for pCO below pCO

eq .

FIG. 4. RCO (top), S−1 ,"CO, and DCO (bottom) vs !CO across the
reaction front at equistability pCO=0.04. In arbitrary units.

BRIEF REPORTS PHYSICAL REVIEW B 70, 193408 (2004)

193408-3

Applications requires: 
Availability of massively parallel processors
Ab initio calculations of diffusion barriers



we can simply integrate the steady-state RDE to obtain the
coverage profile across the front. Figure 5 shows the results
of this analysis as compared against results for the coverage
profile obtained from direct LG simulations with finite but
large hCO on a very large lattice. It is clear that results from
the exact RDE recover the results from direct (and expen-
sive) LG simulation, demonstrating the validity of the ap-
proach for realistic reaction models. Results using the same
“exact” reaction kinetics, but with a constant diffusion coef-
ficient, are shown by dashed lines. It is clear that correct

diffusivity is required for reproducing the wave front struc-
ture using HCLG procedures.
In conclusion, much recent effort has been directed to-

wards modeling of pattern formation in surface reaction sys-
tems addressing the challenges of rapid diffusion and com-
plex local self-organization.6,22,23 In contrast to these works,
we present a multiscale analysis based on a realistic model
for atomistic ordering and reaction kinetics for a specific
reaction system, CO oxidation on Pd(100). Instead of the
HCLG procedure, one could also analyze this system by
scaling up simulations with lower CO hop rates (see Fig. 5).
However, such a brute-force simulation is a “black-box” ap-
proach which cannot provide insight into the detailed form of
spatial patterns and the underlying features of transport prop-
erties. Furthermore, the HCLG procedure is amenable to dra-
matic “speed up” by exploiting analytic treatments of the CO
mobility, and replacing conventional simulation of locally
equilibrated CO distributions, fluctuations, and reaction ki-
netics by “artificial dynamics” (which preserves the correct
equilibrium structure). Finally, we note that the HCLG pro-
cedure can be readily applied to distribution of the individual
parallel LG simulations on clusters or grids of processors.
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Profile of Stationary Chemical Wave
Realistic Model with Metropolis-like rates for diffusion



Summary

• First-principle derived model for surface reaction.

• Multi-site Lattice-gas model, with efficient algorithms 
and capping technique, 106 adsorption sites, 103 seconds.   

• Homogenous properties, stationary patterns can be 
simulated with single processor.

• Spatial-temporal behavior more challenging, HCLG 
most suitable for massively parallel computer (GPU, 
Xeon Phi)



O2 dissociation

9 4fh + 8 bri blocking,  reorientation 

Kirkwood approximations:
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