
LOCAL WELL-POSEDNESS OF A GHOST EFFECT SYSTEM

C. DAVID LEVERMORE, WEIRAN SUN, AND KONSTANTINA TRIVISA

A. We establish the local well-posedness result for the Cauchy problem of a ghost effect system
from gas dynamics that derives from kinetic theory. We show that this system has a unique classical
solution for a finite time for all initial data whose deviations from nonzero background values lie in
Sobolev spaces of sufficiently high order and such that its initial temperature is positive everywhere.

1. I

In this paper we prove the local well-posedness of a ghost effect system (cf. Sone [21]). This
system is non-classical in the sense that it cannot be derived from the compressible Navier-Stokes
system. It describes certain gas dynamical flows that are induced by temperature variations and can be
derived from kinetic equations by the Hilbert expansion method [21]. Maxwell was the first to study
thermal-induced flows [16]. He derived a correction to the Navier-Stokes stress tensor that depends on
derivatives of the temperature. However, he just studied regimes in which the effect of this correction
entered only through boundary conditions. Kogan, Galkin, and Fridlender [8] subsequently pointed
out that in certain regimes with strong temperature variations the correction of Maxwell enters into
the dynamical description of the gas at leading order in the interior of the domain. Such regimes
can arise in certain geometries when the gas is confined by stationary walls held at different uniform
temperatures. We refer the reader to [6, 7, 16, 18, 21, 22] andreferences therein for more information,
including descriptions of devices that operate in these regimes. In such regimes the classical heat-
conduction equation fails to correctly describe the temperature field of the gas. Indeed, corrections
derived from kinetic equations must be included to accommodate this phenomenon [1, 2, 18, 19, 20,
21, 22, 23, 24, 25]. The moniker “ghost effect” for such systems was coined by Sone [20, 21, 22].

Ghost effect systems, which are formally derived to describe regimesin which the compressible
Navier-Stokes system is incomplete, are physically relevant. The objective of this paper is to provide
a well-posedness result for one such system as a first step toward the development of rigorous math-
ematical theories related to these regimes. We will do so over Rd for anyd ≥ 2 because at this point
we do not have a satisfactory theory of boundary conditions for domains with boundary. Our result
plays a role in the investigation of low Mach number limits ofa dispersive Navier-Stokes system
[10, 11, 12].

The ghost effect system we consider describes the evolution of the density ρ(t, x), velocity u(t, x),
temperatureθ(t, x), and pressure fieldP(t, x) of aγ-law gas as a function of timet ∈ R+ and position
x ∈ Rd. Let D ≥ d be the dimension of the underlying microscopic physics. Thesystem has the form

(1.1)

∇x(ρθ) = 0 ,

∂tρ + ∇x · (ρu) = 0 ,

∂t(ρu) + ∇x · (ρu⊗ u) + ∇xP = ∇x · Σ + ∇x · Σ̃ ,

∂t(cVρθ) + ∇x ·
(

γcVρθu
)

= −∇x · q ,
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whereΣ is the viscous stress,Σ̃ is the thermal stress,cV is the specific heat capacity at constant volume,
γ is the adiabatic exponent, andq is the heat flux. HerecV ≥

D
2 andγ > 1 are constants whileΣ, Σ̃

andq are related to the fluid variablesρ, u, andθ through the constitutive relations

Σ = µ(θ)
(

∇xu+ (∇xu)T − 2
D (∇x · u)I

)

,

Σ̃ = τ1(ρ, θ)
(

∇2
xθ −

1
D (∆xθ)I

)

+ τ2(ρ, θ)
(

∇xθ ⊗ ∇xθ −
1
D |∇xθ|

2I
)

+ τ3(ρ, θ)
(

∇xρ ⊗ ∇xθ + ∇xθ ⊗ ∇xρ −
2
D∇xρ · ∇xθI

)

,

q = −γcVκ(θ)∇xθ ,

whereµ(θ) > 0 is the coefficient of shear viscosity,γcVκ(θ) > 0 is the coefficient of thermal conduc-
tivity, andτ j(ρ, θ) for j = 1,2,3 are transport coefficients that arise from kinetic theory. Our unusual
normalization of the coefficient of thermal conductivity here will lead to a simplification shortly. We
remark that it is the presence of the thermal stressΣ̃ that is the main source of difficulty in our analysis.

We will impose the boundary conditions that there exist positive constants ¯ρ andθ̄ such that

(1.2) ρ→ ρ̄ and θ → θ̄ as |x| → ∞.

Notice that the first equation in (1.1) implies thatρθ is a function oft only. However, our boundary
conditions imply thatρθ → ρ̄θ̄ as|x| → ∞, wherebyρθ is independent oft. Without loss of generality,
we can setρθ = 1. We then use this relation to eliminateρ from (1.1). The resulting system in (θ,u,P)
has the form

(1.3)

∂tθ + u · ∇xθ = θ∇x ·
[

κ(θ)∇xθ
]

,

1
θ

(

∂tu+ u · ∇xu
)

+ ∇xP = ∇x · Σ + ∇x · Σ̃ ,

∇x ·
[

u− κ(θ)∇xθ
]

= 0 ,

where
Σ = µ(θ)

(

∇xu+ (∇xu)T − 2
D (∇x · u)I

)

,

Σ̃ = τ̂1(θ)
(

∇2
xθ −

1
D(∆xθ)I

)

+ τ̂2(θ)
(

∇xθ ⊗ ∇xθ −
1
D |∇xθ|

2I
)

,

with

τ̂1(θ) = τ1

(

1
θ
, θ

)

, τ̂2(θ) = τ2

(

1
θ
, θ

)

− 2
θ2
τ3

(

1
θ
, θ

)

.

We will establish well-posedness for the reduced system (1.3) subject to the boundary conditions

(1.4) θ → θ̄ and u→ 0 as|x| → ∞.

and the initial conditions

(1.5) (θ,u)
∣

∣

∣

t=0
= (θin,uin) ,

where the data (θin,uin) are consistent with the boundary conditions (1.4) and satisfy the constraints

(1.6) θin > 0 , and ∇x ·
[

uin − κ(θin)∇xθ
in]
= 0 .

By settingρ = 1/θ we will then establish well-posedness for system (1.1).
While the third equation in system (1.3) shows that the systemdoes not describe incompressible

flow, it is a constraint that plays a role similar to that played by the incompressibility condition for
the incompressible Navier-Stokes system. Indeed, the pressureP in the motion equation plays the
role of a Lagrangian multiplier by which the constraint given by the third equation is maintained.
Indeed, system (1.3) formally reduces to an incompressibleNavier-Stokes system whenθ− θ̄ is small.
However there are important differences between these systems. For one, the constraint in system
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(1.3) is nonlinear. The most important difference is the presence of the term∇x · Σ̃ in the motion
equation, which will be the main source of difficulty in our analysis. This is because∇x · Σ̃ includes
third-order derivatives ofθ, which prevents a direct application of integration by parts to obtain a
closed energy inequality for system (1.3). To overcome thisdifficulty, we observe that∇x · Σ̃ can be
written as

(1.7)
∇x · Σ̃ = ∇x

(

∇x · [τ̂1(θ)∇xθ]
)

− ∇x

(

1
D τ̂1(θ)∆xθ

)

− ∇x ·
(

τ̂′1(θ)∇xθ ⊗ ∇xθ
)

+ ∇x ·
(

τ̂2(θ)
(

∇xθ ⊗ ∇xθ −
1
D |∇xθ|

2I
))

.

Notice that the first and second terms on the right-hand side of (1.7) are gradients while the third
and fourth terms are second-order inθ. The key observation here is that the gradient terms can be
incorporated into the pressure term to produce a new pressure term∇xp̃ where

(1.8) p̃ = P− ∇x · [τ̂1(θ)∇xθ] + 1
D τ̂1(θ)∆xθ .

By introducing this new pressure, we decrease the order of the perturbation in the motion equation
to second order inθ. We refer the reader to Sone [21] who uses this same observation to analyze the
structure of the stationary system. The observation goes back to Maxwell [16] who used it to explain
why the thermal stress would not effect the dynamics of incompressible flows away from boundaries.
Here we use it to motivate a reformulation of system (1.3) forwhich we can obtain a closed energy
estimate from the dissipation of bothθ andu.

The main result of this paper establishes the local well-posedness of system (1.3), and consequently
of system (1.1), as follows.

Main Theorem. Let the transport coefficientsµ, κ, τ̂1, and τ̂2 appearing in system (1.3) be smooth
functions overR+ with µ > 0 andκ > 0. Let θ̄ > 0 and s> d/2+1. Let the initial data(θin,uin) satisfy
the constraints (1.6) such that

(1.9) θin − θ̄ ∈ Hs+1(Rd) , uin ∈ Hs(Rd) .

Then there exists T> 0 such that system (1.3-1.5) has a unique solution(θ,u) with

(1.10)

θ − θ̄ ∈ C([0,T]; Hs+1(Rd)) ∩ L2([0,T]; Hs+2(Rd)) ∩C∞((0,T) × Rd) ,

u ∈ C([0,T]; Hs(Rd)) ∩ L2([0,T]; Hs+1(Rd)) ∩C∞((0,T) × Rd) ,

∇xP ∈ C([0,T]; Hs−2(Rd)) ∩C∞((0,T) × Rd) .

Moreover, T depends only on‖θin − θ̄‖Hs+1(Rd), ‖uin‖Hs(Rd), andλ0 = inf {θin(x) : x ∈ Rd} > 0.

The proof of this theorem will be given in the next section. Here we mention that this result leaves
many open questions. For starters, the evident smoothing ofthe dynamics indicates the result should
extend to larger classes of initial data. Given appropriateboundary conditions for system (1.3), the
above result should also have extensions to domains with boundaries. In that setting it would be
natural to seek global classical solutions that are small perturbations of certain stationary solutions.
One could also try to prove similar theorems for ghost-effect systems that arise from more general
gases than theγ-law gases considered here — for example, for systems that arise from general ideal
gases. Finally, given the similarities of system (1.3) withincompressible Navier-Stokes systems, it is
natural to ask if it has a Leray-like theory of global weak solutions.

2. LW-P

In this section we establish the local well-posedness of system (1.3) asserted by our Main Theorem.
The existence is established by an iterative argument. Boththe convergence of the iterates to a solution
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and the uniqueness of that solution are consequences of an associated energy estimate that we obtain
for a reformulation of system (1.3). Finally, we establish the regularity asserted in our Main Theorem.

2.1. Reformulation. In order to obtain the energy estimate, we reformulate system (1.3) in terms of
the new velocity variable

(2.1) v = u− κ(θ)∇xθ .

In our reformulation we will use the notation

(2.2) Σθ(w) := µ(θ)
(

∇xw+ (∇xw)T − 2
D (∇x · w)I

)

.

We will show that system (1.3) expressed in terms of (θ, v) has the form

(2.3)

∂tθ + v · ∇xθ = ∇x ·
[

θκ(θ)∇xθ
]

− 2κ(θ)|∇xθ|
2 ,

∂tv+ v · ∇xv+ θ∇xp = θ∇x · Σθ(v) + F1
(

θ,∇xθ,∇xv
)

+ F2
(

θ, v,∇xθ,∇
2
xθ

)

,

∇x · v = 0 ,

where the specific forms ofp, F1, andF2 will be given below. The new pressure term∇xp is formed
by combining the original pressure term∇xP in (1.3) with other gradient terms that arise during the
calculation.

The derivation of the motion equation in (2.3) begins with the momentum local conservation law,
which becauseρ = 1/θ is

(2.4) ∂t

(u
θ

)

+ ∇x ·

(u⊗ u
θ

)

+ ∇xP = ∇x · Σθ(u) + ∇x · Σ̃ .

We will now use (2.1) to re-express this in terms ofv. First, we see that

(2.5) ∂t

(u
θ

)

= ∂t

(v
θ

)

+ ∂t

(

κ(θ)
θ
∇xθ

)

= ∂t

(v
θ

)

+ ∇x
(

∂tK1(θ)
)

,

whereK1(θ) satisfiesK′1(θ) = κ(θ)/θ. The term∇x
(

∂tK1(θ)
)

above can be combined with∇xP in (2.4)
by redefining the pressure.

Second, from (2.1) and the fact that∇x · v = 0 we obtain

(2.6)

∇x ·

(u⊗ u
θ

)

= ∇x ·

(

(v+ κ(θ)∇xθ) ⊗ (v+ κ(θ)∇xθ)
θ

)

= ∇x ·

(v⊗ v
θ

)

+ ∇x ·

(

κ(θ)
θ

(v⊗ ∇xθ + ∇xθ ⊗ v)

)

+ ∇x ·

(

κ(θ)2

θ
∇xθ ⊗ ∇xθ

)

= ∇x ·

(v⊗ v
θ

)

+ v · ∇2
x K1(θ) + v∆xK1(θ) + ∇xK1(θ) · ∇xv+ ∇x ·

(

κ(θ)2

θ
∇xθ ⊗ ∇xθ

)

.

Third, let the functionK2(θ) satisfyK′2(θ) = κ(θ). Then from (2.1) and (2.2) we see that

(2.7)

∇x · Σθ(u) = ∇x · Σθ(v) + ∇x · Σθ
(

κ(θ)∇xθ
)

= ∇x · Σθ(v) + 2∇x ·
[

µ(θ)
(

∇2
x K2(θ) − 1

D∆xK2(θ)I
)]

= ∇x · Σθ(v) + 2∇x

(

∇x ·
[

µ(θ)∇xK2(θ)
]

)

− 2∇x ·
[

κ(θ)µ′(θ)∇xθ ⊗ ∇xθ
]

− ∇x

(

2
Dµ(θ)∆xK2(θ)

)

.

The two gradient terms above, 2∇x

(

∇x · [µ(θ)∇xK2(θ)]
)

and∇x

(

2
Dµ(θ)∆xK2(θ)

)

, can also be absorbed
into the pressure.
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Next, for the term∇x · Σ̃, we have

(2.8)

∇x · Σ̃ = ∇x ·
[

τ̂1(θ)
(

∇2
xθ −

1
D(∆xθ)I

)]

+ ∇x ·
[

τ̂2(θ)
(

∇xθ ⊗ ∇xθ −
1
D |∇xθ|

2I
)]

= ∇x

(

∇x · [τ̂1(θ)∇xθ]
)

− ∇x ·
[

τ̂′1(θ)∇xθ ⊗ ∇xθ
]

− ∇x

(

1
D τ̂1(θ)∆xθ

)

+ ∇x ·
[

τ̂2(θ)∇xθ ⊗ ∇xθ
]

− ∇x

(

1
D τ̂2(θ)|∇xθ|

2
)

.

The three gradient terms above,∇x

(

∇x · [τ̂1(θ)∇xθ]
)

, ∇x

(

1
D τ̂1(θ)∆xθ

)

, and∇x

(

1
D τ̂2(θ)|∇xθ|

2
)

can also be
absorbed into the pressure.

By the first and third equations in (2.3), we have

(2.9)
∂t

(v
θ

)

+ ∇x ·

(v⊗ v
θ

)

=
1
θ

(

∂tv+ v · ∇xv
)

−
v
θ2

(

∂tθ + v · ∇xθ
)

=
1
θ

(

∂tv+ v · ∇xv
)

−
v
θ2

(

∆xK3(θ) − 2κ(θ)|∇xθ|
2
)

,

whereK3(θ) satisfiesK′3(θ) = θκ(θ).
By collecting (2.5-2.9) we see that system (1.3) can be expressed as

(2.10)

∂tθ + v · ∇xθ = ∇x · [θκ(θ)∇xθ] − 2κ(θ)|∇xθ|
2 ,

∂tv+ v · ∇xv+ θ∇xp = θ∇x · Σθ(v) + F1(θ,∇xθ,∇xv) + F2(v, θ,∇xθ,∇
2
xθ) ,

∇x · v = 0 ,

where

(2.11)

p = P+ ∂tK1(θ) − 2∇x · [µ(θ)∇xK2(θ)] + 2
Dµ(θ)∆xK2(θ)

− ∇x · [τ̂1(θ)∇xθ] + 1
D τ̂1(θ)∆xθ +

1
D τ̂2(θ)|∇xθ|

2 ,

F1 = −θ∇xK1(θ) · ∇xv = −κ(θ)∇xθ · ∇xv ,

F2 =
v
θ

(

∆xK3(θ) − 2κ(θ)|∇xθ|
2
)

− θv · ∇2
x K1(θ) − θv∆xK1(θ) − θ∇x · [K4(θ)∇xθ ⊗ ∇xθ] ,

with

∇xK1(θ) =
κ(θ)
θ
∇xθ , ∇xK2(θ) = κ(θ)∇xθ , ∇xK3(θ) = θκ(θ)∇xθ ,

K4(θ) = 2κ(θ)µ′(θ) + τ̂′1(θ) − τ̂2(θ) −
κ(θ)2

θ
.

The boundary conditions (1.4) become

(2.12) θ → θ̄ and v→ 0 as|x| → ∞,

while the initial conditions (1.5) become

(2.13) (θ, v)
∣

∣

∣

t=0
= (θin, vin) ,

wherevin
= uin − κ(θin)∇xθ

in. The initial data (θin, vin) are consistent with the boundary conditions
(2.12) and by (1.6) satisfy the constraints

(2.14) θin > 0 , and ∇x · v
in
= 0 .
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2.2. Energy Estimate. We will construct an approximating sequence by iteration using a linearized
version of system (2.10) that has the form

(2.15)

∂tθ + w · ∇xθ = ∇x · [ηκ(η)∇xθ] − 2κ(η)∇xη · ∇xθ + B1(t, x) ,

∂tv+ w · ∇xv+ η∇xp = η∇x · Ση(v) + B2(t, x) ,

∇x · v = 0 ,

(θ, v)|t=0 = (θin, vin) ,

where (w, η) are given functions and (B1, B2) are given forcing terms.

Notation. We always useC(I ; X) to denote the space of continuous functions over an interval I into a
topological spaceX. When it is clear from the context what is meant,Lp will denote eitherLp(Rd) or
Lp(Rd;Rd) for any p ∈ [1,∞], while Hs will denote eitherHs(Rd) or Hs(Rd;Rd) for any s ∈ R.

Lemma 2.1. Let s> d
2 + 1. Suppose there exists T, M,λ0, andθ̄ > 0 such that

η − θ̄ ∈ C([0,T]; Hs+1) , w ∈ C([0,T]; Hs) ,

(2.16) sup
t∈[0,T]

{

‖η(t) − θ̄‖Hs+1

}

< M , sup
t∈[0,T]

{

‖w(t)‖Hs

}

< M ,

(2.17) λ0 = inf
{

η(t, x) : (t, x) ∈ [0,T] × Rd
}

> 0 , ∇x · w = 0 ,

B1 ∈ L2([0,T]; Hs) , B2 ∈ L2([0,T]; Hs−1) .

Then (2.15) has a unique solution(θ, v,∇xp) such that

θ − θ̄ ∈ C([0,T]; Hs+1) , v ∈ C([0,T]; Hs) , ∇xp ∈ C([0,T]; Hs−1) .

Moreover, the following energy inequality holds:

(2.18)

sup
t∈[0,T]

‖θ(t) − θ̄‖2Hs+1 + c0

∫ T

0
‖∇xθ‖

2
Hs+1(t)dt ≤ eG(M)T

(

‖θin − θ̄‖2Hs+1 +G(M)
∫ T

0
‖B1(t)‖

2
L2 dt

)

,

sup
t∈[0,T]

‖v‖2Hs + c0

∫ T

0
‖∇xv(t)‖2Hs dt ≤ eG(M)T

(

‖vin‖2Hs +G(M)
∫ T

0
‖B2(t)‖

2
Hs−1 dt

)

,

(2.19)
sup

t∈[0,T]
‖∇xp‖2Hs−1 ≤ G(M) eG(M)T

(

‖∇xv
in‖2Hs−1 +G(M)

∫ T

0
‖B2(t)‖

2
Hs−1 dt

)

+G(M) sup
t∈[0,T]

‖B2(t)‖
2
Hs−1 .

where c0 depends only onλ0, that is, the lower bound ofη, and G(·) is an increasing function of its
argument that is determined byλ0 and the functional forms ofκ andµ.

Proof. Following the classical theory of parabolic equations, we first prove the energy inequalities
(2.18) and (2.19). Toward this end, define

Λm := (I − ∆x)
m/2 ,

for any integerm and recall the commutator estimate [5] whenm> d/2:

(2.20) ‖Λm( f g) − fΛmg‖L2 ≤ Cm (‖∇x f ‖L∞‖g‖Hm−1 + ‖g‖L∞‖ f ‖Hm) ,

for any f ∈ Hm, g ∈ Hm−1 ∩ L∞.
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The L2-estimate ofθ − θ̄ is obtained by multiplying theθ-equation in (1.3) byθ − θ̄ and integrate
overRd. Integration by parts then shows

d
dt
‖θ − θ̄‖2L2 + 2c0,1‖∇xθ‖

2
L2 ≤ G0(M) ‖θ − θ̄‖2L2 + ‖B1‖

2
L2 ,

where 2c0,1 > 0 is the lower bound ofηκ(η), which depends only onλ0. By the Gronwall inequality
we have

(2.21) sup
t∈[0,T]

‖θ − θ̄‖2L2 + c0,1

∫ T

0
‖∇xθ(t)‖

2
L2 dt ≤ eG0(M) T

(

‖θin − θ̄‖2L2 +

∫ T

0
‖B1(t)‖

2
L2 dt

)

.

To obtain the estimate forθ, applyΛs to theθ-equation in (2.15), which gives

(2.22) ∂t (Λsθ) + w · ∇x (Λsθ) = ∇x · (ηκ(η)∇x (Λsθ)) − 2κ(η)∇xη · ∇x (Λsθ) + ΛsB1 + R1 + R2 + R3 ,

where

R1 = −[Λs, w] · ∇xθ , R2 = ∇x ·
(

[ηκ(η), Λs]∇xθ
)

, R3 = −2[Λs, κ(η)∇xη] · ∇xθ .

Here we use [A, B] to denote the commutator operatorAB− BA. To avoid confusion, we will only
use brackets to denote commutators in the remainder of this proof. Upon multiplying (2.22) by∆xΛsθ

and integrating by parts, we obtain

(2.23)

d
dt
‖∇xθ‖

2
Hs + 2c0,1‖∇xθ‖

2
Hs+1 ≤ ‖w‖L∞ ‖∇xθ‖Hs ‖∆xθ‖Hs

+

(

2‖κ(η)∇xη‖L∞ + ‖∇x(ηκ(η))‖L∞
)

‖∇xθ‖Hs‖∆xθ‖Hs

+ ‖B1‖Hs ‖∆xθ‖Hs +

(

‖R1‖L2 + ‖R2‖L2 + ‖R3‖L2

)

‖∆xθ‖Hs .

By the definitions of (R1,R2,R3) and the commutator estimate (2.20), we have

‖R1‖L2 = ‖[Λs,w] · ∇xθ‖L2 ≤ Cs,1

(

‖∇xw‖L∞ ‖∇xθ‖Hs−1 + ‖w‖Hs ‖∇xθ‖L∞
)

≤ Cs,2 M ‖∇xθ‖Hs ,

‖R2‖L2 = ‖∇x · ([ηκ(η), Λs]∇xθ)‖L2 ≤ ‖[∇x(ηκ(η)), Λs] · ∇xθ‖L2 + ‖[ηκ(η), Λs]∆xθ‖L2

≤ Cs,3

(

‖∇x (ηκ(η)) ‖L∞ ‖∇xθ‖Hs−1 + ‖∇x (ηκ(η)) ‖Hs ‖∇xθ‖L∞
)

+Cs,4

(

‖ηκ(η)‖L∞ ‖∆xθ‖Hs−1 + ‖ηκ(η) − θ̄κ(θ̄)‖Hs ‖∆xθ‖L∞
)

≤ Cs,5 G1(M) ‖∇xθ‖Hs ,

‖R3‖L2 = ‖2[Λs, κ(η)∇xη] · ∇xθ‖L2

≤ Cs,6

(

‖∇x(κ(η)∇xη)‖L∞ ‖∇xθ‖Hs−1 + ‖κ(η)∇xη‖Hs ‖∇xθ‖L∞
)

≤ Cs,7 G2(M) ‖∇xθ‖Hs ,

whereCs,k for 1 ≤ k ≤ 7 depend only ons while G1(·) andG2(·) are positive increasing functions of
their arguments that are determined byλ0 and the functional form ofκ. By plugging these estimates
for (R1,R2,R3) into (2.23) and using the Cauchy-Schwartz inequality, one has

d
dt
‖∇xθ‖

2
Hs + c0,1‖∆xθ‖

2
Hs ≤ G3(M) ‖∇xθ‖

2
Hs +C‖B1‖Hs ,

whereC depends only onc0, which is determined byλ0, the lower bound ofη. The Gronwall inequal-
ity together with theL2-estimate (2.21) then yield
(2.24)

sup
t∈[0,T]

‖θ(t) − θ̄‖2Hs+1 + c0,1

∫ T

0
‖∇xθ(t)‖

2
Hs+1 dt ≤ eG3(M)T

(

‖θin − θ̄‖2Hs+1 +C
∫ T

0
‖B1(t)‖

2
Hs dt

)

,

whereG3(M) is determined byG1(M) andG2(M) andc0,1, C depend only onλ0.
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The estimate of‖v‖Hs follows a similar line of argument. First, upon multiplyingthev-equation in
(2.15) byv and integrating overRd, one obtains theL2-estimate ofv as

d
dt
‖v‖2L2 + 2c0,2‖∇xv‖

2
L2 ≤ G4(M)

(

‖v‖2L2 + ‖∇xp‖2L2

)

+ ‖B2‖
2
L2 ,

wherec0,2 depends only onλ0 andG4(·) is an increasing function of its argument and is given byλ0

and the functional form ofµ.
To obtain the higher-derivative estimates, we applyΛs−1 to thev-equation in (2.15), multiply the

resulting equation forΛs−1v by ∆xΛs−1v, and integrate overRd. The energy inequality then shows

(2.25)
d
dt
‖∇xv‖

2
Hs−1 + 2c0,2‖∆xv‖

2
Hs−1 ≤ G5(M)

(

‖∇xv‖
2
Hs−1 + ‖∇xp‖2Hs−1

)

+C‖B2‖
2
Hs−1 ,

wherec0,2, C depend only onλ0 andG5(·) is an increasing function of its argument which is given by
λ0 and the functional form ofµ.

To close estimate (2.25), one needs to estimate∇xp. The equation for∇xp is

(2.26) ∇x · (η∇xp) = ∇x · F3 ,

where
F3 = η∇x · Ση(v) − w · ∇xv+ B2(t, x) .

Multiply (2.26) by p and integrate overRd. An integration by parts then yields

‖∇xp‖L2 ≤ 1
λ0
‖F3‖L2 ≤ G6(M)‖∇xv‖Hs−1 +

1
λ0
‖B2‖L2 ,

whereG6(·) is an increasing function in its argument that is determined byλ0 and the functional forms
of κ andµ. To bound the high-order norms of∇xp, we consider the casess> d

2+2 andd
2+1 < s≤ d

2+2
separately.

For the case whens > d
2 + 2, we apply∂iΛs−2 to (2.26) fori = 1,2, · · · ,d, multiply the resulting

equation by∂iΛs−2p, and integrate overRd. By integration by parts, we have
(2.27)

λ0‖∇x∂iΛs−2p‖2L2 ≤

∣

∣

∣

∣

∣

∫

Rd
∇x(∂iΛs−2p) · ∂iΛs−2F3 dx

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫

Rd
∇x(∂iΛs−2p) · [η, ∂iΛs−2]∇xpdx

∣

∣

∣

∣

∣

≤

∣

∣

∣

∣

∣

∫

Rd
∇x(∂iΛs−2p) · ∂iΛs−2

(

η∇x · Ση(v)
)

dx
∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫

Rd
∇x(∂iΛs−2p) · ∂iΛs−2B2 dx

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫

Rd
∇x(∂iΛs−2p) · ∂iΛs−2(w · ∇xv) dx

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫

Rd
∇x(∂iΛs−2p) · [η, ∂iΛs−2]∇xpdx

∣

∣

∣

∣

∣

.

The bound for the first term on the right-hand side of (2.27) is

(2.28)

∣

∣

∣

∣

∣

∫

Rd
∇x(∂iΛs−2p) · ∂iΛs−2

(

η∇x · Ση(v)
)

dx
∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫

Rd

(

∂2
i Λs−2p

)

Λs−2∇x ·
(

η∇x · Ση(v)
)

dx
∣

∣

∣

∣

∣

≤ ‖∆xp‖Hs−2

∥

∥

∥

∥

η∇xµ(η) ·
(

∇xv+ (∇xv)T
)

∥

∥

∥

∥

Hs−1
+ ‖∆xp‖Hs−2‖∇x(ηµ(η)) · ∆xv‖Hs−2

≤ ‖∆xp‖Hs−2















G7(M) ‖∇xv‖Hs−1 +

d
∑

k=1

‖∂k (∇x(ηµ(η)) · ∂kv)‖Hs−2 +

d
∑

k=1

‖(∂k∇x(ηµ(η)) · ∂kv)‖Hs−2















≤ ‖∆xp‖Hs−2
(

G7(M) ‖∇xv‖Hs−1 + ‖∇x(ηµ(η)) · ∇xv‖Hs−1

)

+ ‖∆xp‖Hs−2‖∇x∇x (ηµ(η)) ‖L∞‖∇xv‖Hs−2 + ‖∆xp‖Hs−2‖∇xv‖L∞‖∇x(ηµ(η))‖Hs−1

≤ G8(M) ‖∇xp‖Hs−1‖∇xv‖Hs−1 ,

whereG7(·) andG8(·) are increasing functions that are determined by the functional form ofµ.
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The second and third terms on the right-hand side of (2.27) containingB2 andw · ∇xv are bounded
directly as

(2.29)
∣

∣

∣

∣

∣

∫

Rd
∇x(∂iΛs−2p) · ∂iΛs−2B2 dx

∣

∣

∣

∣

∣

≤ ‖∇xp‖Hs−1 ‖B2‖Hs−1 ,

(2.30)

∣

∣

∣

∣

∣

∫

Rd
∇x(∂iΛs−2p) · ∂iΛs−2(w · ∇xv) dx

∣

∣

∣

∣

∣

≤ ‖∇xp‖Hs−1 ‖w · ∇xv‖Hs−1

≤ G9(M) ‖∇xp‖Hs−1 ‖∇xv‖Hs−1 .

The last term on the right-hand side of (2.27) has the bound

(2.31)

∣

∣

∣

∣

∣

∫

Rd
∇x(∂iΛs−2p) · [η, ∂iΛs−2]∇xpdx

∣

∣

∣

∣

∣

≤ ‖∇xp‖Hs−1 ‖[η, ∂iΛs−2]∇xp‖L2

≤ ‖∇xp‖Hs−1 ‖η‖Hs−1 ‖∇xp‖Hs−2 ,

where we applied the commutator estimate (2.20) and the Sobolev embeddingHs−2(Rd) ֒→ L∞(Rd)
for s > d

2 + 2. By the interpolation‖∇xp‖Hs−2 ≤ ǫ‖∇xp‖Hs−1 +Cǫ‖∇xp‖L2 for anyǫ > 0, we can choose
appropriateǫ = ǫ(M) such that

∣

∣

∣

∣

∣

∫

Rd
∇x(∂iΛs−2p) · [η, ∂iΛs−2]∇xpdx

∣

∣

∣

∣

∣

≤
λ0
2 ‖∇xp‖2Hs−1 +G10(M) ‖∇xp‖2L2

≤
λ0
2 ‖∇xp‖2Hs−1 +G11(M) ‖∇xv‖

2
Hs−1 +G12(M) ‖B2‖

2
L2 .

Therefore, summing alli = 1,2, · · · ,d and applying Cauchy-Schwartz inequality, there existG13(·)
andG14(·), which depend only onλ0 and the functional form ofµ, such that

(2.32) ‖∇xp‖Hs−1 ≤ G13(M) ‖∇xv‖Hs−1 +G14(M)‖B2‖Hs−1 .

For the case whend2 + 1 < s ≤ d
2 + 2, applyDαx to equation (2.26), multiplyDαx p to the resulting

equation, and integrate both sides overRd. Hereα is a multi-index such that|α| = s−1. By integration
by parts, we have

(2.33) λ0‖D
α
x∇xp‖2L2 ≤

∣

∣

∣

∣

∣

∫

Rd
Dαx∇xp · DαxF3 dx

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫

Rd
Dαx∇xp · [η, Dαx]∇xpdx

∣

∣

∣

∣

∣

.

Estimates for the first term containingF3 is similar as in (2.28), (2.29), and (2.30), which gives

(2.34)
∣

∣

∣

∣

∣

∫

Rd
Dαx∇xp · DαxF3 dx

∣

∣

∣

∣

∣

≤ ‖∇xp‖Hs−1 (G8(M) ‖∇xv‖Hs−1 + ‖B2‖Hs−1 +G9(M) ‖∇xv‖Hs−1) .

The second term on the right-hand side of (2.33) is bounded as

(2.35)
∣

∣

∣

∣

∣

∫

Rd
Dαx∇xp · [η, Dαx]∇xpdx

∣

∣

∣

∣

∣

≤ ‖∇xp‖Hs−1

∥

∥

∥[η, Dαx]∇xp
∥

∥

∥

L2 .

To bound the commutator term
∥

∥

∥[η, Dαx]∇xp
∥

∥

∥

L2, we have

[η, Dαx]∇xp =
∑

|α1|+|α2|=|α|=s−1,
|α1|≥1

(

Dα1
x η

) (

Dα2
x ∇xp

)

,

where for those terms satisfying|α1| = 1, the bounds are

(2.36)
∥

∥

∥

(

Dα1
x η

) (

Dα2
x ∇xp

)

∥

∥

∥

L2 ≤ ‖∇xη‖L∞ ‖D
|α2|
x ∇xp‖L2 ≤ C‖∇xη‖Hs−1 ‖∇xp‖Hs−2 ,

with C being a generic constant that only depends ond.
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For those terms when|α1| ≥ 2 (if there exists any, i.e.,d ≥ 3), one has

(2.37)

∥

∥

∥

(

Dα1
x η

) (

Dα2
x ∇xp

)

∥

∥

∥

L2 ≤
∥

∥

∥Dα1
x η

∥

∥

∥

L
2d

d−2(s−|α1|)

∥

∥

∥Dα2
x ∇xp

∥

∥

∥

L
d

s−|α1|
≤ C

∥

∥

∥Dα1
x η

∥

∥

∥

Hs−|α1|

∥

∥

∥Dα2
x ∇xp

∥

∥

∥

H
d
2+|α1|−s

≤ C
∥

∥

∥Dα1
x η

∥

∥

∥

Hs−|α1|
‖∇xp‖

H
d
2+|α1|+|α2|−s ≤ C

∥

∥

∥Dα1
x η

∥

∥

∥

Hs−|α1|
‖∇xp‖

H
d
2−1

≤ C ‖η‖Hs ‖∇xp‖Hs−2 ,

by the assumption thatd
2+1 < s≤ d

2+2. Here we have applied the Sobolev inequality associated with
the embeddingHm(Rd) ֒→ Lq(Rd) whereq = 2d

d−2m andm ≤ d/2. Once againC is a generic constant
that only depends ond. By combining (2.36) and (2.37) we have

∥

∥

∥[η, Dαx]∇xp
∥

∥

∥

L2 ≤ C ‖η‖Hs ‖∇xp‖Hs−2 ,

whereC depends only ond. Therefore, the bound in (2.35) now becomes
∣

∣

∣

∣

∣

∫

Rd
Dαx∇xp · [η, Dαx]∇xpdx

∣

∣

∣

∣

∣

≤ C‖∇xp‖Hs−1 ‖η‖Hs ‖∇xp‖Hs−2 ,

which is exactly of the form as in (2.31). Thus following the same argument using interpolation
together with (2.34), we have the same estimate for the cased

2 + 1 < s ≤ d
2 + 2 as for the case

s> d
2 + 2, which shows there existG15(·) andG16(·) depending only onλ0 andµ(·) such that

(2.38) ‖∇xp‖Hs−1 ≤ G15(M) ‖∇xv‖Hs−1 +G16(M) ‖B2‖Hs−1 ,

for s> d
2 + 1.

Upon plugging (2.38) into (2.25) we obtain

d
dt
‖∇xv‖

2
Hs−1 + 2c0‖∆xv‖

2
Hs−1 ≤ G17(M) ‖∇xv‖

2
Hs−1 +G18(M)‖B2‖

2
Hs−1 ,

which by the Gronwall inequality implies
(2.39)

sup
t∈[0,T]

‖∇xv‖
2
Hs−1 + c0

∫ T

0
‖∆xv(t)‖2Hs−1 dt ≤ eG17(M) T

(

‖∇xv
in‖2Hs−1 +G18(M)

∫ T

0
‖B2(t)‖

2
Hs−1 dt

)

,

where the specific forms ofG17(·) andG18(·) depend only onλ0 and the functional forms ofµ andκ.
By (2.38), we also have the bound forp as

(2.40)
sup

t∈[0,T]
‖∇xp‖2Hs−1 ≤ G15(M) eG17(M) T

(

‖∇xv
in‖2Hs−1 +G18(M)

∫ T

0
‖B2(t)‖

2
Hs−1 dt

)

+G16(M) sup
t∈[0,T]

‖B2(t)‖
2
Hs−1 .

By settingc0 = min{c0,1, c0,2, λ0}, G(M) = max
0≤k≤18

{Gk(M)}, and collecting estimates (2.24), (2.39),

and (2.40), we have

sup
t∈[0,T]

‖θ(t) − θ̄‖2Hs+1 + c0

∫ T

0
‖∇xθ‖

2
Hs+1(t)dt ≤ eG(M)T

(

‖θin − θ̄‖2Hs+1 +G(M)
∫ T

0
‖B1(t)‖

2
L2 dt

)

,

sup
t∈[0,T]

‖v‖2Hs + c0

∫ T

0
‖∇xv(t)‖2Hs dt ≤ eG(M) T

(

‖vin‖2Hs +G(M)
∫ T

0
‖B2(t)‖

2
Hs−1 dt

)

,

sup
t∈[0,T]

‖∇xp‖2Hs−1 ≤ G(M) eG(M) T

(

‖∇xv
in‖2Hs−1 +G(M)

∫ T

0
‖B2(t)‖

2
Hs−1 dt

)

+G(M) sup
t∈[0,T]

‖B2(t)‖
2
Hs−1 .

We have thereby proved the bounds (2.18) and (2.19) for solutions (θ, v,∇xp) of the linear system
(2.15). One then obtains the uniqueness of the solution by this a prior bound.
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To show the existence of the solution to the linear system (2.15), we first notice that the two equa-
tions in the system are decoupled. Theθ-equation is linear and strictly parabolic. Therefore, the
classical theory for parabolic equations [9] guarantees the existence inθ. The existence inv is ob-
tained using a standard technique for non-homogeneous incompressible systems (see [3] for exam-
ple), namely solving thev-equation with respect to{η∇xp} and applying the divergence operator in
the resulting equation we arrive at an elliptic equation inp

(2.41) ∇x · (η∇xp) = ∇x ·
(

η∇x · Ση(v) + B2(t, x) − w · ∇xv
)

,

which yields, in turn a linear ordinary differential equation with respect tov in a Banach space. The
regularity assumptions (2.16), (2.17) guarantee the existence and uniqueness of a solution of this
ordinary differential equation. Using this solution we can solve for∇xp. This completes the proof of
existence, and therefore the proof of Lemma 2.1. �

2.3. Existence and Uniqueness. We now use the energy estimates (2.18) and (2.19) to construct an
approximating sequence{(θn, vn,∇xpn)}∞n=0 and show it converges to the solution (θ, v,∇xp) of system
(2.10).

We initialize our approximating sequence as follows. We first let θ0 andv0 be given by

(2.42) θ0 = θ
in , v0 = vin

= uin − κ(θin)∇xθ
in ,

Because (θin,uin) satisfies (1.9), we see that

(2.43) θ0 − θ̄ ∈ Hs+1(Rd) , v0 ∈ Hs(Rd) for somes> d
2 + 1 andθ̄ > 0 .

Because (θin,uin) satisfies (1.6), we see moreover that

(2.44) θ0 ≥ λ0 = inf
{

θin(x) : x ∈ Rd} > 0 , ∇x · v0 = 0 .

We then let∇xp0 be the unique solution inHs−1(Rd) to

(2.45) ∇x · [θ0∇xp0] = ∇x ·
[

θ0∇x · Σθ0(v0) + F1
(

θ0,∇xθ0,∇xv0
)

+ F2
(

v0, θ0,∇xθ0,∇
2
xθ0

)

− v0 · ∇xv0

]

.

The initial approximate (θ0, v0,∇xp0) is thereby time independent.
Given (θn, vn,∇xpn) for somen ∈ N, we will define (θn+1, vn+1,∇xpn+1) to be the solution of the

system

(2.46)

∂tθn+1 + vn · ∇xθn+1 = ∇x · [θnκ(θn)∇xθn+1] − 2κ(θn)∇xθn · ∇xθn+1 ,

∂tvn+1 + vn · ∇xvn+1 + θn∇xpn+1 = θn∇x · Σθn(vn+1) + Fn
1 + Fn

2 ,

∇x · vn+1 = 0 ,

(θn+1, vn+1)|t=0 = (θin, vin) ,

where

(2.47) Fn
1 = F1

(

θn,∇xθn,∇xvn
)

, Fn
2 = F2

(

vn, θn,∇xθn,∇
2
xθn

)

.

HereΣθn(vn), F1, andF2 are defined in (2.2) and (2.11). The existence of (θn+1, vn+1,∇xpn+1) will
follow from Lemma 2.1 once we establish that (θn, vn,∇xpn) satisfies the necessary hypotheses.

Lemma 2.2. Let s> d
2 + 1 and θ̄ > 0 as in the Main Theorem. Let

(2.48) M = 2 max
{

‖θin − θ̄‖Hs+1 , ‖vin‖Hs

}

.

Then there exists T> 0 such that the sequence{(θn, vn,∇xpn)}∞n=0 defined above exists with each iterate
satisfying

(2.49) θn − θ̄ ∈ C([0,T]; Hs+1) , vn ∈ C([0,T]; Hs) , ∇xpn ∈ C([0,T]; Hs−1) ,
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the norm bounds

(2.50) sup
t∈[0,T]

{

‖θn(t) − θ̄‖Hs+1

}

< M , sup
t∈[0,T]

{

‖vn(t)‖Hs

}

< M , sup
t∈[0,T]

{

‖∇xpn(t)‖Hs−1

}

< G̃(M) ,

and the constraints

(2.51) inf
{

θn(t, x) : (t, x) ∈ [0,T] × Rd
}

≥ λ0 > 0 , ∇x · vn = 0 ,

whereG̃(·) is an increasing function of its argument that is independent of n.

Proof. Because it is time independent, it is clear that the initial approximate (θ0, v0,∇xp0) given by
(2.42) and (2.45) satisfies (2.49), (2.50), and (2.51) for every T > 0.

Now suppose that for somen ∈ N the approximate (θn, vn,∇xpn) satisfies (2.49), (2.50), and (2.51)
for someT > 0. Then by Lemma 2.1 the approximate (θn+1, vn+1,∇xpn+1) governed by (2.46) exists
with

θn+1 − θ̄ ∈ C([0,T]; Hs+1) , vn+1 ∈ C([0,T]; Hs) , ∇xpn+1 ∈ C([0,T]; Hs−1) .

Moreover, it satisfies the energy inequalities

(2.52) sup
t∈[0,T]

‖θn+1(t) − θ̄‖
2
Hs+1 + c0

∫ T

0
‖∇xθn+1(t)‖

2
Hs+1 dt ≤ eG(M)T

(

∥

∥

∥θin − θ̄
∥

∥

∥

2

Hs+1 + T G(M)
)

,

(2.53) sup
t∈[0,T]

‖vn+1(t)‖
2
Hs + c0

∫ T

0
‖∇xvn+1(t)‖

2
Hs dt ≤ eG(M)T

(

∥

∥

∥vin
∥

∥

∥

2

Hs + T G(M)
)

,

(2.54) ‖∇xpn+1‖Hs−1 ≤ G(M) +G(M) eG(M) T
(

∥

∥

∥vin
∥

∥

∥

2

Hs + T G(M)
)

,

wherec0 andC depend only onλ0, andG(·) is an increasing function of its argument that is indepen-
dent ofn. It is clear that by pickingT small enough we can insure that (θn+1, vn+1,∇xpn+1) satisfies
(2.50). The choice ofT is solely determined byλ0 andM. In particular, it is independent ofn. Fi-
nally, a direct application of the classical maximum principle for strictly parabolic equations (cf. [4]
for example) shows thatθn+1 satisfies the lower bound in (2.51). �

Based on the uniform bound (2.50) of (θn, vn,∇xpn), we employ the standard high-low argument
(cf. [13]) to show the convergence of{(θn, vn,∇xpn)}∞n=0 to the solution (θ, v,∇xp) of system (2.10).

Lemma 2.3. Let {(θn, vn,∇xpn)}∞n=0 be the sequence constructed in Lemma 2.2 with(θ0, v0,∇xp0) being
defined by (2.42) and (2.45). Then for any0 ≤ s′ < s,1 ≤ s′′ < s, there exists

(2.55)

θ − θ̄ ∈ L∞([0,T]; Hs+1) ∩ L2([0,T]; Hs+2) ∩C([0,T]; Hs′+1) ,

v ∈ L∞([0,T]; Hs) ∩ L2([0,T]; Hs+1) ∩C([0,T]; Hs′) ,

∇xp ∈ L∞([0,T]; Hs−1) ∩C([0,T]; Hs′′−1) ,

such that

(2.56)

θn→ θ in C([0,T]; Hs′+1) ,

vn→ v in C([0,T]; Hs′) ,

∇xpn→ ∇xp in C([0,T]; Hs′′−1) .

and(θ, v,∇xp) is the unique classical solution to system (1.3).
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Proof. We show the convergence of the sequence (θn, vn,∇xpn) in L2(Rd) using the equations satisfied
by (θn, vn,∇xpn) and the boundedness of their high-order norms. To this end,consider the system for

(θ̃n, ṽn, ∇xp̃n) = (θn+1 − θn, vn+1 − vn, ∇xpn+1 − ∇xpn) ,

which has the form

(2.57)

∂tθ̃n + vn · ∇xθ̃n = ∇x ·
[

θnκ(θn)∇xθ̃n
]

− 2κ(θn)∇xθn · ∇xθ̃n + R1(θn, θn−1, vn, vn−1) ,

∂tṽn + vn · ∇xṽn + θn∇xp̃n = θn∇x · Σθn(ṽn) +
(

Fn
1 − Fn−1

1

)

+

(

Fn
2 − Fn−1

2

)

+ R2(θn, θn−1, vn, vn−1) ,

∇x · ṽn = 0 ,

where

(2.58)

R1 = −(vn − vn−1) · ∇xθn + ∇x · [(θnκ(θn) − θn−1κ(θn−1))∇xθn]

− 2
(

κ(θn)∇xθn − κ(θn−1)∇xθn−1

)

· ∇xθn ,

R2 = −(vn − vn−1) · ∇xvn − (θn − θn−1)∇xpn

+

(

θn∇x · Σθn(vn) − θn−1∇x · Σθn−1(vn−1)
)

.

By using the uniform bounds (2.50), one has
∫ T

0
‖R1(t)‖

2
H1 dt ≤ G19(M) T sup

t∈[0,T]

(

‖vn − vn−1‖
2
H1 + ‖θn − θn−1‖

2
H2

)

,

∫ T

0
‖R2(t)‖

2
L2 dt ≤ G20(M) T sup

t∈[0,T]

(

‖vn − vn−1‖
2
H1 + ‖θn − θn−1‖

2
H1

)

,

∫ T

0
‖Fn

1 − Fn−1
1 ‖

2
L2 dt ≤ G21(M) T sup

t∈[0,T]

(

‖vn − vn−1‖
2
H1 + ‖θn − θn−1‖

2
H1

)

,

∫ T

0
‖Fn

2 − Fn−1
2 ‖

2
L2 dt ≤ G22(M) T sup

t∈[0,T]

(

‖vn − vn−1‖
2
L2 + ‖θn − θn−1‖

2
H2

)

.

By the energy estimate (2.18) for the linear system, we have

sup
t∈[0,T]

(

‖θ̃n(t)‖
2
H2 + ‖ṽn(t)‖

2
H1

)

≤ G23(M) eG(M)T

∫ T

0

(

‖R1(t)‖
2
H1 + ‖R2(t)‖

2
L2 + ‖F

n
1 − Fn−1

1 ‖
2
L2 + ‖F

n
2 − Fn−1

2 ‖
2
L2

)

dt

≤ G24(M) T eG(M)T sup
t∈[0,T]

(

‖θ̃n−1‖
2
H2 + ‖ṽn−1‖

2
H1

)

.

Now we chooseT small enough such thatG23(M) T eG(M)T < 1, which makes{θn}∞n=0, {vn}
∞
n=0 Cauchy

sequences inC([0,T]; H2) andC([0,T]; H1) respectively. Therefore, there existθ − θ̄ ∈ C([0,T],H2)
andv ∈ C([0,T]; H1) such that

θn→ θ in C([0,T]; H2) ,

vn→ v in C([0,T]; H1) .

By the uniform bounds (2.50) and interpolation, we have for any 0≤ s′ < s,

(2.59)
θn→ θ in C([0,T]; Hs′+1) ,

vn→ v in C([0,T]; Hs′) .



14 C.D. LEVERMORE, W. SUN, AND K. TRIVISA

The equation for∇xpn is of the form

(2.60) ∇x · (θn∇xpn) = ∇x ·
(

θn∇x · Σθn(vn+1) − vn · ∇xvn+1 + Fn
1(t, x) + Fn

2(t, x)
)

, ∇x · Qn ,

It follows from (2.59) thatQn is a Cauchy sequence inC([0,T]; Hs′−1) for any 1≤ s′ < s. By repeating
the energy estimate for∇xpn, one can see that∇xpn is also a Cauchy sequence inC([0,T]; Hs′−1).
Therefore, there exists∇xp ∈ C([0,T]; Hs′−1) such that

(2.61) ∇xpn→ ∇xp in C([0,T]; Hs′−1) ,

for any 1≤ s′ < s. This completes the proof the convergence (2.56). Note thatsinces > d
2 + 1, the

approximating system (2.46) converges to the system (2.10)and (θ, v,∇xp) is a classical solution.
The uniqueness of (θ,u,∇xp) is guaranteed by the energy estimate. Suppose we have two solutions

(θ, v,∇xp) and (̂θ, v̂,∇xp̂). Consider the system satisfied by their difference (θ − θ̂, v − v̂,∇xp − ∇xp̂)
which is

∂t

(

θ − θ̂
)

+ v · ∇x

(

θ − θ̂
)

= ∇x ·
(

θκ(θ)∇x

(

θ − θ̂
))

− 2κ(θ)∇xθ · ∇x

(

θ − θ̂
)

+ R1(θ, θ̂, v, v̂) ,

∂t (v− v̂) + v · ∇x (v− v̂) + θ∇x (p− p̂) = θ∇x · Σθ (v− v̂) +
(

F1(θ,∇xθ,∇xv) − F1(θ̂,∇xθ̂,∇xv̂)
)

+

(

F2(θ, v,∇xθ,∇
2
xθ) − F2(θ̂, v̂,∇xθ̂,∇

2
x θ̂)

)

+ R2(θ, θ, v, v̂) ,

∇x · (v− v̂) = 0 ,

Then the uniqueness is obtained by applying the linear estimate (2.18) as we have done to prove that
{θn}

∞
n=0, {vn}

∞
n=0 are Cauchy sequences. We thereby finish the proof of the existence and uniqueness of

the solution to system (2.10). �

2.4. Regularity. To complete the proof of the Main Theorem, we show in the following lemma that
the regularity of (θ,u,∇xp) can be improved compared to that given by Lemma 2.3. The proof uses a
method that is classically applied to hyperbolic and parabolic systems (cf. [13, 26] for examples).

We first show in the following lemma that the lifespan of the solution does not shrink when one
considers higher regularity solution.

Lemma 2.4. Let s> d
2 + 1. Suppose(θ, u,∇xp) is the classical solution to system (2.10) obtained in

Lemma 2.3 such that

(2.62)

θ − θ̄ ∈ C([0,T]; Hs+1) ∩ L2([0,T]; Hs+2) ,

u ∈ C([0,T]; Hs(Rd)) ∩ L2([0,T]; Hs+1) ,

∇xp ∈ C([0,T]; Hs−1) .

If in addition the initial data(θin, uin, ∇xpin) satisfy

θin − θ̄ ∈ Hs1+1 , uin ∈ Hs ,

for any s1 ≥ s. Then on the same time interval[0,T] we have

(2.63)

θ − θ̄ ∈ C([0,T]; Hs1+1) ∩ L2([0,T]; Hs1+2) ,

u ∈ C([0,T]; Hs1) ∩ L2([0,T]; Hs1+1) ,

∇xp ∈ C([0,T]; Hs1−1) .
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Proof. We just need to show that (2.63) holds fors1 = s+ 1. We work on the reformulated system
(2.10) with variables (θ, v, ∇xp). Apply ∂i = ∂xi to system (2.10) for any 1≤ i ≤ d and rearrange
terms in the resulting system. This yields

(2.64)

∂t(∂iθ) + v · ∇x(∂iθ) = ∇x · [θκ(θ)∇x(∂iθ)] − 2κ(θ)∇xθ · ∇x(∂iθ) + J1(t, x) ,

∂t(∂iv) + v · ∇x(∂iv) + θ∇x(∂i p) = θ∇x · Σθ(∂iv) + J2(t, x) ,

∇x · (∂iv) = 0 ,

with the initial data

∂iθ
in ∈ Hs+1 , ∂iv

in ∈ Hs .

Here the inhomogeneous termsJ1 andJ2 have the form

J1 = −∂iv · ∇xθ + ∇x · [∂i(θκ(θ))∇xθ] − 2∂i(κ(θ)∇xθ) · ∇xθ ,

J2 = −∂iv · ∇xv− (∂iθ)∇xp+ (∂iθ)∇x · Σθ(v) + ∂iF1 + ∂iF2

+ θ∇x ·
[

(∂iµ(θ))
(

∇xv+ (∇xv)T − 2
D(∇x · v)I

)]

,

whereF1, F2 are defined in (2.11). By the regularity assumption (2.62), there exists 0< M < ∞ such
that

θ − θ̄ ∈ C([0,T]; Hs+1) , v ∈ C([0,T]; Hs) , ∇x · v = 0 ,

sup
t∈[0,T]

{

‖θ − θ̄‖Hs+1(t) , ‖w‖Hs(t)
}

< M , inf
[0,T]×Rd

θ ≥ λ0 > 0 .

J1 ∈ L2([0,T]; Hs) , J2 ∈ L2([0,T]; Hs−1) .

Therefore, Lemma 2.1 applies to system (2.64) and this proves the assertion (2.63). �

Now we prove the additional regularity of the solution (θ, u,∇xp) due to dissipation.

Lemma 2.5. Let (θ, v,∇xp) be the unique classical solution to system (1.3) as obtainedin Lemma 2.3.
Then we have in addition

θ − θ̄ ∈ C([0,T]; Hs+1) ∩C∞((0,T) × Rd) ,

u ∈ C([0,T]; Hs) ∩C∞((0,T) × Rd) ,

∇xp ∈ C([0,T]; Hs−1) ∩C∞((0,T) × Rd) .

Proof. The proof has three steps. First we show that

(2.65)
θn − θ̄ → θ − θ̄ in C([0,T]; Hs+1

w ) ,

un→ u in C([0,T]; Hs
w) ,

whereXw indicates that the Banach spaceX is equipped with its weak topology. By (2.56), for every
φ1 ∈ H−s′−1 andφ2 ∈ H−s′ with 0 ≤ s′ < s, we have

〈φ1, θn − θ̄〉(t)→ 〈φ1, θ − θ̄〉(t) in C([0,T]; R) ,

〈φ2,un〉(t)→ 〈φ2,u〉(t) in C([0,T]; R) ,

where〈·, ·〉 denotes the usualL2 inner product. BecauseHs2 is dense inHs1 for any s1 < s2 and
because (θn,un), (θ,u) are uniformly bounded inHs+1×Hs, the convergence (2.65) is then established
by a density argument.
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Next, we show that (θ − θ̄)(t) andu(t) are right continuous att = 0 in Hs+1 andHs respectively. By
(2.65) and the energy bound (2.52) for (θn,un), we have

lim
t↓0
‖(θ − θ̄)(t)‖Hs+1 ≤ lim

t↓0
lim
n→∞
‖(θn − θ̄)(t)‖Hs+1 ≤ lim

t↓0

(

sup
n
‖(θn − θ̄)(t)‖Hs+1

)

≤ ‖θin − θ̄‖Hs+1 .

lim
t↓0
‖u(t)‖Hs ≤ lim

t↓0
lim
n→∞
‖un(t)‖Hs ≤ lim

t↓0

(

sup
n
‖un(t)‖Hs

)

≤ ‖uin‖Hs .

Meanwhile, the weak continuity (2.65) of (θ − θ̄) andu(t) at t = 0 shows that

‖θin − θ̄‖Hs+1 ≤ lim
t↓0
‖(θ − θ̄)(t)‖Hs+1 , ‖uin‖Hs ≤ lim

t↓0
‖u(t)‖Hs .

Thus we obtain the strong right-continuity of (θ− θ̄)(t) in the topology ofHs+1 andu(t) in Hs at t = 0.
To show the continuity in time for allt ∈ [0,T], we use the parabolic regularization in (2.55) where

θ − θ̄ ∈ L2([0,T]; Hs+2), u ∈ L2([0,T]; Hs+1). This shows for almost everyt0 ∈ [0,T], one has

(θ − θ̄)(t0) ∈ Hs+2 , u(t0) ∈ Hs+1 .

We can choose sucht0 > 0 as a new initial time. By Lemma 2.3, there exists a unique classical
solution (̃θ, ũ, ∇xp̃) to system (1.3) such that for any 0≤ s′ < s, 1 ≤ s′′ < s,

θ̃ − θ̄ ∈ C([t0,T]; Hs′+2) ∩ L2([t0,T]; Hs′+3) ,

u ∈ C([t0,T]; Hs′+1) ∩ L2([t0,T]; Hs′+2) ,

∇xp̃ ∈ C([t0,T]; Hs′′) ,

whereT is the same as in Lemma 2.3. By the uniqueness guaranteed by Lemma 2.3, we have
(θ̃, ũ, ∇xp̃) = (θ, u, ∇xp) on [t0,T] × Rd. Therefore, the pointwise continuity in time of the solu-
tion is improved to

(θ − θ̄)(t) ∈ Hs′+2(Rd) , u(t) ∈ Hs′+1 , ∇xp(t) ∈ Hs′′ , ∀t ∈ (0,T) ,

for any 0≤ s′ < s, 1 ≤ s′′ < s. Together with the continuity att = 0, this particularly implies that

θ − θ̄ ∈ C([0,T]; Hs+1) , u ∈ C([0,T]; Hs) , ∇xp ∈ C([0,T]; Hs−1) .

By iterating the process of increasing the space regularityof (θ, u,∇xp) at each time, we have that

(θ − θ̄, u, ∇xp)(t) ∈ C∞(Rd) , ∀t ∈ (0,T) .

By system (1.3), the pointwise time regularity of the solution is determined by its space regularity.
Therefore,

(θ − θ̄, u, ∇xp) ∈ C∞((0,T) × Rd) ,

which completes the proof of this lemma, thereby the proof ofthe Main Theorem. �
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