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Abstract

The immersed interface method is modified to compute the Schrödinger
equation with discontinuous potential. By building the jump condition
of the solution into the finite difference approximation near the inter-
face, this method could give at least second order convergence rate for
the numerical solution on the uniform cartesian grid. The accuracy of
this algorithm is tested via several numerical examples.
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1 Introduction

Consider the Schrödinger equation in different forms

Stationary : −1

2
ε2△φ+ V φ = Eφ, (1.1)

Eigenvalue : −1

2
ε2△ϕ+ V ϕ = Eϕ, (1.2)

Dynamic : iεψt +
1

2
ε2△ψ = V ψ, (1.3)

where ε is re-scaled Plank constant, x ∈ Ω ⊂ Rd denotes the computa-
tional domain, and V = V (x) is the potential. We can use different types of
boundary conditions, e.g. transparent boundary conditions, periodic bound-
ary conditions and reflection boundary conditions. In stationary problems,
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the energy E is specified. In eigenvalue problems, the energy E is eigenvalue.
In the dynamic problems, we need to specify the initial condition

ψ(0,x) = A0(x)e
iS0(x)/ε. (1.4)

Our goal is to compute the wave function φ(x), ϕ(x) and ψ(t,x) on a
uniform Cartesian grid to second order accuracy, even if the discontinuities
curves of potential V (x) are not aligned with grid.

The Schrödinger equation with discontinuous potential can be used to
model the motion of electrons in quantum zones, e.g. quantum barrier,
quantum well, quantum dot and p-n junctions [11, 28, 33]. The quantum
zones is an active region of the electronic structure, which connects to two
highly conduct large reservoirs. And the whole structure is a basic and
fundamental semiconductor device in modern industry, e.g. memory chip,
microprocessor and integrated circuit [9, 10, 29].

There have been numerous studies on the direct numerical method of
the Schrödinger equation, including finite difference method [26, 27, 34],
discontinuous Galerkin method [24, 25, 36], spectral type method [7, 8,
13], the WKB scheme [3, 4, 32] and other related technic [1, 2, 5, 16, 31].
However, none of these methods could satisfies all the following requirements
for solving the Schrödinger equation with discontinuous potential: (i) at least
second order convergence, (ii) robust processing in interface condition, (iii)
easy generalization to high dimension (iv) take the advantages of Cartesian
grid.

The immersed interface method, original developed for the elliptic equa-
tions with discontinuous coefficients and singular sources [12, 17, 19, 20, 21,
22], can maintain at least second order accuracy on the uniform grid even
when the discontinuities curves of potential are not aligned with the grid.
The idea is to modify the standard finite difference approximation at grid
points near interface to keep the jump condition of the derivatives of solu-
tions. Such method has succeed in many applications, e.g. heat equations
[6, 23], acoustic wave equations [30, 37], stokes flow and the Navier-Stokes
equations [14, 15, 18].

In this paper, we develop the immersed interface method to solve the
Schrödinger equation with discontinuous potential. The solution to this
method is shown to have at least second order convergence in both one
and two dimension. A more interesting question is how to extend such
idea for dynamic Schrödinger equation with discontinuous potential in the
semiclassical regime. Base on the results here, we will propose two new
methods that can achieve high accuracy with low computational cost in a
consecutive paper [35].

The paper is organized as follows. In Section 2, we show how the im-
mersed interface method can be used to Schrödinger equation with discon-
tinuous potential. The method in higher space dimensions is given in Section
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3. In Section 4, we present the numerical examples to test the accuracy of
the method. We make some conclusive remarks in Section 5.

2 One dimensional Schrödinger equation

We begin by considering the one dimensional stationary Schrödinger equa-
tion

−1

2
ε2φxx + V φ = Eφ, (2.1)

on the computational domain [a, b]. The potential V (x) is split into smooth
part Vs(x) ∈ C∞([a, b]) and discontinuous part Vd(x)

V (x) = Vs(x) + Vd(x). (2.2)

Here the discontinuous potential is given by

Vd(x) =

{
∆V, c1 < x < c2,
0, else.

(2.3)

Remark 2.1 The discontinuous potential Vd(x) can be given in a general
form, including more discontinuities for the function and its derivatives.
To concentrate on the key idea, we use (2.3) in this Section without special
instruction.

Therefore, we have the following jump conditions(s = 1, 2):
[V ]c1 = ∆V, [V ]c2 = −∆V,

[φ]cs = 0, [φx]cs = 0,

−1
2ε

2 [φxx]cs + [V ]cs φ
cs = 0,

(2.4)

here [·]c represents the jump in a quantity at the point c

[φ]c = φc+ − φc− = lim
x→c+

φ(x)− lim
x→c−

φ(x).

We would like to compute the numerical solution of φ(x) on the uniform
grid

xn = nh+ a, n = 0, 1, · · · , N,

where h = (b − a)/N . The point cs will typically fall between grid points,
say

xms ≤ cs ≤ xms+1.

We introduce ps1, ps2 ∈ [0, 1] satisfy

ps1 + ps2 = 1, cs − xms = ps1h, xms+1 − cs = ps2h.
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For n ̸= ms,ms + 1 the solution is smooth in the interval [xn−1, xn+1], we
can use the standard approximation

− 1

2τ2
(
φn−1 − 2φn + φn+1

)
+ V nφn = Eφn,

here τ = h
ε . This gives a local truncation error

Tn = −1

2

ε2

h2
(
φn−1 − 2φn + φn+1

)
+ V nφn − Eφn = O(h2).

To design the finite difference scheme at n = ms, we firstly have

φ(xms−1) = φcs − (ps1 + 1)hφcs
x +

1

2
(ps1 + 1)2h2φc−s

xx +O(h3),

φ(xms) = φcs − ps1hφ
cs
x +

1

2
p2s1h

2φc−s
xx +O(h3),

φ(xms+1) = φcs + ps2hφ
cs
x +

1

2
p2s2h

2φc+s
xx +O(h3)

= φcs + ps2hφ
cs
x +

1

2
p2s2h

2

(
φc−s
xx +

2 [V ]cs
ε2

φcs

)
+O(h3),

and

V (xms)φ(xms) = V c−s φcs +O(h),

Eφ(xms) = Eφcs +O(h),

−1

2
ε2φc−s

xx + V c−s φcs = Eφcs ,

then we can write the modified approximation as [17]

γms
1 φms−1 + γms

2 φms + γms
3 φms+1 + V msφms = Eφms . (2.5)

This gives the local truncation

Tms = γms
1 φ(xms−1) + γms

2 φ(xms) + γms
3 φ(xms+1) + V (xms)φ(xms)− Eφ(xms)

= γms
1 φ(xms−1) + γms

2 φ(xms) + γms
3 φ(xms+1) + V c−s φcs − Eφcs +O(h)

= γms
1

(
φcs − (ps1 + 1)hφcs

x +
1

2
(ps1 + 1)2h2φc−s

xx

)
+ γms

2

(
φcs − ps1hφ

cs
x +

1

2
p2s1h

2φc−s
xx

)
+γms

3

(
φcs + ps2hφ

cs
x +

1

2
p2s2h

2

(
φc−s
xx +

2 [V ]cs
ε2

φcs

))
+

1

2
ε2φc−s

xx +O(h)

=
(
γms
1 + γms

2 + γms
3

(
1 + p2s2τ

2 [V ]cs
))
φcs + (−(ps1 + 1)γms

1 − ps1γ
ms
2 + ps2γ

ms
3 )hφcs

x

+
1

2

(
(ps1 + 1)2γms

1 + p2s1γ
ms
2 + p2s2γ

ms
3 +

1

τ2

)
h2φc−s

xx +O(h).

Then we have the linear system for the coefficients
γms
1 + γms

2 + γms
3

(
1 + p2s2τ

2 [V ]cs
)
= 0,

−(ps1 + 1)γms
1 − ps1γ

ms
2 + ps2γ

ms
3 = 0,

(ps1 + 1)2γms
1 + p2s1γ

ms
2 + p2s2γ

ms
3 = − 1

τ2
.

(2.6)
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Similarly as the previous process, we can modify the finite difference
approximation at n = ms + 1 as

γms+1
1 φms + γms+1

2 φms+1 + γms+1
3 φms+2 + V ms+1φms+1 = Eφms+1, (2.7)

in which the coefficients satisfies
γms+1
1

(
1− p2s1τ

2 [V ]cs
)
+ γms+1

2 + γms+1
3 = 0,

−ps1γms+1
1 + ps2γ

ms+1
2 + (ps2 + 1) γms+1

3 = 0,

p2s1γ
ms+1
1 + p2s2γ

ms+1
2 + (ps2 + 1)2γms+1

3 = − 1
τ2
.

(2.8)

We can simply compute the local truncation error

Tms+1 = γms+1
1 φ(xms) + γms+1

2 φ(xms+1) + γms+1
3 φ(xms+2)

+V (xms+1)φ(xms+1)− Eφ(xms+1),

= O(h).

Remark 2.2 As discussed in [17], only four gird points(independent of h)
are involved, their O(h) local truncation error is sufficient to ensure the
numerical solution converge at least second order.

For one dimensional eigenvalue problem of Schrödinger equation

−1

2
ε2ϕxx + V ϕ = Eϕ, (2.9)

the potential is given by (2.2)-(2.3), we have same jump condition as (2.4).
The numerical solution satisfies

− 1

2τ2
(
ϕn−1 − 2ϕn + ϕn+1

)
+ V nϕn = Eϕn,

for n ̸= ms,ms + 1, and

γms
1 ϕms−1 + γms

2 ϕms + γms
3 ϕms+1 + V msϕms = Eϕms ,

γms+1
1 ϕms + γms+1

2 ϕms+1 + γms+1
3 ϕms+2 + V ms+1ϕms+1 = Eϕms+1,

where γmi are the solutions of equations (2.6) or (2.8).

At last, we consider the one dimensional dynamic Schrödinger equation

iεψt +
1

2
ε2ψxx = V ψ, (2.10)

with potential given by (2.2)-(2.3), here ψ = ψ(t, x). The jump condition is
similar to (2.4), 

[V ]c1 = ∆V, [V ]c2 = −∆V,

[ψ]cs = 0, [ψx]cs = 0, [ψt]cs = 0,

−1
2ε

2 [ψxx]cs + [V ]cs ψ
cs = 0,
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The time grid is
tl = lk, l = 0, 1, · · · , L,

where k = T/L. For n ̸= ms,ms + 1 the solution is smooth in the interval
[xn−1, xn+1], the standard Crank-Nicolson approximation can be used

ψl+1,n − ψl,n

ω
= − 1

2τ2
· 1
2

(
(ψl+1,n−1 − 2ψl+1,n + ψl+1,n+1)

+(ψl,n−1 − 2ψl,n + ψl,n+1)
)
+
V n

2

(
ψl+1,n + ψl,n

)
,

with ω = k
iε . This gives a local truncation error

T l,n =
iε

k
(ψ(tl+1, xn)− ψ(tl, xn)) +

ε2

4h2
(ψ(tl+1, xn−1)− 2ψ(tl+1, xn) + ψ(tl+1, xn+1))

+
ε2

4h2
(ψ(tl, xn−1)− 2ψ(tl, xn) + ψ(tl, xn+1))−

1

2
V (xn) (ψ(tl+1, xn) + ψ(tl, xn))

= O(h2 + k2).

For n = ms or n = ms + 1, the modified approximation is

ψl+1,ms − ψl,ms

ω
=

1

2

(
(γms

1 ψl+1,ms−1 + γms
2 ψl+1,ms + γms

3 ψl+1,ms+1)

+(γms
1 ψl,ms−1 + γms

2 ψl,ms + γms
3 ψl,ms+1)

)
+
V ms

2

(
ψl+1,ms + ψl,ms

)
,

ψl+1,ms+1 − ψl,ms+1

ω
=

1

2

(
(γms+1

1 ψl+1,ms + γms+1
2 ψl+1,ms+1 + γms+1

3 ψl+1,ms+2)

+(γms+1
1 ψl,ms + γms+1

2 ψl,ms+1 + γms+1
3 ψl,ms+2)

)
+
V ms+1

2

(
ψl+1,ms+1 + ψl,ms+1

)
,

where γmi are the solutions of equations (2.6) and (2.8). Then the local
truncations are

T l,ms = O(h+ k2), T l,ms+1 = O(h+ k2).

2.1 A special case for δ-potential

In this subsection, we consider the one dimensional stationary Schrödinger
equation (1.1)-(2.2) with δ-potential

Vd(x) = ∆V δ(x− c1).

Then the jump condition is given by

[φ] = 0,
1

2
ε2 [φx]c1 = ∆V φc1 , [φxx] = 0.
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Using the same idea, we can derive the linear system for the coefficients in
approximation (2.5),

γms
1 + γms

2 + γms
3 (1 + 2ps2τ∆V/ε) = 0,

−(ps1 + 1)γms
1 − ps1γ

ms
2 + ps2γ

ms
3 = 0,

(ps1 + 1)2γms
1 + p2s1γ

ms
2 + p2s2γ

ms
3 = − 1

τ2
,

(2.11)

and in approximation (2.7),
γms+1
1 (1 + 2ps1τ∆V/ε) + γms+1

2 + γms+1
3 = 0,

−ps1γms+1
1 + ps2γ

ms+1
2 + (ps2 + 1) γms+1

3 = 0,

p2s1γ
ms+1
1 + p2s2γ

ms+1
2 + (ps2 + 1)2γms+1

3 = − 1
τ2
.

(2.12)

For eigenvalue problem and dynamic problem, the similar idea has been
discussed with coefficients satisfy (2.11) or (2.12).

3 Two dimensional Schrödinger equation

We now consider the two dimensional stationary Schrödinger equation

−1

2
ε2 (φxx + φyy) + V φ = Eφ, (3.1)

on the computational domain Ω ⊂ R2. The potential V (x) is split into
smooth part Vs(x, y) ∈ C∞(Ω) and the discontinuous part Vd(x, y):

V (x, y) = Vs(x) + Vd(x), (3.2)

Vd(x, y) =

{
∆V, (x, y) ∈ Ωd ⊂ Ω,
0, else.

(3.3)

Assume Ωd is simply connected closed domain and the interface Γd = ∂Ωd

is a smooth curve lying in Ω. Therefore, we can define a smooth indicate
function F(x, y) satisfies

F(x, y) > 0, (x, y) ∈ Ωd \ Γd,

F(x, y) = 0, (x, y) ∈ Γd,

F(x, y) < 0, (x, y) ∈ Ω \ Ωd.

Remark 3.1 The discontinuous potential Vd(x, y) and the domain Ωd can
be easily extended into a general form. We make this assumption to simplify
the explanation and concentrate on the main idea.

Let the computational domain be a square, say [a1, b1] × [a2, b2]. We
would like to compute the numerical solution of φ(x, y) on the uniform grid

xn = nh+ a1, n = 0, 1, · · · , N,
ym = mh+ a2, m = 0, 1, · · · ,M.
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where

h =
b1 − a1
N

=
b2 − a2
M

.

For regular grid points (xn, ym) satisfies

F(xn, ym)F(xn′ , ym′) > 0, ∀(xn′ , ym′) ∈ Sn,m,

Sn,m = {(xn, ym), (xn−1, ym), (xn+1, ym), (xn, ym−1), (xn, ym+1)},

we can use the standard five points approximation

− ε2

2h2
(
φn−1,m + φn,m−1 − 4φn,m + φn+1,m + φn,m+1

)
+V n,mφn,m = Eφn,m,

with a local truncation error

Tn,m = − ε2

2h2
(
φn−1,m + φn,m−1 − 4φn,m + φn+1,m + φn,m+1

)
+(V n,m −E)φn,m = O(h2).

For irregular points, the standard five points are on the different side
of the interface, the related approximation is not valid anymore. To design
a new finite difference scheme, we firstly look for (x0n, y

0
m) on the curve Γd

who is closest to (xn, ym). Taking (x0n, y
0
m) as original point, we construct a

local coordinate(see Figure 1) with the following transformation(
x
y

)
=

(
cos θ − sin θ
sin θ cos θ

)(
ξ
η

)
+

(
x0n
y0m

)
,

where ξ and η are in the directions normal and tangential to the interface at

Figure 1: Interface Γd in 2d domain and the local coordinate (ξ, η).

(x0n, y
0
m) respectively, and θ is the rotation angle. The stationary Schrödinger

equation (3.1) can be rewritten in the local coordinate as

−1

2
ε2 (φξξ + φηη) + V φ = Eφ.
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Then we can give the jump condition at (x0n, y
0
m):{

[V ] = ∆V, [φ] = [φξ] = [φη] = 0
[φξη] = [φηη] = 0, [φξξ] =

2
ε2

[V ]φ,
(3.4)

here [·] represents the jump in a quantity at the point (x0n, y
0
m)

[φ] = φ+ − φ−.

We use the superscripts + or − to denote the limiting values of a function
from one side (in Ωd) or the other (in Ω \Ωd). It is easy to see there are six
constraints, then we need an additional point (x∗n, y

∗
m) to close the system.

We choose

(x∗n, y
∗
m) ∈ Ŝn,m =

{(xn−1, ym−1), (xn−1, ym+1), (xn+1, ym−1), (xn+1, ym+1)}

be the closest point to (x0n, y
0
m). Then we can define

Sn,m
∗ = Sn,m ∪ {(x∗n, y∗m)},

Sn,m
+ = Sn,m

∗ ∩ Ωd, Sn,m
− = Sn,m

∗ ∩ (Ω \ Ωd) .

We give Taylor expansion for (x, y) ∈ S+
n,m

φ(ξ, η) = φ+ + φ+
ξ ξ + φ+

η η +
1

2
φ+
ξξξ

2 + φ+
ξηξη +

1

2
φ+
ηηη

2 +O(h3),

and for (x, y) ∈ S−
n,m

φ(ξ, η) = φ− + φ−
ξ ξ + φ−

η η +
1

2
φ−
ξξξ

2 + φ−
ξηξη +

1

2
φ−
ηηη

2 +O(h3),

here φ,φ±
ξ , φ

±
η , φ

±
ξξ, φ

±
ξη, φ

±
ηη denotes the related limiting values of φ at the

point (x0n, y
0
m). For (xn, ym) ∈ S+

n,m, we have

V (xn, ym)φ(xn, ym) = V +φ+ +O(h),

Eφ(xn, ym) = Eφ+ +O(h),

−1

2
ε2

(
φ+
ξξ + φ+

ηη

)
+ V +φ+ = Eφ+.

We write the modified approximation as∑
s∈Sn,m

+

γn,ms φn,m
s +

∑
s∈Sn,m

−

γn,ms φn,m
s + V n,mφn,m = Eφn,m, (3.5)

to make the equation clear, we drop the index group (n,m) as∑
s∈S+

γsφs +
∑
s∈S−

γsφs + V φ = Eφ,
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then the local truncation is given by

T =
∑
s∈S+

γsφ(xs, ys) +
∑
s∈S−

γsφ(xs, ys) + (V (xn, ym)− E)φ(xn, ym)

=
∑
s∈S+

γs

(
φ+ + φ+

ξ ξs + φ+
η ηs +

1

2
φ+
ξξξ

2
s + φ+

ξηξsηs +
1

2
φ+
ηηη

2
s

)
+

(
V + − E

)
φ+

+
∑
s∈S−

γs

(
φ− + φ−

ξ ξs + φ−
η ηs +

1

2
φ−
ξξξ

2
s + φ−

ξηξsηs +
1

2
φ−
ηηη

2
s

)
+O(h)

=
∑
s∈S+

γs

(
φ+ + φ+

ξ ξs + φ+
η ηs +

1

2
φ+
ξξξ

2
s + φ+

ξηξsηs +
1

2
φ+
ηηη

2
s

)
+

1

2
ε2

(
φ+
ξξ + φ+

ηη

)
+

∑
s∈S−

γs

(
φ+ + φ+

ξ ξs + φ+
η ηs +

1

2

(
φ+
ξξ −

2

ε2
[V ]φ+

)
ξ2s + φ+

ξηξsηs +
1

2
φ+
ηηη

2
s

)
+O(h).

This gives the linear system for the coefficients
∑

s∈S∗
γs − [V ]

ε2

∑
s∈S−

ξ2sγs = 0,
∑

s∈S∗
ξ2sγs = −ε2,∑

s∈S∗
ξsγs = 0,

∑
s∈S∗

ξsηsγs = 0,∑
s∈S∗

γsηs = 0,
∑

s∈S∗
η2sγs = −ε2.

(3.6)

For (xn, ym) ∈ Sn,m
− , we have

V (xn, ym)φ(xn, ym) = V −φ− +O(h),

Eφ(xn, ym) = Eφ− +O(h),

−1

2
ε2

(
φ−
ξξ + φ−

ηη

)
+ V −φ− = Eφ−.

then the coefficients for the modified approximation (3.5) is given by
∑

s∈S∗
γs +

[V ]
ε2

∑
s∈S+

ξ2sγs = 0,
∑

s∈S∗
ξ2sγs = −ε2,∑

s∈S∗
ξsγs = 0,

∑
s∈S∗

ξsηsγs = 0,∑
s∈S∗

ηsγs = 0,
∑

s∈S∗
η2sγs = −ε2,

(3.7)

and the related local truncation error is

T =
∑
s∈S+

γsφ(xs, ys) +
∑
s∈S−

γsφ(xs, ys) + (V (xn, ym)−E)φ(xn, ym)

= O(h).

Remark 3.2 As discussed in [17], the irregular points, which are adjacent
to the curve Γd, form a lower-dimensional set. Their O(h) local truncation
error is sufficient to ensure the numerical solution converge at least second
order, just as in one dimension.
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For two dimensional eigenvalue problem of Schrödinger equation

−1

2
ε2 (ϕxx + ϕyy) + V ϕ = Eϕ, (3.8)

the potential is given by (3.2)-(3.3), we have same jump condition as (3.4).
The numerical solution satisfies

− ε2

2h2
(
ϕn−1,m + ϕn,m−1 − 4ϕn,m + ϕn+1,m + ϕn,m+1

)
+ V n,mϕn,m = Eϕn,m,

for regular points, and∑
s∈Sn,m

+

γn,ms ϕn,ms +
∑

s∈Sn,m
−

γn,ms ϕn,ms + V n,mϕn,m = Eϕn,m,

for irregular points, where γn,ms are the solutions of equation (3.6) or (3.7).

At last, we consider the two dimensional dynamic Schrödinger equation

iεψt +
1

2
ε2 (ψxx + ψyy) = V ψ, (3.9)

with potential given by (3.2)-(3.3), here ψ = ψ(t, x, y). The jump condition
is similar to (3.4),{

[V ] = ∆V, [φ] = [φt] = [φξ] = [φη] = 0
[φξη] = [φηη] = 0, [φξξ] =

2
ε2

[V ]φ,

The time grid is
tl = lk, l = 0, 1, · · · , L,

where k = T/L. For regular points, the standard Crank-Nicolson approxi-
mation can be used

iε

∆t

(
ψl+1,n,m − ψl,n,m

)
= − ε2

4h2

(
ψl+1,n−1,m + ψl+1,n,m−1 − 4ψl+1,n,m + ψl+1,n+1,m + ψl+1,n,m+1

)
− ε2

4h2

(
ψl,n−1,m + ψl,n,m−1 − 4ψl,n,m + ψl,n+1,m + ψl,n,m+1

)
+
V n,m

2

(
ψl+1,n,m + ψl,n,m

)
,

this gives a local truncation error

T l,n,m = O(h2 + k2).

For irregular points, the modified approximation is

iε

∆t

(
ψl+1,n,m − ψl,n,m

)
− V n,m

2

(
ψl+1,n,m + ψl,n,m

)
= −1

2

( ∑
s∈Sn,m

+

γn,ms

(
ψl+1,n,m
s + ψl,n,m

s

)
+

∑
s∈Sn,m

−

γn,ms

(
ψl+1,n,m
s + ψl,n,m

s

) )
,

where γn,ms are the solutions of equation (3.6) or (3.7). Then the local
truncation error is

T l,n,m = O(h+ k2).
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h 1
200

1
400

1
800

1
1600

E = 0.5 1.44× 10−3 3.86× 10−4 7.57× 10−5 1.76× 10−5

E = 1.0 4.73× 10−3 1.18× 10−3 2.88× 10−4 5.73× 10−5

E = 1.5 8.72× 10−3 2.17× 10−3 5.12× 10−4 1.03× 10−4

Table 1: Example 1-1, the l∞ errors of φ(x) for different energy E and mesh
size h.

−1 0 1

0

0.5

1

1.5

2

E=0.5

−1 0 1

0

0.5

1

1.5

2

E=1.0

−1 0 1

0

0.5

1

1.5

2

E=1.5

Figure 2: Example 1-1, The wave amplitude |φ(x)|(blue solid line) for dif-
ferent energy E, the red dash-dot line are the potential.

4 Numerical examples

In this section, we will present a few examples to test the order of accuracy
for the numerical scheme. In all the examples, the ‘exact’ Schrödinger so-
lution is obtained by using standard finite difference approximation with a
very fine mesh size and a very small time step.

Example 1. We consider one dimensional Schrödinger equation with the
following parameters

a = −1, b = 1, c1 = −
√
2
4 , c2 =

√
2
4 ,

∆V = 1, Vs(x) = 0.1 sinπx.

(1) For stationary Schrödinger equation (2.1) with transparent boundary
condition

εφx(a) + i
√

2(E − V (a))φ(a) = 2i
√

2(E − V (a)),

εφx(b)− i
√

2(E − V (b)))φ(b) = 0,
(4.1)

here ε = 0.1, we output the l∞ errors of wave function for different energy
E and mesh size h in Table 1. In Figure 2, the wave amplitude |φ(x)| are
plotted versus different energy E.

(2) For eigenvalue problem of Schrödinger equation (2.9) with periodic
boundary condition(pbc)

ϕ(x+ (b− a)) = ϕ(x),

12



h 1
200

1
400

1
800

1
1600

pbc 1.92× 10−3 4.82× 10−4 1.09× 10−4 2.26× 10−5

rbc 1.97× 10−3 4.95× 10−4 1.12× 10−4 2.32× 10−5

Table 2: Example 1-2, the l∞ errors of ϕ(x) for different mesh size h.
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−1

0
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E=−0.02
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0
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−1 0 1
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0
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−1 0 1

−1

0
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−1 0 1

−1

0

1

E=0.59

−1 0 1

−1

0

1

E=0.82

−1 0 1

−1

0

1

E=1.02

−1 0 1

−1

0

1

E=1.19

−1 0 1

−1

0

1

E=1.28

−1 0 1

−1

0

1

E=1.61

(a) Periodic boundary condition

−1 0 1
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E=0.01
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E=0.18

−1 0 1

−1

0

1

E=0.30

−1 0 1

−1

0

1

E=0.45

−1 0 1

−1

0

1

E=0.75

−1 0 1

−1

0

1

E=0.89

−1 0 1

−1

0

1

E=1.08

−1 0 1

−1

0

1

E=1.27

−1 0 1

−1

0

1

E=1.43

−1 0 1

−1

0

1

E=1.61

(b) Reflection boundary condition

Figure 3: Example 1-2, The wave function of first ten eigenvectors ϕ(x).

or reflection boundary condition(rbc)

ϕ(a) = ϕ(b) = 0,

here ε = 0.1, we output the l∞ errors of the first ten eigenvectors for different
mesh size h in Table 2. In Figure 3, the wave function of first ten eigenvectors
ϕ(x) are plotted.

(3) For dynamic Schrödinger equation (2.10) with periodic boundary
condition(pbc)

ψ(t, x+ (b− a)) = ψ(t, x),

or reflection boundary condition(rbc)

ψ(t, a) = ψ(t, b) = 0,

here ε = 0.02, Tf = 0.54, and the initial data is given by

ψ0(x) = e−400(x+0.6)2ei(x+1)/ε,
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(a) Periodic boundary condition
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1

t=0.00

−1 −0.5 0 0.5 1

0

0.2

0.4

0.6

0.8

1

t=0.54

(b) Reflection boundary condition

Figure 4: Example 1-3, The initial and final wave amplitude |ψ(t, x)|.

h 1
1000

1
2000

1
4000

1
8000

pbc 9.23× 10−4 2.34× 10−4 5.58× 10−5 1.11× 10−5

rbc 1.52× 10−3 3.90× 10−4 9.15× 10−5 1.79× 10−5

Table 3: Example 1-3, the l∞ errors of ψ(t, x) for different mesh size h.

we out the the l∞ errors of the wave function for different mesh size h at
time t = Tf in Table 3. In Figure 4, the wave amplitude |ψ(t, x)| are plotted.
From all these data, we can observe that the numerical solutions converge
at second order.

Example 2. We consider one dimensional Schrödinger equation on the
computational domain [−1, 1] with δ-potential

V (x) = 2(x−
√
3

20
)2 − 1 +

1

10
δ(x−

√
3

20
).

(1) For stationary Schrödinger equation (2.1) with transparent boundary
condition (4.1), here ε = 0.1, we output the l∞ errors of wave function for
different mesh size h in Table 4. In Figure 5, the real and imaginary part of
wave function φ(x) are plotted.

(2) For eigenvalue problem of Schrödinger equation (2.9) with reflection
boundary condition, here ε = 0.1, we output the l∞ errors of the first six
eigenvectors for different mesh size h in Table 5. In Figure 6, the wave
function of first six eigenvectors ϕ(x) are plotted.
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h 1
200

1
400

1
800

1
1600

E = 1.5 9.33× 10−3 2.31× 10−3 5.47× 10−4 1.11× 10−4

Table 4: Example 2-1, the l∞ errors of φ(x) for different mesh size h.

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1

−1

−0.5

0

0.5

1

1.5
E=1.5

Figure 5: Example 2-1, The real part(blue solid line) and imaginary
part(green solid line) of wave function φ(x) for energy E = 1.5, the red
dash-dot line are the potential.

h 1
200

1
400

1
800

1
1600

rbc 2.00× 10−3 5.00× 10−4 1.18× 10−4 2.45× 10−5

Table 5: Example 2-2, the l∞ errors of ϕ(x) for different mesh size h.

−1 0 1
−1.5

−1

−0.5

0

0.5

1

1.5
E=−0.78

−1 0 1
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0

0.5

1
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E=−0.70

−1 0 1
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−1

−0.5

0

0.5

1

1.5
E=−0.41

−1 0 1
−1.5

−1

−0.5

0

0.5

1

1.5
E=−0.30

−1 0 1
−1.5

−1

−0.5

0

0.5

1

1.5
E=−0.02

−1 0 1
−1.5

−1

−0.5

0

0.5

1

1.5
E=0.10

Figure 6: Example 2-2, The wave function of first six eigenvectors ϕ(x).
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h 1
1000

1
2000

1
4000

1
8000

pbc 4.65× 10−2 1.11× 10−2 2.61× 10−3 5.21× 10−4

Table 6: Example 2-3, the l∞ errors of ψ(t, x) for different mesh size h.

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

1.5
t=0.00

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

1.5
t=0.23

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

1.5
t=0.27

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

1.5
t=0.54

Figure 7: Example 2-3, The wave amplitude |ψ(t, x)| at different time.

(3) For dynamic Schrödinger equation (2.10) with periodic boundary
condition, here ε = 0.01, Tf = 0.54, and the initial data is given by

ψ0(x) = e−400(x+0.4)2e2i(x+1)/ε,

we out the the l∞ errors of the wave function for different mesh size h at time
t = Tf in Table 6. In Figure 7, the wave amplitude |ψ(t, x)| are plotted at
time t = 0, 0.23, 0.27, 0.54. From which, we can draw the same conclusion
as in Example 1.

Example 3. We consider two dimensional Schrödinger equation on the
computational domain Ω = [−0.5, 1]× [−0.5, 0.5] with potential

V (x, y) =

{
0.3, (x− 0.5)2 + y2 < 0.093,
0, else.

(1) For stationary Schrödinger equation (3.1) with boundary condition

φ(x,±0.5) = 0,

ε∂xφ(−0.5, y) =
∑

E>Ek

i
√

2(E − Ek)(2ak − φl
k)χk(y) +

∑
E≤Ek

√
2(Ek −E)φl

kχk(y),

ε∂xφ(1, y) =
∑

E>Ek

i
√

2(E − Ek)φ
r
kχk(y)−

∑
E≤Ek

√
2(Ek − E)φr

kχk(y),
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k 1 2 3 4 5 6
Ek 0.049 0.197 0.444 0.790 1.234 1.777

Table 7: Example 3-1, the first six eigenvalues of (4.2).

h 1
40

1
80

1
160

E = 0.2 3.88× 10−2 9.04× 10−3 1.79× 10−3

E = 0.4 3.42× 10−2 8.29× 10−3 1.69× 10−3

E = 0.6 5.23× 10−2 1.26× 10−2 2.53× 10−3

Table 8: Example 3-1, the l∞ errors of |φ(x, y)| for different energy E and
mesh size h.

here (Ek, χk(y)) are solutions of the eigenvalue problem{
−1

2ε
2∂yyχ(y) = Eχ(y),

χ(±0.5) = 0, ⟨χ(y), χ(y)⟩ = 1,
(4.2)

and

φ(−0.5, y) =

∞∑
k=1

φl
kχk(y), with φl

k = ⟨φ(−0.5, y), χk(y)⟩,

φ(1, y) =
∞∑
k=1

φr
kχk(y), with φr

k = ⟨φ(1, y), χk(y)⟩.

The re-scaled Planck constant is ε = 0.1. In Table 7, we present first six
eigenvalues of (4.2). From which, we can believe that the truncation of
infinite series for the boundary condition is accurate enough at K = 6 when
E ≤ 0.7. The coefficients of incoming wave ak are given by

ak =

{
1, k = 1, 2,
0, else.

We output the l∞ errors of wave amplitude for different energy E and mesh
size h in Table 8. In Figure 8, the wave amplitude |φ(x, y)| are plotted
versus different energy E.

(2) For eigenvalue problem of Schrödinger equation (3.8) with boundary
condition,

ϕ(x,±0.5) = 0,

ϕ(x+ 1.5, y) = ϕ(x, y),

here ε = 0.1, we output the l∞ errors of the first six eigenvalues and eigen-
vectors for different mesh size h in Table 9. In Figure 9, the wave amplitude
of first six eigenvectors |ϕ(x, y)| are plotted.
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Figure 8: Example 3-1, The wave amplitude |φ(x, y)| for different energy E.

h 1
40

1
80

1
160

l∞ error of E 5.45× 10−4 1.28× 10−4 2.57× 10−5

l∞ error of |ϕ(x)| 6.70× 10−2 1.65× 10−2 4.02× 10−3

Table 9: Example 3-2, the l∞ errors of E and |ϕ(x, y)| for different mesh
size h.

E=0.08
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−0.5

0
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E=0.22

−0.5 0 0.5
−0.5

0

0.5

E=0.27

−0.5 0 0.5
−0.5

0

0.5
E=0.31

−0.5 0 0.5
−0.5

0

0.5
E=0.37

−0.5 0 0.5
−0.5

0

0.5

Figure 9: Example 3-2, The wave amplitude of first six eigenvectors |ϕ(x, y)|.
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h 1
40

1
80

1
160

l∞ error 1.19× 10−1 2.90× 10−2 6.79× 10−3

Table 10: Example 3-3, the l∞ errors of |ψ(t, x, y)| for different mesh size h.

Figure 10: Example 3-3, The wave amplitude of |ψ(t, x, y)|.

(3) For dynamic Schrödinger equation (3.9) with boundary condition,

ψ(t, x,±0.5) = 0,

ψ(t, x+ 1.5, y) = ψ(x, y),

here ε = 0.05, Tf = 0.6, and the initial data is given by

ψ0(x, y) = e−40((x+0.05)2+y2)e1.2i(x+1)/ε,

we out the the l∞ errors of the wave amplitude for different mesh size h at
time t = Tf in Table 10. In Figure 10, the wave amplitude |ψ(t, x, y)| are
plotted at time t = 0.15, 0.3, 0.45, 0.6. From which, we can draw the same
conclusion as in Example 1.

5 Conclusion

Since the discontinuous potential would effect the continuity of wave func-
tion’s derivatives, the standard numerical methods for Schrödinger equation
with discontinuous potential give low accuracy. On the other hand, the
Schrödinger equation with discontinuous potential is a basic model in many
practical applications, a high order numerical method is required. For this
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reason, we modify the famous immersed interface method to give a second
order convergence scheme for the Schrödinger equation with discontinuous
potential. By serval numerical examples, we verify this method.

The issue of computing dynamic Schrödinger equation with discontinu-
ous potential in the semiclassical regime is itself an interesting topic which
will be studied in a forthcoming paper [35]. Another interesting problem
is how to modify the immersed interface method so that the mass and en-
ergy conservation can be preserved in computing the dynamic Schrödinger
equation with discontinuous potential. This topic is still under investigation.
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