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Abstract. In this paper, we propose a new entropy satisfying finite volume method to solve the Fokker-

Planck equation of FENE dumbbell model for polymers, subject to homogeneous fluids. Both semi-discrete
and fully discrete schemes satisfy all three desired properties: i) mass conservation, ii) positivity preserving,

and iii) entropy satisfying. These ensure that the computed solution is a probability density, and converges

to equilibrium as time evolves. Zero-flux at boundary is naturally incorporated, and boundary behavior is
resolved sharply. Both one and two-dimensional numerical results are provided to demonstrate the good

qualities of the scheme, as well as effects of some canonical homogeneous flows.

1. Introduction

Dumbbell models with finitely extensible nonlinear elastic (FENE) spring forces are now widely used in
numerical flow calculations to capture nonlinear rheological phenomena, both in the classical approach via a
closed constitutive equation, and in a modern approach in which the polymeric stress tensor is computed via
Brownian dynamics (BD) simulations [5, 16]. For the dumbbell model the configuration probability density
function (pdf) yields information on the probability of finding a dumbbell with a given configuration at a
particular material point, hence solving the Fokker-Planck equation directly is desirable, as long as it is
feasible [22].

The original empirical FENE spring potential

(1.1) Ψ(m) = −Hb
2

log

(
1− |m|

2

b

)
,

was first proposed by Warner [24], where H is the spring constant, m is the d−dimensional connector vector

of the beads with m ∈ B := B(0,
√
b), a ball in Rd with radius

√
b denoting the maximum spring extension.

It exhibits, for small extensions, the expected linear behavior and a finite length b in the limit of an infinite
force.

This paper is concerned with the numerical solution of the Fokker-Planck equation of the FENE dumbbell
model for the pdf f = f(x,m, t),

∂tf + (v · ∇x)f +∇m · (∇xvmf) =
2

ζ
∇m · (∇mΨ(m)f) +

2kBT

ζ
∆mf,(1.2)

where x ∈ Rd is the macroscopic Eulerian coordinate, and v(x, t), the fluid velocity, is usually governed by the
incompressible Navier-Stokes equation, ζ is the friction coefficient of the dumbbell beads, T is the absolute
temperature, and kB is the Boltzmann constant. We refer to Chaps 11 and 13 of [4] for a comprehensive
survey of the physical background, and [8] for some augmented models with inertial forces.

Throughout this paper we consider only homogeneous flows. Therefore the velocity field of the fluid can
be written as v = Kx, where K = ∇v is independent of the position vector x in the fluid and has zero trace
since we assume the fluid to be incompressible. Let the flow map be defined as

∂tX(y; t) = v(X(y; t), t), X(y; 0) = y.
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Along the flow map, with a suitable scaling, we arrive at the following equation for f(m, t) := f(X(y; t),m, t)
for each fixed y,

∂tf =
1

2
∇m ·

[
∇mf +

(
bm

b− |m|2
− 2Km

)
f

]
, m ∈ B,(1.3a)

f(m, 0) = f0(m), m ∈ B(1.3b)

f = o(b− |m|2), on ∂B.(1.3c)

We remark that numerically one can also use operator splitting with respect to (m, t), and (x, t) through
solving another transport equation, ∂tf +∇ · (vf) = 0. See [6, 7]. Boundary requirement (1.3c) is imposed
to ensure the existence and uniqueness of the weak solution to (1.3) (see [18]).

The singularity of the Fokker-Planck equation near |m| =
√
b makes the boundary issue rather subtle

[17], and presents numerous challenges, both analytically and numerically. The regime of physical interest
is b > 2, for which the boundary requirement (1.3c) was shown to be a sharp requirement for the solution to
remain a probability density [18]. Moreover, this condition is equivalent to the zero flux boundary condition
for b > 2 as shown in [18],

(1.4)

[
∇mf +

(
bm

b− |m|2
− 2Km

)
f

]
·m = 0, m ∈ ∂B.

For theoretical results concerning the existence of solutions of the coupled system we refer to [19, 20]. We
are interested in the probability density, which is the practically relevant solution [19].

For some special configuration solutions with small flow rates, the use of moment closure approximations
has been investigated by several authors, see e.g. [9, 11, 12, 25]. Most numerical methods developed for
the Fokker-Planck equation have been based on the form of (1.3a); see, for example, [1, 2, 10, 24]. Some
elaborate numerical algorithms based on spectral methods were recently developed for the Fokker-Planck
equation of FENE model in [6, 7, 15]. A spectral Galerkin approximation was further introduced in [14]
based on a weighted weak formulation for f(b−|m|2)−b/4. An improved weighted formulation was proposed
in [23] in terms of f(b − |m|2)−s/2 for 1 < s ≤ b, leading to a different spectral-Galerkin algorithm. The
methods in [14, 23] have provable stability results for certain weighted integrable initial data. However,
positivity of the numerical solution is not guaranteed. It is, therefore, desirable to design a method which
preserves three important properties of the pdf, that is constant integral (mass conservation), positivity
preserving and entropy satisfying. In this paper, we develop such a method.

A key quantity in the design of our numerical method is the relative entropy. To illustrate the idea,
we reformulate the Fokker-Planck equation (1.3a). If K is normal, it can be verified that the equilibrium
solution can be determined explicitly as

(1.5) M = (b− |m|2)b/2 exp(mTKsm),

where Ks is the symmetric part of K. Let Ka be the asymmetric part of K, then the Fokker-Planck equation
can be rewritten as

(1.6) ∂tf =
1

2
∇m · (M∇mg − 2Kamf) , f = gM.

Using the zero flux boundary condition (1.4), it can be shown that the relative entropy

E(t) :=

∫
B

f2

M
dm =

∫
B

g2Mdm,

satisfies the following inequality

E(t) +

∫ t

0

∫
B

M |∇mg|2dmdτ ≤ E(0), ∀t > 0.

This ensures that the relative entropy is decreasing in time, and as time evolves the entropy dissipation will
drive the solution towards the equilibrium, i.e.,

lim
t→∞

f(t,m) = CM(m),

for some C > 0. We refer to [13] for rigorous analysis of long-time asymptotics of the FENE model, and [3]
for entropy methods to study rate of convergence to equilibrium for Fokker-Planck type equations. As the
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first step, we shall design a finite volume scheme based on (1.6), and show the stability property in terms of
the relative entropy.

This paper is organized as follows: in Section 2, we describe the formulation of our scheme for the one
dimensional case. Theoretical analysis for both semi-discrete and full discrete schemes is provided. In
Section 3, we generalize the scheme to two space dimensions. Implementation strategies are discussed in
Section 4. Numerical results of both one and two dimensions are presented in Section 5. Finally, in Section
6, concluding remarks are given.

2. 1-D Fokker-Planck Equation

We begin by looking at the Fokker-Planck problem in one dimensional space with K = 0 and B =
(−
√
b,
√
b),

∂tf =
1

2
∂2
mf +

1

2
∂m

(
bm

b−m2
f

)
, m ∈ B, t > 0,(2.1a)

f(m, 0) = f0(m), m ∈ B,(2.1b)

∂mf +
bm

b−m2
f |m=±

√
b = 0, t > 0.(2.1c)

The associated equilibrium solution reduces to

M(m) = (b−m2)
b
2 , m ∈ B,

and (2.1a) becomes

(2.2) ∂tf =
1

2
∂m (M∂mg) , where g = f

M .

2.1. Semi-discrete scheme. Given a positive integer N , we partition the domain (−
√
b,
√
b) by defining

the uniform mesh size h = 2
√
b

N , and the cell center at

mj = −
√
b+ (j − 1

2
)h, 1 ≤ j ≤ N.

Notice that at two end points, M(m 1
2
) = M(mN+ 1

2
) = 0, and M(mj+ 1

2
) > 0 for 1 ≤ j ≤ N − 1. On each

computational cell Ij = [mj− 1
2
,mj+ 1

2
], we define the cell average of f as

f̄j(t) =
1

h

∫
Ij

f(m, t) dm.

Integration of (2.2) on Ij yields

d

dt
f̄j =

1

2h

∫
Ij

∂m (M∂mg) dm =
1

2h
M∂mg

∣∣∣mj+1
2

m
j− 1

2

.

Based on this formulation we derive a finite volume scheme to compute {fj} which approximates {f̄j} by
taking the numerical flux

(2.3) Jj+ 1
2

= M̂∂mg = Mj+ 1
2

1

h
(gj+1 − gj) for j = 1, . . . , N − 1

with Mj+ 1
2

:= M(mj+ 1
2
), gj(t) =

fj(t)
Mj

. We also set

(2.4) J 1
2

= JN+ 1
2

= 0

to incorporate the zero flux at the boundary.
Then we obtain a semi-discrete scheme

d

dt
f1 =

1

2h
J 3

2
,

d

dt
fj =

1

2h
(Jj+ 1

2
− Jj− 1

2
), 2 ≤ j ≤ N − 1,(2.5)

d

dt
fN = − 1

2h
JN− 1

2
,
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subject to the initial data

fj(0) =
1

h

∫
Ij

f0(m) dm, j = 1, . . . , N.

Theorem 2.1. The semi-discrete scheme (2.5) satisfies the following properties:

(1) Conservation of mass:
N∑
j=1

fj(t)h =
N∑
j=1

fj(0)h =
∫
B
f0(m) dm, ∀t > 0.

(2) Positivity preserving: for any t > 0, fj(t) ≥ 0 if fj(0) ≥ 0.

(3) The relative entropy E(t) =
N∑
j=1

f2
j

Mj
h is non-increasing in time, with

d

dt
E(t) = −

N−1∑
j=1

hJ2
j+ 1

2

Mj+ 1
2

≤ 0.

Proof. (1) Summing all equations in (2.5), we have

d

dt

N∑
j=1

fj(t) =
N∑
j=1

d

dt
fj(t) = 0.

So
N∑
j=1

fj(t)h =

N∑
j=1

fj(0)h =

∫
B

f0(m) dm.

(2) Since Mj is independent of t, we have d
dtfj = Mj

d
dtgj . The scheme (2.5) can be rewritten as

d

dt
g1 =

1

2h2M1
M 3

2
(g2 − g1),

d

dt
gj =

1

2h2Mj
[Mj+ 1

2
(gj+1 − gj)−Mj− 1

2
(gj − gj−1)], 2 ≤ j ≤ N − 1,(2.6)

d

dt
gN = − 1

2h2MN
MN− 1

2
(gN − gN−1).

From (1), we see that
N∑
j=1

Mjgj(t) =

N∑
j=1

fj(0), ∀t > 0.

Then all the trajectories of (2.6) remain on this hyperplane. We define a closed set on this hyperplane by

Σ =

~g : gj ≥ 0, j = 1, . . . , N, and

N∑
j=1

Mjgj =

N∑
j=1

fj(0)

 .

Let ~F (~g) be the vector field defined by the right hand side of (2.6), then

d

dt
~g =

1

2
~F (~g).

It suffices to show that Σ is an invariant region of this system. This is indeed the case, if the vector field
~F (~g) points strictly into Σ on the boundary ∂Σ, i.e., for any outward normal vector ~n on any part of ∂Σ,

~F (~g) · ~n < 0.

From (2.6), it follows that

~F (~g) · ~n =

N−1∑
j=1

nj
h2Mj

Mj+ 1
2
(gj+1 − gj)−

N∑
j=2

nj
h2Mj

Mj− 1
2
(gj − gj−1),

=− 1

h2

N−1∑
j=1

(
nj+1

Mj+1
− nj
Mj

)
Mj+ 1

2
(gj+1 − gj).(2.7)
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For each ~g ∈ Σ, we define the set of indices S such that

S = {1 ≤ j ≤ N : gj = 0},

which implies that S 6= ∅ for any ~gb ∈ ∂Σ. Then the outward normal vectors ~n at ~gb are of the form

~n = (n1, . . . , nN )T with nj =

{
−αj , if j ∈ S,
Mj , if j /∈ S.

Furthermore, there exists a positive real number γ such that ~gb − γ~n is in the interior of Σ, which implies
that

αj > 0, j ∈ S,
and

N∑
j=1

Mjnj = 0, i.e.,
∑
j∈S

Mjαj =
∑
j /∈S

M2
j .

Now we look back at (2.7). Note that if j, j + 1 ∈ S, then gj = gj+1 = 0; if j, j + 1 /∈ S, then
nj+1

Mj+1
− nj

Mj
=

1 − 1 = 0. Therefore the nonzero terms in (2.7) are only those with j ∈ S, j + 1 /∈ S or j /∈ S, j + 1 ∈ S.
Hence

~F (~g) · ~n =− 1

h2

 ∑
j∈S
j+1/∈S

+
∑
j /∈S
j+1∈S

( nj+1

Mj+1
− nj
Mj

)
Mj+ 1

2
(gj+1 − gj)

=− 1

h2

∑
j∈S
j+1/∈S

(
1 +

αj
Mj

)
Mj+ 1

2
gj+1 −

1

h2

∑
j /∈S
j+1∈S

(
1 +

αj+1

Mj+1

)
Mj+ 1

2
gj < 0.

This leads to the conclusion that gj(t) ≥ 0 as long as gj(0) ∈ Σ.
(3) We now show that the relative entropy E(t) is non-increasing. In fact,

d

dt

N∑
j=1

f2
j

Mj
h = 2

N∑
j=1

fj
Mj

d

dt
fjh =

N∑
j=1

gj(Jj+ 1
2
− Jj− 1

2
)

= −
N−1∑
j=1

(gj+1 − gj) Jj+ 1
2

= −
N−1∑
j=1

hJ2
j+ 1

2

Mj+ 1
2

≤ 0.

�

We may also examine the large time behavior of t→ ~g(t). Both positivity ~g(t) > 0 and the constraint

N∑
j=1

gj(t)Mjh =

∫
B

f0(m) dm

together ensure that ~g(t) will remain bounded for all time. Since (2.6) is an autonomous system, what
happens as t → ∞ is simple to describe: for any bounded solution, limt→∞ ~g(t) becomes the equilibrium

solution for every N with ~F (~geq) = 0. By verification, the only equilibrium solution to (2.6) is ~geq =
C(1, · · · , 1)>. This leads to the following result.

Theorem 2.2. Consider the semi-discrete scheme (2.5) subject to the initial data fj(0) > 0 with
∑N
j=1 fj(0)h =∫

B
f0(m) dm, then

[f1, f2, · · · , fN ]> → C[M1, · · ·MN ], t→∞,
where

C =

∫
B
f0(m) dm∑N
j=1Mjh

.
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2.2. Fully discrete scheme. Let the time step be denoted by k, and the mesh ratio λ = k
2h2 . We apply

the backward Euler method to the semi-discrete scheme (2.5) to get

fn+1
1 = fn1 + λM 3

2

(
gn+1

2 − gn+1
1

)
,

fn+1
j = fnj + λ

[
Mj+ 1

2

(
gn+1
j+1 − g

n+1
j

)
−Mj− 1

2

(
gn+1
j − gn+1

j−1

)]
, 2 ≤ j ≤ N − 1,(2.8)

fn+1
N = fnN − λMN− 1

2

(
gn+1
N − gn+1

N−1

)
.

Given {fnj }, {f
n+1
j } can be obtained from fn+1

j = Mjg
n+1
j where {gn+1

j } solves the following linear system:

(M1 + λM 3
2
)gn+1

1 − λM 3
2
gn+1

2 = fn1 ,

−λMj− 1
2
gn+1
j−1 + [Mj + λ(Mj+ 1

2
+Mj− 1

2
)]gn+1

j − λMj+ 1
2
gn+1
j+1 = fnj , 2 ≤ j ≤ N − 1,(2.9)

−λMN− 1
2
gn+1
N−1 + (MN + λMN− 1

2
)gn+1
N = fnN .

Theorem 2.3. The fully discrete scheme (2.8) has a unique solution {fnj }. Moreover, the solution satisfies
the following properties:

(1) Conservation of mass:
N∑
j=1

fn+1
j h =

N∑
j=1

fnj h.

(2) Positivity. If fnj ≥ 0, then fn+1
j ≥ 0.

(3) The relative entropy

En =

N∑
j=1

(fnj )2

Mj
h

is nonincreasing. More precisely,

(2.10) En+1 = En − kh
N−1∑
j=1

(Jn+1
j+ 1

2

)2

Mj+ 1
2

−
N∑
j=1

(fn+1
j − fnj )2

Mj
h.

Proof. First of all, we show the existence of a solution to (2.8). (2.9) is a linear system of A~gn+1 = ~fn,
where

~gn+1 = (gn+1
1 , . . . , gn+1

N )T , ~fn = (fn1 , . . . , f
n
N )T .

From the fact that A is a strictly diagonally dominant matrix, it follows that there is a unique solution

~gn+1 = A−1 ~fn for any ~fn.
(1) Summing up the N equations in (2.8) gives

N∑
j=1

fn+1
j h =

N∑
j=1

fnj h.

(2) Since Mj > 0, 1 ≤ j ≤ N , we only need to prove that gn+1
j ≥ 0,∀j. It suffices to show that

min
1≤j≤N

gn+1
j = gn+1

i ≥ 0. We only show the case 2 ≤ i ≤ N − 1, as the cases i = 1 and i = N are similar and

simpler,

fni = −λMi− 1
2
gn+1
i−1 + [Mi + λ(Mi+ 1

2
+Mi− 1

2
)]gn+1

i − λMi+ 1
2
gn+1
i+1

≤ −λMi− 1
2
gn+1
i + [Mi + λ(Mi+ 1

2
+Mi− 1

2
)]gn+1

i − λMi+ 1
2
gn+1
i

= Mig
n+1
i .

Hence, gn+1
i ≥M−1

i fni ≥ 0.
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(3)As for the relative entropy, we calculate

N∑
j=1

[
(fn+1
j )2

Mj
−

(fnj )2

Mj

]
=

N∑
j=1

(2fn+1
j + fnj − f

n+1
j )(fn+1

j − fnj )

Mj

=
k

h

N∑
j=1

gn+1
j (Jn+1

j+ 1
2

− Jn+1
j− 1

2

)−
N∑
j=1

(fn+1
j − fnj )2

Mj

= −k
N−1∑
j=1

(Jn+1
j+ 1

2

)2

Mj+ 1
2

−
N∑
j=1

(fn+1
j − fnj )2

Mj
≤ 0.

Therefore

En+1 = En − kh
N−1∑
j=1

(Jn+1
j+ 1

2

)2

Mj+ 1
2

−
N∑
j=1

(fn+1
j − fnj )2

Mj
h,

which implies that the relative entropy is nonincreasing. �

Remark 2.1. The entropy dissipation relation (2.10) ensures that the fully discrete scheme (2.8) captures
the equilibrium solution. In fact, when relative entropy becomes steady so that En = En+1, then

Jn+1
j+1/2 = 0, fn+1

j − fnj = 0,

which together imply that fnj = CMj .

3. Extension to the multi-dimensional FENE Model

3.1. Reformulation. Let the matrix K be decomposed into a sum of a symmetric part and an asymmetric
part, i.e.,

K = Ks +Ka.
Define M(m) as

(3.1) M(m) = (b− |m|2)
b
2 em

TKsm,

and g(m, t) = f(m,t)
M(m) , then the Fokker-Planck equation (1.3a) can be rewritten as

(3.2) ∂tf =
1

2
∇m · (M∇mg − 2Kamf).

Lemma 3.1. Let f be the solution to (3.2). If K is normal, then M(m) is the equilibrium solution to (
3.2). Moreover, the relative entropy E =

∫
B
g2Mdm satisfies

(3.3)
d

dt
E(t) +

∫
B

M |∇mg|2dm = 0.

Proof. Using zero flux condition in the evolution of E we find that

d

dt
E =

∫
B

2g∂tfdm

=

∫
B

g∇m · [M∇mg − 2Kamf ] dm

= −
∫
B

M |∇mg|2 dm+ 2

∫
B

∇mg · Kamfdm.

Let Br be a ball with radius r <
√
b, then using integration by parts we obtain

2

∫
Br

∇mg · Kamfdm =

∫
Br

∇mg2 · KamMdm

=

∫
∂Br

g2MKam · m
|m|

dS −
∫
Br

g2∇m · (KamM)dm

=

∫
Br

g2Kam · ∇mMdm,
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which, in virtue of ∇mM = (2Ksm− bm
b−|m|2 )M , reduces to∫

Br

Mg2m>KsKamdm =
1

4

∫
Br

Mg2m>(K>K −KK>)mdm.

This vanishes if K is normal. Let r →
√
b we obtain∫
B

∇mg · Kamfdm = 0,

hence the desired estimate (3.3) follows. �

Remark 3.1. If K is not normal, the above estimate can still be obtained if we replace M by the equilibrium
solution. But in such a case, an explicit expression of the equilibrium solution is not available. With M
defined above, we will have

0 6= 2

∫
B

∇mg · Kamfdm ≤
1

2

∫
B

M |∇mg|2dm+ 2a2b

∫
B

Mg2dm.

Hence
d

dt
E +

1

2

∫
B

M |∇mg|2dm ≤ 2a2bE,

leading to

E(t) ≤ e2a2btE(0), for t > 0.

In such a case, E is no longer decreasing, though still bounded in finite time.

In the discretization to follow, we shall focus only on the two-dimensional case, for which K has the
following form,

K =

(
k11 k12

k21 −k11

)
,

with

Ka =

(
0 k12−k21

2

−k12−k212 0

)
= a

(
0 1
−1 0

)
with a =

k12 − k21

2
,

and

Ks =

(
k11

k12+k21
2

k12+k21
2 −k11

)
.

3.2. Discretization in m ∈ B. The domain B can be represented by [0,
√
b)×[0, 2π] in the polar coordinate

system. Partition B into uniform rectangles

Kij = {(r, θ); ri− 1
2
≤ r ≤ ri+ 1

2
, θj− 1

2
≤ θ ≤ θj+ 1

2
}, 1 ≤ i ≤ P, 1 ≤ j ≤ Q,

where

ri+ 1
2

= i4r, θj+ 1
2

= j4θ,

with steps of radius and angle

4r =

√
b

P
, 4θ =

2π

Q
.

Let the cell average of f on Kij be defined by

f̄ij =
1

|Kij |

∫
Kij

f(m, t) dm,

where |Kij | = ∆θ∆rri is the area of cell Kij . Integrate (3.2) over Kij on both sides,

d

dt
f̄ij =

1

2|Kij |

∫
Kij

∇m · (M∇mg − 2Kamf) dm

=
1

2|Kij |

∫
∂Kij

(M∇mg − 2Kamf) · ~ν ds(3.4)

by the divergence theorem. Here ~ν is the outward normal of the cell boundary ∂Kij .
In order to derive a finite volume scheme, we use fi,j as the numerical solution in Kij to approximate

f̄i,j , and represent (3.4) in terms of {fi,j}.
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Figure 1. Diagram of the 2D partition of B

Because numerical representatives f and g are not defined on ∂Kij , we need to define a numerical flux to
represent (M∇mg−2Kamf)·~ν on ∂Kij . To simplify the presentation, we introduce two difference operators,

Drgi,j =
gi+1,j − gi,j

∆r
, Dθgi,j =

gi,j+1 − gi,j
∆θ

.

There are four pieces within ∂Kij , denoted by γ1, γ2, γ3, and γ4. On γ1 = {(r, θ); r = ri+ 1
2
, θj− 1

2
≤ θ ≤ θj+ 1

2
},

we have ∫
γ1

M∇̂mg · ~ν ds =

∫ θ
j+1

2

θ
j− 1

2

M(ri+ 1
2
, θ) ̂∂rg(ri+ 1

2
, θ)ri+ 1

2
dθ

=

∫ θ
j+1

2

θ
j− 1

2

M(ri+ 1
2
, θ)Drgi,jri+ 1

2
dθ

= ∆θri+ 1
2
Mi+ 1

2 ,j
Drgi,j ,

where we use the midpoint rule for the integration in θ, and ̂∂rg(ri+ 1
2
, θ) = Drgi,j . Similarly, on γ3 =

{(r, θ); r = ri− 1
2
, θj− 1

2
≤ θ ≤ θj+ 1

2
},∫

γ3

M∇̂mg · ~ν ds = −∆θri− 1
2
Mi− 1

2 ,j
Drgi−1,j .

On γ2 = {(r, θ); ri− 1
2
≤ r ≤ ri+ 1

2
, θ = θj+ 1

2
}, we have ~ν = (− sin θ, cos θ)T , and ∇m · ~ν = 1

r
∂
∂θ , hence∫

γ2

M∇̂mg · ~ν ds =

∫ r
i+1

2

r
i− 1

2

M(r, θj+ 1
2
)

r
̂∂θg(r, θj+ 1

2
) dr

=

∫ r
i+1

2

r
i− 1

2

M(r, θj+ 1
2
)

r
Dθgi,j dr

=
4rMi,j+ 1

2

ri
Dθgi,j ,

where we have taken ̂∂θg(r, θj+ 1
2
) = Dθgi,j . Similarly, on γ4 = {(r, θ); ri− 1

2
≤ r ≤ ri+ 1

2
, θ = θj− 1

2
},∫

γ4

M∇̂mg · ~ν ds = −
4rMi,j− 1

2

ri
Dθgi,j−1.
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For the asymmetric part,

2Kam · ~ν = 2a

(
0 1
−1 0

)(
m1

m2

)
· ~ν =


0, on γ1,
−2ar, on γ2,
0, on γ3,
2ar, on γ4.

It follows that ∫
∂Kij

(2Kamf) · ~ν ds = −2a

∫ r
i+1

2

r
i− 1

2

r ̂f(r, θj+ 1
2
) dr + 2a

∫ r
i+1

2

r
i− 1

2

r ̂f(r, θj− 1
2
) dr.

The numerical flux is chosen to be upwind,

̂f(r, θj+ 1
2
) =

1

2
(fi,j+1 + fi,j) +

sgn(a)

2
(fi,j+1 − fi,j).

Hence ∫
∂Kij

(2Kamf) · ~ν ds = −4rri [(a+ |a|)(fi,j+1 − fi,j) + (a− |a|)(fi,j − fi,j−1)] .

Therefore we obtain the semi-discrete scheme

d

dt
fi,j =

ri+ 1
2
Mi+ 1

2 ,j

2∆rri
Drgi,j −

ri− 1
2
Mi− 1

2 ,j

2∆rri
Drgi−1,j +

Mi,j+ 1
2

24θr2
i

Dθgi,j −
Mi,j− 1

2

24θr2
i

Dθgi,j−1

+
1

2
[(a+ |a|)Dθfi,j + (a− |a|)Dθfi,j−1].(3.5)

In regards to (3.5), when i = 1, γ3 is reduced to a point, so
r 1
2
M 1

2
,j

2∆rr1
Drg0,j is understood as 0; when i = P ,

the zero flux gives that
r
P+1

2
M
P+1

2
,j

2∆rrP
DrgP,j = 0. Due to the periodicity of f and M with respect to θ, we

take

fi,j = fi,j+Q, Mi,j = Mi,j+Q, for 1 ≤ j ≤ Q.
Thus (3.5) is well defined for 1 ≤ i ≤ P, 1 ≤ j ≤ Q, which can be solved subject to the initial data

fi,j(0) =
1

|Kij |

∫
Kij

f0(m) dm.

Theorem 3.2. Let {ij} = {1 ≤ i ≤ P, 1 ≤ j ≤ Q}. The semi-discrete scheme (3.5) has the following two
properties:

(1)
∑
ij

fi,j(t)|Kij | =
∑
ij

fi,j(0)|Kij | =
∫
B
f0(m) dm.

(2) The semi-discrete relative entropy, defined by

E(t) =
∑
ij

f2
i,j(t)

Mi,j
|Kij |,

satisfies

E(t) ≤ E(0), t > 0

for normal K; and E(t) ≤ ecatE(0), for general K with c > 0 dependent on b.

Proof. (1) Summation of d
dtfi,j(t)|Kij | over {ij} in (3.5) gives

d

dt

∑
ij

fi,j(t)|Kij | =
∑
ij

d

dt
fi,j(t)∆θ∆rri = 0.

So ∑
ij

fi,j(t)|Kij | =
∑
ij

fi,j(0)|Kij | =
∫
B

f0(m) dm for all t > 0.
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(2) Next, we show that E(t) remains bounded for any t > 0. For definiteness, we assume a > 0.

d

dt
E(t) =

∑
ij

2
fi,j
Mi,j

dfi,j
dt
|Ki,j | =

∑
ij

2gi,j
dfi,j
dt

∆θ∆rri

=∆θ
∑
ij

gi,j(ri+ 1
2
Mi+ 1

2 ,j
Drgi,j − ri− 1

2
Mi− 1

2 ,j
Drgi−1,j)

+ ∆r
∑
ij

gi,j
ri

(Mi,j+ 1
2
Dθgi,j −Mi,j− 1

2
Dθgi,j−1) + 2a∆r

∑
ij

gi,jri(fi,j+1 − fi,j)

=4θI +4rII + 2a4rIII.

By shifting the indices in i and using r 1
2

= 0,MP+ 1
2 ,j

= 0, we have

I = −
∑

1≤i≤P−1
1≤j≤Q

∆rri+ 1
2
Mi+ 1

2 ,j
(Drgi,j)

2 = −∆r
∑
ij

ri+ 1
2
Mi+ 1

2 ,j
(Drgi,j)

2.

Similarly, shifting the indices in j gives

II =−
∑

1≤i≤P
1≤j≤Q−1

∆θMi,j+ 1
2

ri
(Dθgi,j)

2 +
∑

1≤i≤P

Mi,Q+ 1
2

ri
gi,QDθgi,Q −

∑
1≤i≤P

Mi, 12

ri
gi,1Dθgi,0

=−∆θ
∑
ij

Mi,j+ 1
2

ri
(Dθgi,j)

2.

Here we have used Mi, 12
= Mi,Q+ 1

2
, gi,1 = gi,Q+1, and gi,0 = gi,Q.

Summation by parts in j gives

III = −
∑
ij

(gi,j+1 − gi,j)rifi,j+1

= −
∑
ij

riMi,j+1gi,j+1(gi,j+1 − gi,j)

= −1

2

∑
ij

riMi,j+1(gi,j+1 − gi,j)2 +
1

2

∑
ij

rig
2
ij(Mi,j+1 −Mi,j).

In 2D case, K is normal if and only if K is either symmetric, i.e., a = 0, or asymptotic, i.e. Mi,j+1 = Mi,j .
In either case we have

2a∆rIII ≤ 0,

hence d
dtE(t) ≤ 0.

For general matrix K, we have

d

dt
E(t) ≤−D(t) + a∆r

∑
ij

rig
2
ij(Mi,j+1 −Mi,j),

where

D(t) = 4θ∆r
∑
ij

ri+ 1
2
Mi+ 1

2 ,j
(Drgi,j)

2 + ∆θ4r
∑
ij

Mi,j+ 1
2

ri
(Dθgi,j)

2.

For A = max{ij}
|Mi,j+1−Mi,j |

∆θMi,j
,

d

dt
E(t) ≤ −D(t) +

aA

β
E(t).

By Gronwall’s inequality,

E(t) ≤ e
aA
β tE(0)−

∫ t

0

D(τ)e
aA
β (t−τ) dτ.

�
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3.3. Time discretization. We apply the backward Euler method to (3.5), but treating the asymmetric
part explicitly,

fn+1
i,j − fni,j

∆t
=
ri+ 1

2
Mi+ 1

2 ,j

2∆rri
Drg

n+1
i,j −

ri− 1
2
Mi− 1

2 ,j

2∆rri
Drg

n+1
i−1,j +

Mi,j+ 1
2

24θr2
i

Dθg
n+1
i,j −

Mi,j− 1
2

24θr2
i

Dθg
n+1
i,j−1

+
1

2
[(a+ |a|)Dθf

n
i,j + (a− |a|)Dθf

n
i,j−1],(3.6)

with f0
i,j = fi,j(0). We assume that ∆t satisfies the CFL condition

(3.7)
|a|∆t
∆θ

≤ 1.

Theorem 3.3. The discrete scheme (3.6) with (3.7) satisfies the following properties:

(1)
∑
ij

fni,j |Kij | =
∑
ij

f0
i,j |Kij |, ∀n ∈ N.

(2) If the initial data f0
i,j ≥ 0, then fni,j ≥ 0,∀n ∈ N.

(3) The discrete relative entropy,

En =
∑
ij

(fni,j)
2

Mi,j
|Kij |,

satisfies En+1 ≤ En for a = 0.

Proof. (1) Multiply (3.6) by |Kij |, and sum over {ij}, so that

1

∆t

∑
ij

fn+1
i,j |Kij | −

∑
ij

fni,j |Kij |

 = 0.

Therefore ∑
ij

fn+1
i,j |Kij | =

∑
ij

fni,j |Kij | = . . . =
∑
ij

f0
i,j |Kij |.

(2) Rewrite the scheme (3.6) in terms of gni,j as follows:

−∆t
ri− 1

2
Mi− 1

2 ,j

2(∆r)2ri
gn+1
i−1,j −∆t

ri+ 1
2
Mi+ 1

2 ,j

2(∆r)2ri
gn+1
i+1,j −∆t

Mi,j− 1
2

2(4θ)2r2
i

gn+1
i,j−1 −∆t

Mi,j+ 1
2

2(4θ)2r2
i

gn+1
i,j+1

+ (Mi,j − (· · · ))gn+1
i,j

=− (a− |a|)∆tMi,j−1

2∆θ
gni,j−1 +

(
1− |a|∆t

∆θ

)
Mi,jg

n
i,j +

(a+ |a|)∆tMi,j+1

2∆θ
gni,j+1,(3.8)

where (· · · ) is the sum of the coefficients of the first four terms on the left-hand side. The CFL condition
(3.7) ensures that the right hand side of (3.8) is nonnegative. Note that the coefficient matrix of (3.8) is
diagonally dominated. A similar argument to that in 1D case can be applied here to prove that {gn+1

i,j } are

nonnegative. It follows that {fn+1
i,j } are nonnegative.

(3) For simplicity, we examine only the case when a = 0, i.e., K is symmetric. Then

En+1 − En =
∑
ij

(2fn+1
i,j − f

n+1
i,j + fni,j)(f

n+1
i,j − fni,j)

Mi,j
|Kij |

=2
∑
ij

gn+1
i,j (fn+1

i,j − f
n
i,j)|Kij | −

∑
ij

(fn+1
i,j − fni,j)2

Mi,j
|Kij |

=2(I + II)−
∑
ij

(fn+1
i,j − fni,j)2

Mi,j
|Kij |,
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where

I =
∑
ij

gn+1
i,j

(
ri+ 1

2
Mi+ 1

2 ,j

2∆rri
Drg

n+1
i,j −

ri− 1
2
Mi− 1

2 ,j

2∆rri
Drg

n+1
i−1,j

)
|Kij |∆t

=
∆θ∆t

2

∑
ij

gn+1
i,j ri+ 1

2
Mi+ 1

2 ,j
Drg

n+1
i,j −

∑
ij

gn+1
i+1,jri+ 1

2
Mi+ 1

2 ,j
Drg

n+1
i,j


= −∆θ∆r∆t

2

∑
ij

ri+ 1
2
Mi+ 1

2 ,j
(Drg

n+1
i,j )2 ≤ 0,

and similarly, by shifting the index in j, we have

II =
∑
ij

gn+1
i,j

(
Mi,j+ 1

2

2∆θr2
i

Dθg
n+1
i,j −

Mi,j− 1
2

2∆θr2
i

Dθg
n+1
i,j−1

)
|Kij |∆t

= −∆θ∆r∆t

2

∑
ij

Mi,j+ 1
2

ri
(Dθg

n+1
i,j )2 ≤ 0.

So En+1 ≤ En. �

4. Implementation Strategies

4.1. 1-D scheme. We apply the tridiagonal matrix algorithm (also known as the Thomas algorithm) to
scheme (2.9). The computation cost is O(N).

4.2. 2-D scheme.

4.2.1. Direct method. A direct method is to solve the linear system Ax = b with a sparse N ×N coefficient
matrix with N = PQ. If the final time t is a multiple of the time step ∆t, the coefficient matrix is the same
for each time step. So we only need to compute the LU decomposition once. Furthermore, for large N ,
the sparsity of coefficient matrix reduces the complexity significantly, which is about O(P 3Q). Solving the
decomposed system LUx = b for the solution costs O(N2). So the total complexity is O(N2).

4.2.2. Fourier method for K = 0. When no fluid is involved, i.e., K = 0, M is independent of θ, and we
denote Mi,j by Mi. Then scheme (3.6) can be simplified as

Mig
n
i,j =−∆t

ri− 1
2
Mi− 1

2

2(∆r)2ri
gn+1
i−1,j −∆t

ri+ 1
2
Mi+ 1

2

2(∆r)2ri
gn+1
i+1,j + (Mi − ∗) gn+1

i,j(4.1)

−∆t
Mi

2(∆θ)2r2
i

(gn+1
i,j−1 − 2gn+1

i,j + gn+1
i,j+1),

where * is the sum of the coefficients of the first two terms on the right hand side. We can use Fourier
method in θ to reduce the computation cost.

Set

gi,j =

Q∑
l=1

ĝi,le
−i(j−1)(l−1)∆θ, i =

√
−1.

Its inverse is

ĝi,l =
1

Q

Q∑
j=1

gi,je
i(j−1)(l−1)∆θ.
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Applying this to (4.1), one finds an equation for ĝi,l,

Miĝ
n
i,l =−∆t

ri− 1
2
Mi− 1

2

2(∆r)2ri
ĝn+1
i−1,l −∆t

ri+ 1
2
Mi+ 1

2

2(∆r)2ri
ĝn+1
i+1,l + (Mi − ∗) ĝn+1

i,l(4.2)

−∆t
Mi

2(∆θ)2r2
i

ĝn+1
i,l (ei(l−1)∆θ − 2 + e−i(l−1)∆θ)

=−∆t
ri− 1

2
Mi− 1

2

2(∆r)2ri
ĝn+1
i−1,l −∆t

ri+ 1
2
Mi+ 1

2

2(∆r)2ri
ĝn+1
i+1,l

+

[
Mi − ∗+ 2∆t

Mi

(∆θ)2r2
i

sin2

(
(l − 1)∆θ

2

)]
ĝn+1
i,l .

For each l, we obtain a linear system of (ĝn+1
1,l , . . . , ĝn+1

P,l )T . Notice that the coefficient matrix is diagonally
dominant, so there exists a unique solution.

The Fourier transform and the inverse Fourier transform need O(PQ2) operations. And for each time step,
the computational cost of solving Q linear systems is O(QP ), since they all have a tri-diagonal coefficient
matrix. So the total complexity is O(PQ2), which with complexity O(N1.5) is clearly faster than the direct
solver described above.

5. Numerical Results

In this section, we provide numerical results to demonstrate i) accuracy of the schemes, ii) capacity
to capture equilibrium solutions and large time behavior of the solution, and iii) effects of some typical
homogeneous flows.

Denote the initial function without normalization by f̃0(m), and the normalized initial data by f0(m) =

Z−1f̃0(m), where Z is a normalization factor defined by

Z =

∫
B

f̃0(m) dm.

We also denote ZM =
∫
B
M(m) dm.

5.1. 1-D tests. Denote the numerical solution by fnj , and the exact solution by f(mj , tn).

Definition 1. L1 error is given by
N∑
j=1

|fnj − f(mj , tn)|h,

and L∞ error is given by

max
1≤j≤N

|fnj − f(mj , tn)|.

When the exact solution is not available, we replace f(mj , tn) by a reference solution to compute the
errors.

5.1.1. Accuracy. We illustrate accuracy of scheme (2.9) with several choices of initial data.
Example 1. In this example, we consider four kinds of initial data.

(i) f̃0(m) = (b−m2)αb, α = 1
4 ,

1
2 ,

3
2 ,

(ii) the distance function f̃0(m) =
√
b− |m|,

(iii) the characteristic function f̃0(m) = χ[−
√
b+ε,
√
b−ε], 0 < ε <

√
b, and

(iv) a cosine function f̃0(m) = 1 + cos
(

2mπ√
b−ε + π

)
, 0 < ε <

√
b.

We take the numerical solution with N = 2560 as the reference solution. Table 1 shows the results from the
above initial data when b = 16.

Example 2. We consider the same initial data as in Example 1, but with b = 50. The results are given
in Table 2.
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Table 1. Error and order of accuracy for Example 1 on a uniform mesh of N cells: b = 16, ∆t = 0.1,
the final time t = 1.8.

f̃0(m) (b−m2)
b
4 (b−m2)

b
2

N L1Error Order L∞ Error Order L1Error Order L∞ Error Order
20 8.0174E-02 4.8757E-02 8.3743E-02 5.2371E-02
40 3.9997E-02 1.003 2.4181E-02 1.012 4.1766E-02 1.004 2.6146E-02 1.002
80 1.9987E-02 1.001 1.1898E-02 1.023 2.0870E-02 1.001 1.2877E-02 1.022
160 9.9923E-03 1.000 5.7596E-03 1.047 1.0433E-02 1.000 6.2318E-03 1.047
320 4.9960E-03 1.000 2.6885E-03 1.099 5.2164E-03 1.000 2.9083E-03 1.099
640 2.4980E-03 1.000 1.1522E-03 1.222 2.6082E-03 1.000 1.2464E-03 1.222

f̃0(m) (b−m2)
3b
2

√
b− |m|

N L1Error Order L∞ Error Order L1Error Order L∞ Error Order
20 8.6973E-02 5.6422E-02 7.5030E-02 4.3789E-02
40 4.3360E-02 1.004 2.8024E-02 1.010 3.7437E-02 1.003 2.1752E-02 1.009
80 2.1665E-02 1.001 1.3821E-02 1.020 1.8708E-02 1.001 1.0691E-02 1.025
160 1.0830E-02 1.000 6.6996E-03 1.045 9.3527E-03 1.000 5.1742E-03 1.047
320 5.4150E-03 1.000 3.1279E-03 1.099 4.6762E-03 1.000 2.4143E-03 1.100
640 2.7077E-03 1.000 1.3420E-03 1.221 2.3381E-03 1.000 1.0346E-03 1.223

f̃0(m) χ[−
√
b+ε,

√
b−ε], ε = 0.1

√
b 1 + cos

(
2mπ√
b−ε

+ π
)
, ε = 0.01

√
b

N L1Error Order L∞ Error Order L1Error Order L∞ Error Order
20 6.8805E-02 3.9915E-02 6.5382E-02 4.0115E-02
40 3.4189E-02 1.009 2.0229E-02 0.981 3.2637E-02 1.002 1.9980E-02 1.006
80 1.7045E-02 1.004 9.8706E-03 1.035 1.6308E-02 1.001 9.8975E-03 1.013
160 8.5147E-03 1.001 4.7625E-03 1.051 8.1527E-03 1.000 4.7862E-03 1.048
320 4.2564E-03 1.000 2.2183E-03 1.102 4.0762E-03 1.000 2.2324E-03 1.100
640 2.1281E-03 1.000 9.4669E-04 1.224 2.0381E-03 1.000 9.5645E-04 1.223

Table 2. Error and order of accuracy for Example 2 on a uniform mesh of N cells: b = 50, ∆t = 0.1,

final time t = 1.8.

f̃0(m) (b−m2)
b
4 (b−m2)

b
2

N L1Error Order L∞ Error Order L1Error Order L∞ Error Order
20 1.3517E-01 7.5263E-02 1.4470E-01 8.5089E-02
40 6.7112E-02 1.010 3.7720E-02 0.997 7.1764E-02 1.012 4.3210E-02 0.978
80 3.3499E-02 1.002 1.8666E-02 1.015 3.5811E-02 1.003 2.1337E-02 1.018
160 1.6742E-02 1.001 9.0516E-03 1.044 1.7897E-02 1.000 1.0327E-02 1.047
320 8.3703E-03 1.000 4.2262E-03 1.099 8.9473E-03 1.000 4.8208E-03 1.099
640 4.1850E-03 1.000 1.8109E-03 1.223 4.4735E-03 1.000 2.0662E-03 1.222

f̃0(m) (b−m2)
3b
2

√
b− |m|

N L1Error Order L∞ Error Order L1Error Order L∞ Error Order
20 1.5361E-01 9.8096E-02 1.2262E-01 4.9487E-02
40 7.6052E-02 1.014 4.8310E-02 1.002 5.5069E-02 1.155 2.4455E-02 1.017
80 3.7937E-02 1.003 2.3980E-02 1.011 2.5515E-02 1.110 1.1328E-02 1.110
160 1.8957E-02 1.001 1.1577E-02 1.051 1.2331E-02 1.049 5.3158E-03 1.092
320 9.4774E-03 1.000 5.4093E-03 1.098 6.0948E-03 1.017 2.4473E-03 1.119
640 4.7385E-03 1.000 2.3175E-03 1.223 3.0406E-03 1.003 1.0431E-03 1.230

f̃0(m) χ
[−
√
b+ε,

√
b−ε], ε = 0.01

√
b 1 + cos

(
2mπ√
b−ε

+ π

)
, ε = 0.1

√
b

N L1Error Order L∞ Error Order L1Error Order L∞ Error Order
20 1.8124E-01 6.8304E-02 1.3265E-01 6.3595E-02
40 7.7437E-02 1.227 3.0083E-02 1.183 5.4504E-02 1.283 2.9600E-02 1.103
80 3.2340E-02 1.260 1.2198E-02 1.302 2.3665E-02 1.204 1.3434E-03 1.140
160 1.1460E-02 1.497 6.3900E-03 0.933 1.1099E-02 1.092 6.1892E-03 1.118
320 5.0683E-03 1.177 3.0257E-03 1.079 5.4383E-03 1.029 2.8193E-03 1.134
640 2.6200E-03 0.952 1.0941E-03 1.468 2.7023E-03 1.009 1.1926E-03 1.241

5.1.2. Large time behavior. The normalized equilibrium solution of the Fokker-Planck equation is

feq(m) = Z−1
M M(m).

We define the distance of the solution from the equilibrium as

max
1≤j≤N

|fnj − feq(mj)|.

Example 3. Take (iv) in Example 1 as the initial data, and let b = 16, ε = 0.01
√
b. The numerical

solutions at t = 0, 1.0, 1.8 are plotted in Figure 2, which indicate a fast convergence to the equilibrium state.
In Table 3 we see that the distance from the equilibrium solution is decreasing. This confirms that the
solution converges to the euquilibrium solution feq as time increases.
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Figure 2. f̃0(m) = 1 + cos
(

2mπ√
b−ε

+ π
)

with b = 16, ε = 0.01
√
b

Table 3. Numerical convergence to the equilibrium solution measured by distances for Example 3:

b = 16, ε = 0.01
√
b, and N = 160.

f̃0(m)

t
1 3 4 5 6

1 + cos

(
2mπ√
b−ε

+ π

)
2.0962E-01 1.6390E-02 4.2450E-03 1.0971E-03 2.8348E-04

5.1.3. Relative entropy. Now we test the relative entropy of the numerical solutions. The scaled discrete
entropy is defined as

N∑
j=1

(fnj )2

Z−1
M Mj

h.

Example 4. We test the time evolution of the relative entropy by using the initial data (i) - (iv) from
Example 1. Table 4 shows that the relative entropy is nonincreasing.

Table 4. Relative entropy in Example 4: b = 16, and N = 640, ∆t = 0.1.

t
f̃0(m)

(b−m2)
b
4 (b−m2)

b
2 (b−m2)

3b
2

√
b− |m| χ

[−
√
b+ε,

√
b−ε] 1 + cos

(
2mπ√
b−ε

+ π

)
ε = 0.1

√
b ε = 0.01

√
b

0 1.8141 1 1.3105 1.0129E+12 3346.32 5280.76
0.2 1.2122 1 1.1704 8.3964 35.0358 14.8988
0.6 1.0601 1 1.0575 1.5095 2.9207 3.0020
1.0 1.0207 1 1.0204 1.1435 1.4865 1.6093
1.4 1.0074 1 1.0074 1.0488 1.1608 1.2111
1.8 1.0027 1 1.0027 1.0174 1.0569 1.0755

5.2. 2-D tests. Denote the numerical solution by fni,j , and the exact solution by f(ri, θj , tn).

Definition 2. L1 error is given by ∑
ij

|fni,j − f(ri, θj , tn)||Kij |,

and L∞ error is given by

max
ij
|fni,j − f(ri, θj , tn)|.
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Again when the exact solution is not available, we replace f(ri, θj , tn) by a reference solution to compute
the errors.

The scaled discrete relative entropy is defined by∑
ij

(fni,j)
2

Z−1
M Mi,j

|Kij |,

and the distance from the equilibrium solution by

max
ij
|fni,j − feq(ri, θj)|.

5.2.1. Accuracy test. If K = 0, we shall apply the method formulated in (4.2).
Example 5. In this test, we consider the two-dimensional problem with K = 0, b = 40, and two types of
initial data:

(i) f̃0(m) = (b− |m|2)αb, α = 1
4 ,

1
2 ,

3
2 ,

(ii) f̃0(m) = cos
(

3π |m|
2

b

)
+ 1, and

(iii) f̃0(m) = M(m).

The results are given in Table 5.

Table 5. Error and order of accuracy for Example 5: b = 40, K = 0, final time t = 4, ∆t = 0.05, the

reference solution is given by P = Q = 320.

f̃0(m) (b−m2)
b
4 (b−m2)

b
2

P = Q L1 Error Order L∞ Error Order L1 Error Order L∞ Error Order
20 1.0127E-01 1.5472E-02 1.0171E-01 1.5674E-02
40 5.0798E-02 0.995 7.1504E-03 1.114 5.1013E-02 0.995 7.2466E-03 1.113
80 2.5420E-02 0.999 3.0428E-03 1.223 2.5527E-02 0.999 3.0840E-03 1.232

f̃0(m) (b−m2)
3b
2 cos

(
3π
|m|2
b

)
+ 1

P = Q L1 Error Order L∞ Error Order L1 Error Order L∞ Error Order
20 1.0210E-01 1.5845E-02 9.9024E-02 1.4063E-02
40 5.1202E-02 0.996 7.3289E-03 1.112 4.9565E-02 0.998 6.4869E-03 1.116
80 2.5621E-02 0.999 3.1201E-03 1.232 2.4783E-02 1.000 2.7884E-03 1.218

In Table 6, we choose a symmetric K with different values of b, and let f̃0(m) = M(m). In this particular
case, we know that the exact solution is independent of t, which is given by feq(m) = Z−1

M M(m).

Table 6. Error and order of accuracy for Example 5: k11 = 0.5, k12 = k21 = 0.15, final time t = 4, ∆t = 0.05.

f̃0(m) M(m) with b = 40 M(m) with b = 100
P = Q L1 Error Order L∞ Error Order L1 Error Order L∞ Error Order

10 3.2228E-01 5.1699E-02 4.2884E-01 4.5452E-02
20 1.6176E-01 0.994 2.6971E-02 0.939 2.1369E-01 1.005 2.6097E-02 0.800
40 8.1719E-02 0.985 1.1744E-02 1.199 1.1278E-01 0.922 1.1779E-02 1.148

5.2.2. Property test.
Example 6. Consider the initial data (i) and (ii) in Example 5 with symmetric K, i.e., a = 0. The Fokker-
Planck equation has an equilibrium solution feq(m) = Z−1

M M(m) whose relative entropy is 1. Table 7 shows

Table 7. Relative entropy in Example 6: P = Q = 40, b = 40,K = 0

t
f̃0(m)

(b−m2)
b
4 (b−m2)

b
2 (b−m2)

3b
2 cos

(
3π
|m|2
b

)
+ 1

1 1.06563 1 1.04837 9.25247
2 1.00596 1 1.00448 1.3167
3 1.00056 1 1.00042 1.02827
4 1.00005 1 1.00004 1.00267

that the relative entropy is non-increasing, and converges to 1. Especially, in the second column where we
take the equilibrium solution as the initial data, the relative entropy stays the same.

Example 7. Let a = 0, i.e. k12 = k21. Figure 3, obtained from the initial data (ii) in Example 5, illustrates
the convergence of the solution towards the equilibrium feq(m) as t increases. A comparison of solution
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(a) t = 0 (b) t = 1 (c) t = 2 (d) t = 3

Figure 3. f̃0(m) = cos
(

3π
|m|2
b

)
+ 1, b = 40, k11 = 1.1, k12 = 0.15, k21 = 0.15, P = Q = 40,∆t = 0.05

Table 8. Numerical convergence to the equilibrium solution measured by distances for Example 7:

b = 16, k11 = 1.1, k12 = 0.15, k21 = 0.15,∆t = 0.05, P = Q = 40.

f̃0(m)

t
3 6 9 12 15 18

(b− |m|2)
b
2 8.80349E-02 1.42082E-02 2.27856E-03 3.75317E-04 7.44458E-05 2.96284E-05

cos

(
3π
|m|2
b

)
+ 1 4.64376E-02 7.56072E-03 1.30858E-03 3.12548E-04 1.58325E-04 1.37345E-04

(a) t = 0 (b) t = 1 (c) t = 2 (d) t = 3

Figure 4. f̃0(m) = (b− |m|2)
b
2 , b = 16, k11 = 1.1, k12 = 0.15, k21 = 0.15,∆t = 0.05.

(a) t = 0 (b) t = 1 (c) t = 2 (d) t = 3

Figure 5. f̃0(m) = cos
(

3π
|m|2
b

)
+ 1, b = 16, k11 = 1.1, k12 = 0.15, k21 = 0.15,∆t = 0.05.

behavior for two different initial data but with same b = 16 is plotted in Figure 4 and Figure 5. Moreover,
Table 8 shows that solutions in these two tests converge to the equilibrium solution.

5.2.3. Flow effects. Let (x, y) be the macroscopic Eulerian coordinate, and ∇ =
(
∂
∂x ,

∂
∂y

)T
, associated with

a fluid velocity field ~v(x, y).
Example 8. Simple extensional flow.

We consider a homogeneous planar strain flow with the velocity field

~v = (αx,−αy),
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where α is the extensional rate. Then the velocity gradient tensor is

K = ∇~v =

(
α 0
0 −α

)
.

This flow is irrotational, and forms a strain flow. With this extensional flow, we consider the initial data
with four separate peaks, defined by f̃0(m) = δε(m), where

δε(m) =


[

cos
(
π(m1−m10)

ε

)
+1

2ε

]
×
[

cos
(
π(m2−m20)

ε

)
+1

2ε

]
, |m1 −m10| ≤ ε and |m2 −m20| ≤ ε,

0, elsewhere,

where (m10,m20) ∈ {(±β, 0), (0,±β)} and ε < β <
√
b− ε .

Note that in such a case the normalized equilibrium solution is

f(m) = Z−1
M M(m), M(m) = (b− |m|2)b/2eα(x2−y2).

The solutions at different times are plotted in Figure 6. In these tests we can see that the proposed method
can well capture the equilibrium solutions for extensional flows.

(a) t = 0 (b) t = 1 (c) t = 2 (d) t = 3

Figure 6. f̃0(m) = δε(m), b = 16, α = 1.1, ε = 2∆r, β = 2, P = Q = 40,∆t = 0.05.

The contours in Figure 7 show that how the equilibrium solution feq(m) = Z−1
M M(m) changes with

respect to α. Observe that the two peaks of the equilibrium solution move away from each other as α gets

(a) α = 0.5 (b) α = 1 (c) α = 2 (d) α = 3

Figure 7. feq(m) = Z−1
M M(m), b = 16, P = Q = 40

larger.
Example 9. Steady state shear flow.

The steady state shear flow has the velocity field

~v = (γy, 0),

where γ is a constant shear rate, and the velocity gradient tensor is

K = ∇~v =

(
0 γ
0 0

)
.

Let γ = 0.1, 0.3, 0.5, 1.0, 2.0. Figure 8 gives the contour plots of fni,j at tn = 4, from which the shear effects
are clearly seen. Note that since for shear flow, K is not normal, we do not expect the scheme to capture
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(a) t = 0 (b) γ = 0.1 (c) γ = 0.3

(d) γ = 0.5 (e) γ = 1.0 (f) γ = 2.0

Figure 8. The contours of fni,j at tn = 4 where f̃0(m) = (b− |m|2)
b
4 , b = 16, P = Q = 40,∆t = 0.05.

the large time behavior of the solution.
Example 10. A vortex. A typical vortex has the velocity field

~v = (−γy, γx),

with velocity gradient tensor

K = ∇~v =

(
0 γ
−γ 0

)
.

Note that K is not symmetric, but it is normal, i.e., KTK = KKT , hence feq(m) = Z−1
M M(m) is still an

equilibrium solution. In addition, Ks = 0 in this case, so M(m) = (b−|m|2)
b
2 . Table 9 shows the convergence

to feq as t increases.

Table 9. Numerical convergence to the equilibrium solution measured by distances for Example 10:

b = 16, γ = 0.15,∆t = 0.05, P = Q = 40.

f̃0(m)

t
1 2 4 6 8

δε(m) 8.39533E-02 2.44483E-02 2.25787E-03 2.14324E-04 2.03809E-05

6. Conclusion

In this paper, we have investigated the Fokker-Planck equation which is of bead-spring type FENE
dumbbell model for polymers, with our focus on the development of an entropy satisfying method for the
Fokker-Planck equation subject to zero flux on boundary. We constructed simple, easy-to-implement finite
volume schemes and proved that they preserve all three desired properties of the pdf, i.e., constant integral
(mass conservation), positivity preserving, and entropy satisfying for K being normal. The goal of our
future work is to extend the numerical method and analytical results herein to a higher order discontinuous
Galerkin method.
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