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Abstract

The stability of the Maxwellian of the Boltzmann equation with a large amplitude external potential Φ
has been an important open problem. In this paper, we resolve this problem with a large C3−potential in a
periodic box Td, d ≥ 3. We use [1] in Lp−L∞ framework to establish the well-posedness and the L∞−stability

of the Maxwellian µE(x, v) = exp
{
− |v|2

2
− Φ(x)

}
.

1 Introduction

In the presence of a potential Φ, a density of a dilute charged gas is governed by the Boltzmann equation

∂tF + v · ∇xF −∇xΦ(x) · ∇vF = Q(F, F ) , F (0, x, v) = F0(x, v), (1)

where F (t, x, v) is a distribution function for the gas particles at a time t ≥ 0, a position x ∈ Td and a velocity
v ∈ Rd for d ≥ 3. Here, the external potential Φ(x) is a given function only depends on the spatial variable x in
a periodic box Td. The collision operator Q takes the form

Q(F1, F2) =

∫
Rd

∫
Sd−1

B(v − u, ω)F1(u
′)F2(v

′)dωdu−
∫
Rd

∫
Sd−1

B(v − u, ω)F1(u)F2(v)dωdu (2)

≡ Q+(F1, F2)−Q−(F1, F2) ,

where u′ = u+ [(v− u) · ω]ω, v′ = v− [(v− u) · ω]ω and B(v− u, ω) = |v− u|γq0( v−u
|v−u| · ω), with 0 < γ ≤ 1 (hard

potential) and
∫
Sd−1 q0(û · ω)dω < +∞ (angular cutoff) for all û ∈ Sd−1.

Throughout the paper, we study the stability of a local Maxwellian for given potential Φ :

µE(x, v) = exp

{
−|v|2

2
− Φ(x)

}
= µ(v)e−Φ(x) , (3)

where µ(v) = exp
{
− |v|2

2

}
is the standard global Maxwellian in the no potential case, Φ ≡ 0 ([16]). Define a

perturbation distribution f = f(t, x, v) by

F (t, x, v) = µE(x, v) +
√
µE(x, v)f(t, x, v). (4)

Then the equation for the perturbation f is

∂tf + v · ∇xf −∇Φ · ∇vf + e−Φ(x)Lf = e−
1
2Φ(x)Γ(f, f) , f(0, x, v) = f0(x, v) =

F0 − µE√
µE

, (5)

where the standard operators of the linearized Boltzmann theory ([15]) are

Lf ≡ νf −Kf = − 1
√
µ
{Q(µ,

√
µf) +Q(

√
µf, µ)} = νf −

∫
k(v, v′)f(v′)dv′,

with the collision frequency ν(v) ≡
∫
|v − u|γµ(u)q0dudω ∼ {1 + |v|}γ for 0 < γ ≤ 1 ; and

Γ(f1, f2) =
1
√
µ
Q(

√
µf1,

√
µf2) ≡ Γ+(f1, f2)− Γ−(f1, f2).

1
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1.1 External Potential and Conservation of Momentum

Let F be a solution of the Boltzmann equation (1) with an external potential Φ. As the no potential case (Φ ≡ 0),
we have the (excess) conservations of mass and energy :∫∫

Td×Rd

{F (t, x, v)− µE}dvdx =

∫∫
Td×Rd

{F0(x, v)− µE}dvdx ≡ M0, (6)∫∫
Td×Rd

(
|v|2

2
+ Φ(x)){F (t, x, v)− µE}dvdx =

∫∫
Td×Rd

(
|v|2

2
+ Φ(x)){F0(x, v)− µE}dvdx ≡ E0, (7)

as well as the excess entropy inequality :

H(F (t))−H(µE) ≤ H(F0)−H(µE), (8)

where H(g) ≡
∫∫

g ln g dvdx.
However, in the presence of an external potential Φ, the momentum conservation law is delicate. In general,

the momentum is not conserved : multiplying the Boltzmann equation (1) by vi and integrating over Td × Rd,
we have

d

dt

∫∫
viF (t)dxdv −

∫∫
vi∇xΦ(x) · ∇vF (t)dxdv = 0.

Applying the integration by part to the second term, we have

d

dt

∫∫
viF (t)dxdv +

∫∫
∂iΦ(x)F (t)dxdv = 0.

If the potential Φ does not depend on xi, then the second integration of the above equation vanishes. Therefore
we have the conservation of momentum for vi. Otherwise, in general, we do not have such a conservation law of
momentum.

More precisely, define a map

Λ : Td → {Linear Subspaces of Rd} , Λ(x) = span{∇Φ(x)} ≡ {v ∈ Rd : v = τ∇Φ(x) , τ ∈ R}.

Define
Λ(Td) ≡

∪
x∈Td

Λ(x) , (9)

which is a linear subspace of Rd. Further we can decompose Rd = Λ(Td)
⊕

Λ(Td)⊥. More precisely we define a
degenerate subspace of ∇Φ by

Λ(Td)⊥ ≡
∩

x∈Td

Λ(x)⊥, (10)

which is a linear subspace of Rd. Let n = dim Λ(Td)⊥. Notice that generically the degenerate subspace of ∇Φ is
a zero space {0} and n = dim Λ(Td)⊥ = 0. Upon relabeling and reorienting the coordinates axes, we may assume
that Λ(Td)⊥ is spanned by {e1, ..., en}, i.e.

Λ(Td)⊥ = span{e1, ..., en} , n = dim Λ(Td)⊥. (11)

If Φ is differentiable then ∂x1Φ = · · · = ∂xnΦ ≡ 0 and Φ = Φ(xn+1, · · · , xd). Further we assume Φ ∈ C3(Td) and
satisfies the periodic boundary condition in Td and 1 ≤ Φ(x) < |Φ|∞. Then we have the (excess) conservation of
momentum for degenerate {v1, ..., vn} :∫∫

Td×Rd

{F (t, x, v)− µ}(v1, . . . vn)T dvdx =

∫∫
Td×Rd

{F0(x, v)− µ}(v1, . . . vn)T dvdx = J0 ∈ Rn. (12)

Notice that generically Λ(Td)⊥ ,the degenerate subspace of ∇Φ, is a zero space {0} and n = dim Λ(Td)⊥ = 0 so
that we do not have such a momentum conservation law as (12).

It is important to point out that the momentum conservation law (12) is necessary in order to get decay (15)
in Theorem 1. In particular the condition (12) is used in (65) in order to show the crucial positivity of L in (40).
Without the condition (12), we have the stability result (18) in Theorem 2 but not a decay.
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1.2 Main Result

We introduce the weight function for β > d/2,

w(x, v) =

{
|v|2

2
+ Φ(x)

}β/2

. (13)

Theorem 1 Assume that an external potential Φ is a periodic C3-function on Td and Φ = Φ(xn+1, · · · , xd) for
some n ≤ d. Assume the conservations of mass (6), energy (7) and momentum for degenerate {v1, · · · , vn} (12)
are valid for F0 = µE +

√
µEf0 with

( M0, E0, J0 ) = ( 0 , 0 , 0 ) ∈ R× R× Rn. (14)

Then there exists δ > 0 such that if F0(x, v) = µE +
√
µEf0(x, v) and ||wf0||∞ ≤ δ, there exists a unique solution

F (t, x, v) = µE +
√
µEf(t, x, v) ≥ 0 for the Boltzmann equation (1) such that

sup
0≤t≤∞

eλt||wf(t)||∞ ≤ C||wf0||∞. (15)

Without the conservation of momentum for degenerate {v1, · · · , vn} (12), we are not able to prove the
L∞−decay (15). The reason is that such a momentum conservation law is a crucial to show the positivity
of L in Proposition 4. However we have the L∞−stability using the natural excess entropy inequality (8).

Theorem 2 Assume that an external potential Φ is a periodic C3-function on Td. Assume the excess conservation
of mass (6), energy (7) and the excess entropy inequality (8) are valid for F0 = µE +

√
µEf0 with

|M0|, |E0|, |H(F0)−H(µE)| <∞. (16)

Then there exists δ > 0 such that if F0(x, v) = µE +
√
µEf0(x, v) and

||wf0||∞ +
√
H(F0)−H(µE) + |M0|+ |E0| ≤ δ , (17)

then there exists a unique solution F (t, x, v) = µE +
√
µEf(t, x, v) ≥ 0 for the Boltzmann equation (1) such that

sup
0≤t≤∞

||wf(t)||∞ ≤ C
{

||wf0||∞ +
√

H(F0)−H(µE) + |M0|+ |E0|
}
. (18)

Notice that we do not need any smallness assumption for the external potential Φ in both theorems.

There are some investigations about the dynamical problems of the Boltzmann equation with an external poten-
tial. The local well-posedness was established in [8] and [3]. Near Maxwellian regime, the global well-posedness
was established in [20], [24], [10], [11], [25] and [12] with some smallness assumptions for the external potential
Φ using the nonlinear energy method. In [21], using the semi-group approach, the global well-posedness was
established with some smallness assumptions for the external potential Φ in a periodic box. This result was later
generalized in [23] and [22] to the case of an unbounded external potential in R3 with spherically symmetric
assumption. Near vacuum regime, the global well-posedness was established in [14] with a small (self-consistent)
external potential and in [9] with a large external potential Φ with some special conditions. In the case of 1-
dimensional Boltzmann equation (x ∈ R, v ∈ R3) near Maxwellian regime, the well-posedness and stability are
established in [5] with a large amplitude external potential.

In the presence of a large amplitude external potential, the key difficulty is the collapse of Sobolev estimate
in higher order energy norms. The derivatives of the Boltzmann solution can grow in time unless the potential
is small. In order to overcome this difficulty, we use the weighted L∞ formulation without any derivatives([17][18]).

With the conservation of momentum for degenerate {v1, · · · , vn}, we use the L2 − L∞ framework([17]) which
consists of two parts : First, establish L2-decay for the linear Boltzmann equation(Section 3) ; Second, estab-
lish the L∞-decay for the nonlinear Boltzmann solution using the Vidav’s idea and the L2-decay of the first
part(Section 4).

For proving the linear L2−decay (Section 3), the main difficulty is the absence of the momentum conservation
laws for all velocity components {v1, · · · , vd}. The key ingredient to prove the linear L2−decay is the positivity
of the linear Boltzmann operator L (Proposition 3). Following [15], we establish such a positivity of L by the
contradiction argument. The consequential limiting function is non-zero and only has the hydrodynamic part
which is the null space of L spanned by the basis { √

µ, v
√
µ, |v|2√µ }. The coefficients of the limiting function

satisfy the macroscopic equation (55)−(59). Using the conservation of momentum (12) for degenerate {v1, · · · , vn}
and the periodicity in Td crucially, we are able to show that all the coefficients are zero, which is contradiction.
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For nonlinear L∞−decay (Section 4), we use Vidav’s idea. Denote X(s; t, x, v) the backward trajectory at
time s, starting at time t ∈ [0,∞), position x ∈ Td with velocity v ∈ Rd. Similarly X(s1; s,X(s; t, x, v), v′) is the
backward trajectory at time s1 starting at time s ∈ [0, t], position X(s; t, x, v) ∈ Td with velocity v′ ∈ Rd. The
goal is to establish the following estimate for the solution of the Boltzmann equation :∫ t

0

ds

∫
1
N ≤|v′|≤N

dv′
∫ s

0

ds1

∫
dv′′ |f(s1, X(s1; s,X(s; t, x, v), v′), v′′)| (19)

.
(
ε+

1

N

)
sup

0≤s1≤t
||f(s1)||∞ +

∫ t

0

||f(s1)||Lp ds1 , (20)

where p = 1 or p = 2. Once we have the estimate (20) for p = 2, using the established L2−decay, we are able to
show the L∞−decay. The basic idea to show the desired estimate (20) is to establish

det

{
dX(s1; s,X(s; t, x, v), v′)

dv′

}
̸= 0 , (21)

for almost every (s1, s, v
′) ∈ (0, t)× (0, t)× Rd for all X(s; t, x, v) ∈ Td. Then we apply the change of variables

v′ → X(s1; s,X(s; t, x, v), v′) ,

for main part of (0, t) × (0, t) × Rd to bound (19) by the L2−term in (20) and to bound (19) by L∞−term in
(20) for the small remainder part. In this paper, we use Asano’s result in [1] to verify the crucial condition
(21) for smooth external potentials. In [1], using the symplectic geometric approach, the points fail to satisfy
the condition (21) is characterized by the eigenvalues of some symmetric matrix. Because of this formulation,
using the standard min-max principle, Lemma 1 was established in [1]. The condition (21) has been proved in
many other cases. In [17], the condition (21) has been shown in the case of bounded domains Ω ⊂ Rd with
several boundary conditions without an external field(∇Φ ≡ 0). Notice that the characteristics are determined
according to the boundary conditions. In the case of in-flow, bounce-back, diffuse reflection boundary conditions,
the condition (21) was proved for bounded domains Ω ⊂ R3 with the smooth boundary ∂Ω. For the specular
reflection boundary condition case, the condition (21) was established for analytic and strictly convex domains
Ω ⊂ R3. In [6], for the specular reflection case, the condition (21) was established for analytic and non-convex,
2-dimension domains Ω ⊂ R2. Without boundary condition : Ω = Rd, in [19], the condition (21) was shown for
self-consistent electric fields if the perturbation f is small. In 1-dimensional case Ω = R, the condition is proved
for external potentials with large amplitude ([5]).

Without the conservation of momentum for degenerate {v1, · · · , vn}, we are not able to prove the linear L2-decay.
Instead, we use the natural excess entropy inequality (8) to obtain L1-stability of the Boltzmann equation([18]).
The basic idea is that∫∫

{F lnF − µE lnµE} ∼
∫∫

(1 + lnµE)(F − µE) +

∫∫
1

2µE
(F − µE)

2 .

Notice that the first term is controlled via the excess entropy inequality (8) and the second term is controlled
via the conservation of mass (6) and energy (7). Therefore we can control the third term and the L1−norm of
|F − µE |. Indeed, the Lp−term in (20) with p = 1 is bounded by the mass and energy and entropy. Therefore,
we obtain the L∞−boundedness(stability) of the Boltzmann solution F .

Our paper is organized as follows. In section 2, we state the Asano’s result(Lemma 1) and construct an open
covering of the points fail to satisfy (21). In section 3, we establish the linear L2-decay (Theorem 3). In section
4, we use Vidav’s idea to bootstrap the nonlinear L∞-decay (Theorem 1) from linear L2-decay. In section 5, we
use the entropy-energy estimate([18]) to prove the L∞-stability (Theorem 2).

2 Characteristics and Transversality

In this section we study the characteristcs for the Boltzmann equation with an external field (1). The hamiltonian
of the system is given by

H(x, v) =
|v|2

2
+ Φ(x).

We consider the Hamilton flow determined by the hamiltonian H ,that is, the characteristic curve satisfying the
differential equation:

dX(τ ; t, x, v)

dτ
= V (τ ; t, x, v) ,

dV (τ ; t, x, v)

dτ
= −∇xΦ(X(τ ; t, x, v)), (22)
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with [X(t; t, x, v), V (t; t, x, v)] = [x, v]. Clearly the hamiltonian is constant along the characteristics, i.e.
H(X(τ ; t, x, v), V (τ ; t, x, v)) = H(x, v) for all τ . Therefore we have an equality 1

2 |V (s)|2+Φ(X(s)) = 1
2 |v|

2+Φ(x)
and further we have

|V (s)| =
√

|v|2 + 2Φ(x)− 2Φ(X(s)) ≤
√

|v|2 + 2|Φ|∞ ≤ |v|+
√
2|Φ|∞ .

On the other hand we have

|V (s)| =
√
|v|2 + 2Φ(x)− 2Φ(X(s)) ≥

√
|v|2 − 2|Φ|∞ ≥ |v| −

√
2|Φ|∞ .

Hence we know that ∣∣∣ |V (τ ; t, x, v)| − |v|
∣∣∣ ≤ 2|Φ|1/2∞ , (23)

for all (τ, t, x, v).
We will use the following geometric result of [1] crucially in this paper.

Lemma 1 ([1]) Assume that Φ ∈ C3(Rd). Suppose det
(

dX(s0;T0,x0,v0)
dv

)
= 0 for some (s0;T0, x0, v0) ∈ R×R×

Rd × Rd. Then there exist δ > 0 and an open neighborhood U0 ⊂ Rd × Rd of (x0, v0), and a family of Lipschitz
continuous functions on U0, {ψj : U0 → R}dj=1 and ψj(0, 0) = 0 so that

det

(
dX(s;T0, x, v)

dv

)
= 0, (24)

if and only if
s = s0 + ψj(x, v), (25)

in (s, x, v) ∈ (s0 − δ0, s0 + δ0)× U0.

Using Lemma 1 we construct the ε-neighborhood of the set of points (s, x, v) satisfying (24).

Lemma 2 Assume that Φ ∈ C3(Td) is a periodic function. Fix T0 > 0 and N > 0. There are disjoint open
interval partitions of the time interval [0, T0] : D1

I1 ⊂ [0, T0] for i1 ∈ {1, 2, · · · ,M1} and disjoint open box
partitions of the periodic box Td : D2

i2 ⊂ Td for multi-index I2 = (i21, i
2
2, · · · , i2d) ∈ {1, 2, · · · ,M2}d ; and disjoint

open box partitions of {v ∈ Rd : vi ∈ [−4N, 4N ] for all i = 1, 2 · · · , d} : D3
I3 for I3 = (i31, i

3
2, · · · , i3d) ∈

{1, 2, · · · ,M3}d. For each i1, I2 and I3 we have tj,i1,I2,I3 ∈ D1
i1 for j = 1, 2, ..., d so that{

s ∈ D1
i1 : det

(
dX(s;T0, x, v)

dv

)
= 0

}
⊂

d∪
j=1

{
s ∈

(
tj,i1,I2,I3 − ε

4M1
, tj,i1,I2,I3 +

ε

4M1

)}
,

for all (x, v) ∈ D2
I2 ×D3

I3 and

det

(
dX(s;T0, x, v)

dv

)
> δ∗ for s /∈

d∪
j=1

(
tj,i1,I2,I3 − ε

4M1
, tj,i1,I2,I3 +

ε

4M1

)
, (26)

if (s, x, v) ∈ D1
i1 ×D2

I2 ×D3
I3 for all i1, I2 and I3.

Proof. Choose (t0, x0, v0) ∈ [0, T0]× Td × {v ∈ Rd : vi ∈ [−4N, 4N ], for i = 1, 2, ..., d}.
First Case : If

det

(
dX(t0;T0, x0, v0)

dv

)
̸= 0,

then there exist positive numbers {τ0; ξ01 , · · · , ξ0d; η01 , · · · η0d} such that

det

(
dX(t;T0, x, v)

dv

)
̸= 0, for all (t;x1, · · · , xd; v1, · · · , vd) ∈ (t0 − τ0, t0 + τ0)×

×
{
((x0)1 − ξ01 , (x0)1 + ξ01)× · · · × ((x0)d − ξ0d, (x0)d + ξ0d)

}
×
{
((v0)1 − η01 , (v0)1 + η01)× · · · ((v0)d − η0d, (v0)d + η0d)

}
.

Second Case : If

det

(
dX(t0;T0, x0, v0)

dv

)
= 0,

then by Lemma 1, there exist positive numbers {τ0; ξ01 , · · · , ξ0d; η01 , · · · η0d} and Lipschitz functions ψ0
j defined on{

((x0)1 − ξ01 , (x0)1 + ξ01)× · · · × ((x0)d − ξ0d, (x0)d + ξ0d)
}
×
{
((v0)1 − η01 , (v0)1 + η01)× · · · ((v0)d − η0d, (v0)d + η0d)

}
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and ψ0
j (0, 0) = 0 so that, for (t;x1, · · · , xd; v1, · · · , vd) ∈ (t0−τ0, t0+τ0)×

{
((x0)1−ξ01 , (x0)1+ξ01)×· · ·×((x0)d−

ξ0d, (x0)d + ξ0d)
}
×
{
((v0)1 − η01 , (v0)1 + η01)× · · · × ((v0)d − η0d, (v0)d + η0d)

}
,

det

(
dX(t;T0, x, v)

dv

)
= 0 , (27)

if and only if
t = t0 + ψ0

j (x1, · · · , xd; v1, · · · vd) for some j = 1, 2, · · · , d. (28)

Notice that from the first and second case, we obtain an open covering of [0, T0] × Td × {v ∈ Rd : vi ∈
[−4N, 4N ]}. Since [0, T0] × Td × {v ∈ Rd : vi ∈ [−4N, 4N ]} is a compact set, we can choose finite points
(ti; (xi)1, · · · , (xi)d; (vi)1, · · · (vi)d) and positive numbers {τ i; ξi1, · · · , ξid; ηi1, · · · , ηid} for finite index i ’s. Notice
that

(ti − τ i, ti + τ i) ×
{(

(xi)1 − ξi1 , (xi)1 + ξi1
)
× · · · ×

(
(xi)d − ξid , (xi)d + ξid

)}
×

{(
(vi)1 − ηi1 , (vi)1 + ηi1

)
× · · · ×

(
(vi)d − ηid , (vi)d + ηid

)}
,

forms an open covering for finite i ’s. Define a refined grid via relabeling as

{ 0 = a1 < a2 < · · · < aM1 = T0 } = { ti ± τ i for all i ′s }, (29)

{ −1 = b̃1 < b̃2 < · · · < b̃M̃2
= 1 } = { (xi)k ± ξik for all i ′s, k = 1, 2, · · · , d }, (30)

{ −4N = c̃1 < c̃2 < · · · < c̃M̃3
= 4N } = { (vi)k ± ηik for all i ′s, k = 1, 2, · · · , d }. (31)

We use the index i1 = 1, 2, · · · ,M1 and ĩ2k = 1, 2, · · · , M̃2 and ĩ3k = 1, 2, · · · , M̃3 for all k = 1, 2, · · · , d, and multi-

index Ĩ2 = (̃i21, ĩ
2
2, · · · , ĩ2d) ∈ {1, 2, · · · , M̃2}d and Ĩ3 = (̃i31, ĩ

3
2, · · · , ĩ3d) ∈ {1, 2, · · · , M̃3}d. Notice that for each

(j, i1, Ĩ2, Ĩ3) we have tj,i1,Ĩ2,Ĩ3 ∈ (ai1 , ai1+1) and a Lipschitz function ψj,i1,Ĩ2,Ĩ3 . Using the Lipschitz continuity,
we choose a constant C > 0 so that

| ψj,i1,Ĩ2,Ĩ3(x, v)− ψj,i1,Ĩ2,Ĩ3(x̄, v̄) | ≤ C | (x, v)− (x̄, v̄) | ,

for all j, i1, Ĩ2, Ĩ3 which are finite indices or finite multi-indices. From the above inequality we have

| ψj,i1,Ĩ2,Ĩ3(x, v)− ψj,i1,Ĩ2,Ĩ3(x̄, v̄) | ≤ ε

8M1
, (32)

for |(x, v) − (x̄, v̄)| ≤ ε
8M1C . Therefore we further refine the grid of (30) and (31) as (if necessary we may put

more points to make the grid finer)

{−1 = b1 < b2 < · · · < bM2 = 1} ⊃ {−1 = b̃1 < b̃2 < · · · < b̃M̃2 = 1},
{−4N = c1 < c2 < · · · < cM3 = 4N} ⊃ {−4N = c̃1 < c̃2 < · · · < c̃M̃3 = 4N},

and denote multi-indices I2 = (i21, i
2
2, · · · , i2d) ∈ {1, 2, · · · ,M2}d and I3 = (i31, i

3
2, · · · , i3d) ∈ {1, 2, · · · ,M3}d and

define

D1
i1 ≡ (ai1 , ai1+1), (33)

D2
I2 = D2

i21,··· ,i2d
≡ (bi21 , bi21+1)× · · · × (bi2d , bi2d+1), (34)

D3
I3 = D3

i31,··· ,i3d
≡ (ci31 , bi31+1)× · · · × (ci3d , ci3d+1), (35)

so that |bi21+1 − bi21 | + · · · + |bi2d+1 − bi2d | + |ci31+1 − ci31 | + · · · + |ci3d+1 − ci3d | ≤
ε

8M1C and (32) is valid for all

(x, v), (x̄, v̄) ∈ D2
I2 ×D3

I3 . From (28), for each j, i1, I2, I3 there exist tj,i1,I2,I3 ∈ D1
i1 so that

tj,i1,I2,I3 + ψj,i1,I2,I3(x, v) ∈
d∪

j=1

( tj,i1,I2,I3 − ε

2M1
, tj,i1,I2,I3 +

ε

2M1
) , for all (x, v) ∈ D2

I2 ×D3
I3 .

Therefore

det

(
dX(t;T0, x, v)

dv

)
̸= 0 ,

holds for t ∈ D1
i1

\
( tj,i1,I2,I3 − ε

2M1 , tj,i1,I2,I3 + ε
2M1 ) and for (x, v) ∈ D2

I2 ×D3
I3 . Notice that det

(
dX(t;T0,x,v)

dv

)
is continuous and non-zero on a compact set{

D1
i1

\ d∪
j=1

( tj,i1,I2,I3 − ε

4M1
, tj,i1,I2,I3 +

ε

4M1
)
}

× D2
I2 × D3

I3 . (36)
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Hence there exists positive number δi1,I2,I3 > 0 so that

det

(
dX(t;T0, x, v)

dv

)
> δi1,I2,I3 ,

on the set (36). Define δ∗ = mini1,I2,I3 δi1,I2,I3 > 0 where i1, I2, I3 are finite indices. This proves the Lemma.

3 Linear L2 Decay

In this section, we will show the L2−decay of the solution of the linear Boltzmann equation :

∂tf + v · ∇xf −∇Φ · ∇vf + e−Φ(x)Lf = 0 , f(0, x, v) = f0(x, v), (37)

assuming the conservation of mass (6) and energy (7) and momentum for degenerate {v1, · · · , vn} (12) with
(M0, E0,J0) = (0, 0,0) ∈ R × R × Rn. Here, the number n in the degenerate {v1, · · · , vn} is a dimension of the
degenerate subspace of ∇Φ in (11) where, in general, the degenerate subspace of ∇Φ is a zero space {0} and
n = 0. Therefore, in this section, we are showing actually the linear L2−decay only with the conservation of mass
and energy for the generic external potential Φ in the periodic box Td.

For notational simplicity, we use ⟨·, ·⟩ to denote the standard L2−inner product in Td × Rd. We also define

⟨g1, g2⟩ν ≡ ⟨ν(v)g1, g2⟩.

We shall use || · || and || · ||ν to denote their corresponding L2 norms.

Theorem 3 Assume that the external potential Φ is a periodic C3−function on Td and Φ = Φ(xn+1, · · · , xd).
Let f(t, x, v) ∈ L2 be the (unique) solution to the linear Boltzmann equation (37). Assume that f satisfies the
conservations of mass (6) and energy (7) and momentum for degenerate {v1, · · · , vn} (12) with (M0, E0,J0) =
(0, 0,0) ∈ R× R× Rn. Then there exists λ > 0 and C > 0 such that

sup
0≤t≤∞

eλt||f(t)|| ≤ C||f(0)|| .

Proof. We will show that Proposition 4 implies Theorem 3, following the proof of Theorem 5 in [17]. Assume
Proposition 4 is true. Let 0 ≤ N ≤ t ≤ N + 1 , N being an integer. We split [0, t] = [0, N ] ∪ [N, t]. First we
establish the L2 energy estimate for any solution f to the linear Boltzmann equation (37) on the time interval
[N, t] as

||f(t)||2 + 2

∫ t

N

∫
Td

e−Φ(x)

∫
Rd

Lf · f dv dx ds = ||f(N)||2. (38)

From (37), we have the equation for eλtf(t) :

{∂t + v · ∇x −∇xΦ · ∇v + e−Φ(x)L}{eλtf} − λeλtf = 0.

For the time interval [0, N ], we multiply the above equation by eλtf to derive the L2−energy estimate on the
time interval [0, N ] :

e2λN ||f(N)||2 + 2

∫ N

0

e2λs
∫
Td

e−Φ(x)

∫
Rd

Lf · fdvdxds− λ

∫ N

0

e2λs||f(s)||2ds = ||f(0)||2.

Divide the time interval [0, N ] into
∪N−1

k=0 [k, k + 1) and define fk(s, x, v) ≡ f(k + s, x, v) for k = 0, 1, 2, ..., N − 1.
Then we can rewrite the above equation as

e2λN ||f(N)||2 +
N−1∑
k=0

∫ 1

0

e2λ{k+s}
∫
Td

e−Φ(x)

∫
Rd

Lfk(s) · fk(s) dvdxds︸ ︷︷ ︸
(A)

= ||f(0)||2 + λ
N−1∑
k=0

∫ 1

0

e2λ{k+s}||fk(s)||2ds︸ ︷︷ ︸
(B)

. (39)

Notice that fk(k + s, x, v) satisfies the linear Boltzmann equation (37) in the time interval [0, 1]. By Proposition
4, we have a lower bound for (A) as

(A) ≥
N−1∑
k=0

e2λke−|Φ|∞
∫ 1

0

⟨Lfk(s), fk(s)⟩ds ≥
N−1∑
k=0

e2λke−|Φ|∞M

∫ 1

0

||fk(s)||2νds ≥ ν0Me−|Φ|∞
N−1∑
k=0

e2λk
∫ 1

0

||fk(s)||2ds.
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Using the fact e2λ(k+s) ≤ e2λe2λk for s ∈ [0, 1], we have (B) ≤ λe2λ
∑N−1

k=0

∫ 1

0
e2λk||fk(s)||2ds. Thus, for sufficiently

small λ > 0, we have a positive lower bound of (A)− (B) as

(A)− (B) ≥ (ν0Me−|Φ|∞ − λe2λ)
N−1∑
k=0

∫ 1

0

e2λk||fk(s)||2ds ≥ 0.

Therefore from (39), we have
e2λN ||f(N)||2 ≤ ||f(0)||2.

Further we can choose λ > 0 small so that e2λ(t−N) ≤ 2 for all t ∈ [N,N + 1]. Hence, multiply (38) by e2λt and
combine with the above inequality to conclude

e2λt||f(t)||2 ≤ e2λt||f(N)||2 ≤ e2λ{t−N}||f0||2 ≤ 2||f0||2.

Proposition 4 Assume that the external potential Φ is a periodic C3-function on Td and Φ = Φ(xn+1, ..., xd).
Let f(t, x, v) be any solution to the linear Boltzmann equation (37) satisfying the conservations of mass (6) and
energy (7) and momentum for degenerate {v1, · · · , vn} (12) with (M0, E0,J0) = (0, 0,0) ∈ R × R × Rn. Then
there exists M > 0 such that f satisfies∫ 1

0

⟨Lf(s), f(s)⟩ds ≥ M

∫ 1

0

||f(s)||2νds. (40)

Proof. We prove the Proposition by the contradiction argument. If the inequality of (40) is not true, then a
sequence of solutions fk(t, x, v) (not identically zero) to (37) exists so that∫ 1

0

⟨Lfk(s), fk(s)⟩ds ≤
1

k

∫ 1

0

||fk(s)||2νds.

Equivalently, in terms of normalization Zk(t, x, v) =
fk(t,x,v)√∫ 1
0
||fk(s)||2νds

, we have

∫ 1

0

⟨LZk(s), Zk(s)⟩ds ≤
1

k
, (41)

and from ν(v) ≥ ν0, we have ν0
∫ 1

0
||Zk(s)||2ds ≤

∫ 1

0
||Zk(s)||2νds = 1. Due to the weak compactness in L2 space,

there exists Z(t, x, v) with
∫ 1

0
||Z(s)||νds ≤ 1 such that

Zk ⇀ Z weakly in

∫ 1

0

|| · ||2νds and

∫ 1

0

|| · ||2ds. (42)

On the other hand, since fk(t, x, v) solves (37), Zk(t, x, v) satisfies the same equation

{∂t + v · ∇x −∇Φ(x) · ∇v}Zk(t, x, v) + e−Φ(x)LZk(t, x, v) = 0, (43)

and hence Zk(t, x, v) satisfies same conservation laws (6), (7), and (12) with (M0, E0,J0) = (0, 0,0) ∈ R×R×Rn

as fk(t, x, v) does. Using the weak convergence in (42), we conclude that for almost every t ∈ [0, 1], the limiting
function Z(t, x, v) also satisfies∫∫

Td×Rd

Z(t, x, v)
√
µE(x, v)dvdx = 0 , (44)∫∫

Td×Rd

(
Φ(x) +

|v|2

2

)
Z(t, x, v)

√
µE(x, v)dvdx = 0 , (45)∫∫

Td×Rd

(v1, · · · , vn)T Z(t, x, v)
√
µE(x, v)dvdx = 0 . (46)

Step 1 : PZk ⇀ PZ weakly in
∫ 1

0
|| · ||2νds and

∫ 1

0
|| · ||2ds.

It suffices to show that ∫ 1

0

⟨PZk, ϕ1(s, x)ϕ2(v)⟩νds→
∫ 1

0

⟨PZ, ϕ1(s, x)ϕ2(v)⟩νds, (47)

for any smooth functions ϕ1(s, x) on [0, 1]× Td and ϕ2(v) on Rd with compact supports.
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Temporally denote (m0,m1, · · · ,md,md+1) ≡ (1, v1, · · · , vd, |v|2). Then the left-hand side of (47) is written
componentwisely as∫ 1

0

∫
Td

∫
Rd

(∫
Rd

mi(u)
√
µ(u) Zk(s, x, u)du

)
mi(v)

√
µ(v) ν(v)ϕ1(s, x)ϕ2(v)dvdxds

=

∫
Rd

(∫ 1

0

∫
Td

∫
Rd

mi
√
µ Zkϕ1dudxds

)
mi(v)

√
µ(v)ν(v)ϕ2(v)dv. (48)

Notice that the underlined integrand of (48) is bounded by L1 function uniformly in k ’s , i.e.(∫ 1

0

||miϕ1
√
µ||2L2

x,v
ds

) 1
2
(∫ 1

0

||Zk(s)||2L2
x,v
ds

) 1
2

mi(v)ν(v)ϕ2(v)
√
µ(v) ≤ Cmi(v)ν(v)ϕ2(v)

√
µ(v) ∈ L1(Rd),

and the underlined integrand of (48) converges to
(∫ 1

0

∫
Td

∫
Rd mi

√
µ Zϕ1dudxds

)
mi(v)

√
µ(v)ν(v)ϕ2(v) for al-

most every v ∈ Rd. By the Lebesque convergence theorem, we conclude the convergence of (47).

Step 2 : K(Zk) → K(Z) in L2([0, 1]× Td × Rd).
The proof of this step is same as Step 1 in the proof of Lemma 4.1 in [15] page 1124. Denote k(u, v) as the kernel
of the operator K and define it’s approximation km(u, v) ≡ k(u, v)1{(u,v):|u−v|≥ 1

m ,|v|≤m}. Since km ∈ L2(Rd×Rd)
we can choose smooth functions with compact supports to satisfy

κε(u, v) = κ1(u)κ2(v) such that ||km − κε||2 ≤ ε.

In order to prove this step, we only need to change (4.8) in [15] by

[∂t + v · ∇x −∇xΦ(x) · ∇v] {κ1(v)χ(t, x)Zk(t, x, v)}
= [∂t + v · ∇x −∇xΦ(x) · ∇v]{κ1(v)χ(t, x)}Zk(t, x, v), (49)

where χ(t, x) is a smooth cut-off function in (0, 1)×Rd such that χ(t, x) ≡ 1 in [ε, 1−ε]×Td. It is strainghforward
to verify that the right hand side of (49) is uniformly bounded in L2([0, 1]×Rd ×Rd). From the velocity average
lemma([4],[13]), for some α > 0,∫

Rd

χ(t, x)κ1(u)Zk(t, x, u)du ∈ Hα([0, 1]× Rd).

It follows that, up to a subsequence,∫
Rd

κ1(u)Zk(s, x, u)du→
∫
Rd

κ1(u)Z(s, x, v)du,

strongly in L2([ε, 1− ε]× Td) and this suffices to prove Step 2. For detail, see the proof of Lemma 4.1 in [15].

Step 3 : Z(t, x, v) = {a(t, x) + v · b(t, x) + |v|2c(t, x)}
√
µE(x, v) ̸= 0.

From the definitions of L = ν −K and Zk, we have

1−
∫ 1

0

⟨KZk(s), Zk(s)⟩ds =
∫ 1

0

||Zk(s)||νds−
∫ 1

0

⟨KZk(s), Zk(s)⟩ds =
∫ 1

0

⟨LZk(s), Zk(s)⟩ds. (50)

Combining the strong convergence in Step 2 with the weak convergence of Zk, we conclude

lim
k→∞

∫ 1

0

⟨KZk(s), Zk(s)⟩ =
∫ 1

0

⟨KZ(s), Z(s)⟩.

Combining the above relation with (50) and 0 ≤
∫ 1

0
⟨LZk(s), Zk(s)⟩ds ≤ 1

k , we conclude

0 = 1−
∫ 1

0

⟨KZ(s), Z(s)⟩ds.

Using the above equation, with the non-negativity of L and
∫ 1

0
||Z(s)||νds ≤ 1, we have

0 ≤
∫ 1

0

⟨LZ(s), Z(s)⟩ds =
∫ 1

0

||Z(s)||νds−
∫ 1

0

⟨KZ(s), Z(s)⟩ds ≤ 1−
∫ 1

0

⟨KZ(s), Z(s)⟩ds = 0,
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to conclude ∫ 1

0

⟨LZ(s), Z(s)⟩ds = 0 ,

∫ 1

0

||Z(s)||νds = 1. (51)

Now use the standard property of L :∫
Rd

LZ(s, x, v) · Z(s, x, v)dv ≥ C

∫
Rd

ν(v)|{I−P}Z(s, x, v)|2dv, (52)

and combine with (51) to conclude
{I−P}Z(t, x, v) = 0,

for almost every (t, x, v) ∈ [0, 1] × Td × Rd. Hence Z = PZ = {ã(t, x) + v · b̃(t, x) + |v|2c̃(t, x)}
√
µ(v) where

[ã(t, x), b̃(t, x), c̃(t, x)] is linear combinations of
[∫
Z(t, x, ·)√µdv,

∫
vZ(t, x, ·)√µdv,

∫
|v|2Z(t, x, ·)√µdv

]
.

Define [a(t, x),b(t, x), c(t, x)] = [ã(t, x), b̃(t, x), c̃(t, x)]× e
Φ(x)

2 then we have

Z(t, x, v) = {a(t, x) + v · b(t, x) + |v|2c(t, x)}√µE . (53)

From (51) we conclude that Z(t, x, v) is not identically zero.

Step 4 : Z ≡ 0
This leads to a contradiction to Step 3. Notice that from (41) and (52), we have∫ 1

0

||{I−P}Zk(s)||2νds ≤ 1

C

∫ 1

0

⟨LZk(s), Zk(s)⟩ds → 0,

to conclude {I − P}Zk → 0 strongly in
∫ 1

0
|| · ||νds. From LZk = L{I − P}Zk, we have

∫ 1

0
⟨L{I − P}Zk, φ⟩ds =∫ 1

0
⟨LZk, φ⟩ds → 0 for all φ ∈ C∞

c ([0, 1] × Td × Rd). Hence letting k → ∞ in (43), we have, in the sense of
distribution,

∂tZ + v · ∇xZ −∇Φ(x) · ∇vZ = 0.

We plug (53) into the above equation and expand as the products of a polynomial in vi :

{ȧ−∇xΦ · b}√µE + {ḃ+∇xa− 2c∇xΦ} · v
√
µE +

∑
i

(ċ+ ∂xibi)|vi|2
√
µE

+
∑
i ̸=j

{∂xibj}vivj
√
µE +∇xc · v|v|2

√
µE = 0. (54)

Since
√
µ, vi

√
µ, vjvk

√
µ and vlvmvn

√
µ are linearly independent, we deduce that in the sense of distributions, all

the coefficients on the left hand side of (54) should be zero. We therefore obtain the macroscopic equations of
a(t, x),b(t, x) and c(t, x), which was introduced in [15] :

ȧ(t, x)−∇xΦ(x) · b(t, x) = 0 (55)

ḃ(t, x) +∇xa(t, x)− 2c(t, x)∇xΦ(x) = 0 (56)

ċ(t, x) + ∂xibi = 0 for all i (57)

∂xj bi + ∂xibj = 0 , i ̸= j (58)

∇xc(t, x) = 0 (59)

We obtain the Laplace equation of bi(t, x)

∆bi =

d∑
j=1

∂j∂jbi =
∑
j ̸=i

∂j∂jbi∗
+ ∂i∂ibi∗∗ =

∑
j ̸=i

∂j(−∂ibj)⋄ + ∂i(−ċ)⋄⋄

= −∂i

∑
j ̸=i

∂jbj∗∗

− ∂iċ = −(d− 1)∂i(−ċ)⋄⋄ − ∂iċ = (d− 2)∂iċ = 0∗∗∗ (60)

where we used (58) for ∗ = ⋄ and used (57) for ∗∗ = ⋄⋄ and used (59) for ∗ ∗ ∗. From (53) we have, for all
i = 1, 2, .., d,∫

Rd

viZ(t, x, v)dv =
∑
j

∫
Rd

vivjbj(t, x)e
− |v|2

4 e−
Φ(x)

2 dv = bi(t, x)e
−Φ(x)

2

∫
Rd

|vi|2e−
|v|2
4 dv.
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Since Z(t, x, v) is periodic in x, we conclude that b(t, x) is also periodic in x. Using the periodicity of b, multiply
(60) by bi and integrate to yield

0 =

∫
Td

∆bibidx = −
∫
Td

|∇bi|2dx,

and
∇xbi(t, x) = 0 , b(t, x) = b(t) for almost all (t, x).

Combining the above equality with (57) and (59), we conclude that

c(t, x) = c0 for almost all (t, x). (61)

Further integrate (56) on Td to have

0 =

∫
Td

(56) dx = ḃ(t) +

∫
Td

∇xa(t, x)dx− 2c0

∫
Td

∇xΦ(x)dx = ḃ(t),

where we used the periocity in x ∈ Td of a(t, x) and Φ(x). Therefore we conclude b(t, x) = b0. From (55) and
(56), we have equations of a(t, x):

∇xa(t, x) = 2c0∇xΦ(x) , ȧ(t, x) = b0 · ∇xΦ(x).

From the first equation above, we have a(t, x) = 2c0Φ(x)+φ(t) for some φ. Plugging this formula into the second
equation above, we get

φ̇(t) = ȧ(t, x) = b0 · ∇xΦ(x).

Since the left hand side of the above equation is a function of t only and the right hand side is a function of x
only, we conclude that both of them are constant. In order to show that the both sides are zero actually, we
utilize the periodicity of the external potential Φ : take the integration over x ∈ Td to yield∫

Td

b0 · ∇xΦ(x)dx =

∫
Td

∇x · {Φ(x)b0}dx = 0.

Therefore we conclude that, for all t ∈ R and x ∈ Td, we have φ(t) ≡ φ0 and

a(t, x) ≡ 2c0Φ(x) + φ0 , (62)

b0 · ∇xΦ(x) ≡ 0 for all x ∈ Td .

Recall Λ(Td), the degenerate subspace of ∇Φ in (10). By the definition, we have

b0 ∈ Λ(Td)⊥, and hence b0 = ((b0)1, · · · , (b0)n, 0, · · · , 0). (63)

For simplicity we think b0 as a vector in Rn. To sum, we plug (61), (62) and (63) into (53) to conclude

Z(t, x, v) =
{
φ0 + b0 · (v1, · · · , vn) + 2c0

(
Φ(x) +

|v|2

2

)}√
µE(x, v). (64)

Notice that we obtain the above formula for Z only using the macroscopic equations and periodicity in x ∈ Td.
In order to conclude Z ≡ 0, we use the conservations of mass (44) and energy (45) and momentums for

degenerate {v1, · · · , vn} (46) crucially. From the conservation of momentum for degenerate {v1, . . . , vn}, we have

0 =

∫ 1

0

∫∫
Td×Rd

viZ(s, x, v)
√
µE(x, v)dvdxds = (b0)i

∫ 1

0

∫∫
Td×Rd

(vi)
2µE(x, v)dvdxds, (65)

for all i = 1, · · · , n, so that b0 ≡ 0 ∈ Rn.
From the conservation of mass for Z in (44), we have

0 = φ0

∫∫
Td×Rd

µE(x, v)dvdx+ 2c0

∫∫
Td×Rd

(
Φ(x) +

|v|2

2

)
µE(x, v)dvdx,

and from the conservation of energy for Z in (45), we have

0 = φ0

∫∫
Td×Rd

(
Φ(x) +

|v|2

2

)
µE(x, v)dvdx+ 2c0

∫∫
Td×Rd

(
Φ(x) +

|v|2

2

)2

µE(x, v)dvdx.
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Using the notation ⟨·, ·⟩ for L2(Td × R3) inner product, the above two equations are( ⟨√
µE ,

√
µE

⟩ ⟨
(Φ(x) + |v|2/2)√µE ,

√
µE

⟩⟨
(Φ(x) + |v|2/2)√µE ,

√
µE

⟩ ⟨
(Φ(x) + |v|2/2)√µE , (Φ(x) + |v|2/2)√µE

⟩ )( φ0

2c0

)
=

(
0
0

)
.

Once we show that the determinant of the above matrix is not zero :⟨√
µE ,

√
µE

⟩⟨
(Φ(x) + |v|2/2)√µE , (Φ(x) + |v|2/2)√µE

⟩
−
⟨
(Φ(x) + |v|2/2)√µE ,

√
µE

⟩2 ̸= 0, (66)

then we conclude φ0 = 0 and c0 = 0 and hence Z ≡ 0. From the Cauchy-Schwartz inequality⟨
(Φ(x) + |v|2/2)√µE ,

√
µE

⟩2 �
⟨√

µE ,
√
µE

⟩⟨
(Φ(x) + |v|2/2)√µE , (Φ(x) + |v|2/2)√µE

⟩
,

if
√
µE and (Φ(x) + |v|2/2)√µE are linearly independent which is obvious. Thus we conclude (66).

4 Nonlinear L∞ Decay

In this section, we prove Theorem 1, especially the nonlinear L∞−decay in (15). Recall the weight function by

w(x, v) = { |v|2
2 +Φ(x)}β/2 in (13) and define a weighted perturbation by

h(t, x, v) = w(x, v)× F (t, x, v)− µE(x, v)√
µE(x, v)

. (67)

Notice that h(t, x, v) = w(x, v)f(t, x, v). Then h satisfies

{∂t + v · ∇x −∇Φ(x) · ∇v}h(t, x, v) + e−Φ(x)νh(t, x, v)− e−Φ(x)Kwh = e−
Φ(x)

2 wΓ(
h

w
,
h

w
), (68)

where Lwh = ν(v)h−Kwh withKwh = wK( h
w ) ([17]). Notice that via Lemma 19 in [17], assuming sup0≤s≤T0

eλs||h(s)||∞
is small, we only have to show that there exist λ > 0 and T0 > 0 and CT0 > 0 such that

||h(T0)||∞ ≤ e−λT0 ||h0||∞ + CT0

∫ T0

0

||f(s)||L2ds, (69)

in order to show the nonlinear L∞−decay, i.e.

sup
0≤t≤∞

eλt||h(t)||∞ ≤ C||h0||∞, (70)

which is equivalent to (15). Once we establish (70), proving the existence and uniqueness, positivity of the
Boltzmann solution F were established in [17].

For any (t, x, v), integrating along its backward trajectory dX(s)
ds = V (s), dV (s)

ds = −∇Φ(X(s)) in (22), we
express

h(t, x, v) = e−
∫ t
0
e−Φ(X(τ))ν(V (τ))dτh(0, X(0), V (0)) (71)

+

∫ t

0

e−Φ(X(s))−
∫ t
s
e−Φ(X(τ))ν(V (τ))dτKwh(s,X(s), V (s))ds (72)

+

∫ t

0

e−
Φ(X(s))

2 −
∫ t
s
e−Φ(X(τ))ν(V (τ))dτwΓ

(
h

w
,
h

w

)
(s,X(s), V (s))ds. (73)

Easily we can control the first line above by

(71) ≤ e−tν0e
−|Φ|∞ ||h(0)||L∞

x,v
. (74)

Next we estimate (73). We can bound the loss term in (73) :

w(X(s), V (s))Γ−

(
h

w
,
h

w

)
(s,X(s), V (s)) =

∫
Rd

∫
Sd−1

q(ω, |u− V (s)|) e−
|u|2
4

w(X(s), u)
h(s,X(s), u)h(s,X(s), V (s))dωdu

≤
[∫∫

q(ω, |u− V (s)|)e−
|u|2
4 w−1(X(s), u)dudω

]
× ||h(s)||2L∞

x,v
≤ ν(V (s))||h(s)||2L∞

x,v
,
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and for the gain term

w(X(s), V (s))Γ+

(
h

w
,
h

w

)
(s,X(s), V (s)) = w(X(s), V (s))

∫
Rd

∫
Sd−1

q(ω, |u− V (s)|)e−
|u|2
4
h(s,X(s), u′)

w(X(s), u′)

h(s,X(s), v′)

w(X(s), v′)
dωdu

≤ Φ(X(s))−β/2

∫
Rd

∫
Sd−1

q(ω, |u− V (s)|)e−
|u|2
4 dωdu× ||h(s)||2L∞

x,v
≤ ν(V (s))||h(s)||2L∞

x,v
,

where v′ = v′(u, V (s)) , u′ = u′(u, V (s)) and we used |u|2 + |V (s)|2 = |u′|2 + |v′|2 so that

w(X(s), u′)w(X(s), v′) = (Φ(X(s)) +
|u′|2

2
)β/2(Φ(X(s)) +

|v′|2

2
)β/2 ≥

{
Φ(X(s))2 +Φ(X(s))

(
|u′|2

2
+

|v′|2

2

)}β/2

=

{
Φ(X(s))2 +Φ(X(s))

(
|u|2

2
+

|V (s)|2

2

)}β/2

≥
{
Φ(X(s))

(
Φ(X(s)) +

|V (s)|2

2

)}β/2

≥ Φ(X(s))β/2w(X(s), V (s)).

Note that

e−
1
2

∫ t
s
e−Φ(X(τ))ν(V (τ))dτ ≤ e−

1
2ν0e

−|Φ|∞ (t−s),

2
d

ds

{
e−

1
2

∫ t
s
e−Φ(X(τ))ν(V (τ))dτ

}
= ν(V (s))e−Φ(X(s))e−

1
2

∫ t
s
e−Φ(X(τ))ν(V (τ))dτ .

Using above relations, we have an upper bound of the integrand of (73) as

e−
Φ(X(s))

2 e−
1
2

∫ t
s
e−Φ(X(τ))ν(V (τ))dτe−

1
2ν0e

−|Φ|∞ (t−s)ν(V (s))||h(s)||2∞
≤ e

|Φ|∞
2 ν(V (s))e−Φ(X(s))e−

1
2

∫ t
s
e−Φ(X(τ))ν(V (τ))dτ × {e− 1

4ν0e
−|Φ|∞ (t−s)||h(s)||∞}2

= e
|Φ|∞

2 × 2
d

ds

{
e−

1
2

∫ t
s
e−Φ(X(τ))ν(V (τ))dτ

}
× {e− 1

4ν0e
−|Φ|∞ (t−s)||h(s)||∞}2.

Therefore we have a control of the integration of (73) by

(73) ≤ 2e
|Φ|∞

2 {1− e−
1
2

∫ t
0
e−Φ(X(τ))ν(V (τ))dτ} × sup

0≤s≤t
{e− 1

4ν0e
−|Φ|∞ (t−s)||h(s)||∞}2

≤ 2e
|Φ|∞

2 × sup
0≤s≤t

{e− 1
4ν0e

−|Φ|∞ (t−s)||h(s)||∞}2. (75)

From now, we concentrate to estimate (72). Let k(v, v′) be the corresponding kernel associated withK. Notice
that in the integrand of (72)

{Kwh}(s,X(s), V (s)) =

∫
Rd

kw(V (s), v′)h(s,X(s), v′)dv′. (76)

Now we use the representation of the underlined h(s,X(s), v′) again to evaluate (76). We need a following crucial
inequality, Lemma 3 in [17] :

Lemma 3 ([17])

|k(v, v′)| ≤ C{|v − v′|+ |v − v′|−1} exp
{
−1

8
|v − v′|2 − 1

8

||v|2 − |v′|2|2

|v − v′|2

}
.

Let 0 ≤ θ < 1
4 . Then there exists 0 ≤ ε(θ) < 1 and Cθ > 0 such that for 0 ≤ ε < ε(θ),∫

Rd

{|v − v′|+ |v − v′|−1} exp
{
−1− ε

8
|v − v′|2 − 1− ε

8

||v|2 − |v′|2|2

|v − v′|2

}
w(x, v)eθ|v|

2

w(x, v′)eθ|v′|2 dv
′ ≤ C

1 + |v|
.

Proof. We can check∣∣∣∣ w(x, v)w(x, v′)

∣∣∣∣ =

{
|v|2
2 +Φ(x)

|v′|2
2 +Φ(x)

}β/2

≤

{
1 +

|v′|2
2 + |v−v′|2

2

Φ(x) + |v′|2
2

}β/2

≤

{
1 +

|v′|2
2

Φ(x) + |v′|2
2

+
|v−v′|2

2

Φ(x) + |v′|2
2

}β/2

≤ {1 + 1 + CΦ|v − v′|2}β/2 ≤ C(1 + |v − v′|2)β/2.

The remainder of the proof is exactly same as the proof of Lemma 3 in [17].
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In order to simplify notations, we define

Ψ1(t) =
∫ t

0
e−Φ(X(τ ;t,x,v))ν(V (τ ; t, x, v))dτ

Ψ2(s, t) = Φ(X(s; t, x, v)) +
∫ t

s
e−Φ(X(τ ;t,x,v))ν(V (τ ; t, x, v))dτ ≥ ν0e

−|Φ|∞(t− s)

Ψ3(s, t) =
1
2Φ(X(s; t, x, v)) +

∫ t

s
e−Φ(X(τ ;t,x,v))ν(V (τ ; t, x, v))dτ

Ψ′
1(s) =

∫ s

0
e−Φ(X(τ ;s,X(s),v′))ν(V (τ ; s,X(s), v′))dτ ≥ ν0e

−|Φ|∞s

Ψ′
2(s1, s) = Φ(X(s1; s,X(s), v′)) +

∫ s

s1
e−Φ(X(τ ;s,X(s),v′))ν(V (τ ; s,X(s), v′))dτ ≥ ν0e

−|Φ|∞(s− s1)

Ψ′
3(s1, s) =

1
2Φ(X(s1; s,X(s), v′)) +

∫ s

s1
e−Φ(X(τ ;s,X(s),v′))ν(V (τ ; s,X(s), v′))dτ

We can rewrite h(s,X(s), v′) in (76) as

e−Ψ′
1(s)h(0, X ′(0), V ′(0)) +

∫ s

0

e−Ψ′
2(s1,s)

∫
Rd

kw(V
′(s1), v

′′)h(s1, X
′(s1), v

′′)dv′′ds1

+

∫ s

0

e−Ψ′
3(s1,s)wΓ

(
h

w
,
h

w

)
(s1, X

′(s1), V
′(s1))ds1.

We plug the above formula into (76) and (72) to have

(72) =

∫ t

0

∫
Rd

e−Ψ2(t,s)e−Ψ′
1(s)kw(V (s), v′)h0(X

′(0), V ′(0))dv′ds (77)

+

∫ t

0

∫
Rd

∫ s

0

∫
Rd

e−Ψ2(t,s)e−Ψ′
2(s1,s)kw(V (s), v′)kw(V

′(s1), v
′′)h(s1, X

′(s1), v
′′)dv′′ds1dv

′ds (78)

+

∫ t

0

∫
Rd

∫ s

0

e−Ψ2(t,s)e−Ψ′
3(s1,s)kw(V (s), v′)wΓ

(
h

w
,
h

w

)
(s1, X

′(s1), V
′(s1))ds1dv

′ds. (79)

For the first line, we have

(77) ≤
∫ t

0

e−tν0e
−|Φ|∞ ||h0||∞

∫
Rd

kw(V (s), v′)dv′ds ≤
(
te−

t
2ν0e

−|Φ|∞
)
e−

ν0e−|Φ|∞
2 t||h0||∞ ≤ Ce−

ν0e−|Φ|∞
2 t||h0||∞, (80)

and the third line (79) is bounded by∫ t

0

∫
Rd

∫ s

0

e−Φ(X(s)) e−
∫ t
s
e−Φ(X(τ))ν(V (τ))dτ︸ ︷︷ ︸

I

e−
1
2Φ(X′(s1))e

−
∫ s
s1

e−Φ(X′(τ))ν(V ′(τ))dτ
ν(V ′(s1))︸ ︷︷ ︸

II

kw(V (s), v′)||h(s1)||2∞ds1dv′ds

≤ 2 e
|Φ|∞

2

∫ t

0

e
− ν0(t−s)

2e|Φ|∞

∫
Rd

kw(V (s), v′)

∫ s

0

d

ds1

{
e
− 1

2

∫ s
s1

e−Φ(X′(τ))ν(V ′(τ))dτ

}
ds1dv

′ds sup
0≤s1≤t

{e−
ν0(t−s1)

4e|Φ|∞ ||h(s1)||∞}2

≤ 2e
|Φ|∞

2
2

ν0
e|Φ|∞ × sup

0≤s1≤t
{e−

ν0e−|Φ|∞
4 (t−s1)||h(s1)||∞}2 ≤ 4

ν0
e

3
2 |Φ|∞ sup

0≤s1≤t
{e−

ν0e−|Φ|∞
4 (t−s1)||h(s1)||∞}2, (81)

where we used

I ≤ e−(t−s)ν0e
−|Φ|∞

,

II ≤ 2e
|Φ|∞

2 e−
ν0e−|Φ|∞

2 (s−s1) × 1

2
e−Φ(X′(s1))e

− 1
2

∫ s
s1

e−Φ(X′(τ))ν(V ′(τ))dτ
ν(V ′(s1))

= 2e
|Φ|∞

2 e−
ν0e−|Φ|∞

2 (s−s1) × d

ds1

{
e
− 1

2

∫ s
s1

e−Φ(X′(τ))ν(V ′(τ))dτ

}
.

Now we concentrate on the second term, (78).

4.1 Estimate of (78)

CASE 1 : |v| ≥ N with N >>
√
|Φ|∞. Using (23), we have |V (s)| ≥ N

2 so that∫∫
Rd×Rd

kw(V (s), v′)kw(V
′(s1), v

′′)dv′′dv′ ≤ C

1 + |V (s)|
≤ C

N
.

Thus in this case, (78) is bounded by∫ t

0

∫ s

0

e−
ν0e−|Φ|∞

2 (t−s1)

∫∫
Rd×Rd

kw(V (s), v′)kw(V
′(s1), v

′′)dv′′dv′ds1ds× sup
0≤s1≤t

e−
ν0e−|Φ|∞

2 (t−s1)||h(s1)||∞

≤
(

2

ν0e−|Φ|∞

)2

× C

N
× sup

0≤s1≤t
e−

ν0e−|Φ|∞
2 (t−s1)||h(s1)||∞ ≤ C

N

4

ν20
e2|Φ|∞ sup

0≤s1≤t
e−

ν0e−|Φ|∞
2 (t−s1)||h(s1)||∞, (82)
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where we used the fact∫ t

0

∫ s

0

e−
ν0e−|Φ|∞

2 (t−s1)ds1ds

=
2

ν0e−|Φ|∞

∫ t

0

ds

∫ s

0

d

ds1

{
e−

ν0e−|Φ|∞
2 (t−s1)

}
ds1 =

2

ν0e−|Φ|∞
e−

ν0e−|Φ|∞
2 t

∫ t

0

{e
ν0e−|Φ|∞

2 s − 1}ds

=
2

ν0e−|Φ|∞
e−

ν0e−|Φ|∞
2 t

(
2

ν0e−|Φ|∞
e

ν0e−|Φ|∞
2 t − t− 2

ν0e−|Φ|∞

)
≤
(

2

ν0e−|Φ|∞

)2

.

CASE 2 : |v| ≤ N, |v′| ≥ 2N, or |v′| ≤ 2N, |v′′| ≥ 3N . Observe that

|V (s)− v′| ≥ |v′ − v| − |V (s)− v| ≥ |v′| − |v| − |V (s)− v|,
|V ′(s1)− v′′| ≥ |v′′ − v′| − |V ′(s1)− v′| ≥ |v′′| − |v′| − |V ′(s1)− v′|,

and |V (s) − v|, |V ′(s1) − v′| ≤ 2|Φ|2∞ from (23), thus we have either |V (s) − v′| ≥ N
2 or |V ′(s1) − v′′| ≥ N

2 and
either one of the followings are valid correspondingly for η > 0:

kw(V (s), v′) ≤ e−
η
8N

2

kw(V (s), v′)e
η
8 |V (s)−v′|2 ,

kw(V
′(s1), v

′′) ≤ e−
η
8N

2

kw(V
′(s1), v

′′)e
η
8 |V

′(s1)−v′′|2 .

From Lemma 3, both
∫
kw(V (s), v′)e

η
8 |V (s)−v′|2dv′ and

∫
kw(V

′(s1), v
′′)e

η
8 |V

′(s1)−v′′|2dv′′ are still finite for suffi-
ciently small η > 0. Therefore (78) is bounded by∫ t

0

ds

∫ s

0

ds1e
− ν0e−|Φ|∞

2 (t−s1)

∫∫
dv′′dv′kw(V (s), v′)kw(V

′(s1), v
′′) sup

0≤s1≤t
e−

ν0e−|Φ|∞
2 (t−s1)||h(s1)||∞

≤
(

2

ν0e−|Φ|∞

)2

e−
η
8N

2

sup
0≤s1≤t

e−
ν0e−|Φ|∞

2 (t−s1)||h(s1)||∞ ≤ e−
η
8N

2 4

ν20
e2|Φ|∞ sup

0≤s1≤t
e−

ν0e−|Φ|∞
2 (t−s1)||h(s1)||∞, (83)

where we used the fact∫∫
kw(V (s), v′)kw(V

′(s1), v
′′)dv′′dv′ ≤ e−

η
8N

2

∫∫
kw(V (s), v′)kw(V

′(s1), v
′′){e

η
8 |V (s)−v′|2 + e

η
8 |V

′(s1)−v′′|2} ≤ Ce−
η
8N

2

.

CASE 3 : |v| ≤ N, |v′| ≤ 2N, |v′′| ≤ 3N . This is the last remaining case because if |v′| > 2N , it is included in
Case 2; while if |v′′| > 3N , either |v′| ≤ 2N or |v′| ≥ 2N are also included in Case 2. We can bound (78) by∫ t

0

∫
|v′|≤2N

∫ s

0

e−ν0e
−|Φ|∞ (t−s1)

∫
|v′′|≤3N

kw(V (s), v′)kw(V
′(s1), v

′′)︸ ︷︷ ︸⊙ |h(s1, X ′(s1), v
′′)|dv′′ds1dv′ds. (84)

Since kw(v, v
′) has possible integrable singularity of 1

|v−v′| , we can choose a smooth function with compact support

kN (v, v′) such that

sup
|p|≤3N

∫
|v′|≤3N

|kw(p, v
′)− kN (p, v′)|dv′ ≤ 1

N
.

Splitting kw(V (s), v′)kw(V
′(s1), v

′′) in
⊙

by

kN (V (s), v′)kN (V ′(s1), v
′′) , (85)

{kw(V (s), v′)− kN (V (s), v′)}kw(V
′(s1), v

′′) + {kw(V
′(s1), v

′′)− kN (V ′(s1), v
′′)}kN (V (s), v′). (86)

We can bound (84), in the case of
⊙

= (86), by

C

N

4

ν20
e2|Φ|∞ sup

0≤s1≤t
e−

ν0e−|Φ|∞
2 (t−s1)||h(s1)||∞. (87)

In the case of
⊙

= (85), we can bound (84) by

CN

∫ t

0

ds

∫
|v′|≤2N

dv′
∫ s

0

ds1e
−ν0e

−|Φ|∞ (t−s1)

∫
|v′′|≤3N

|h(s1, X(s1; s,X(s; t, x, v), v′), v′′)|dv′′. (88)

Recall that we need to show the decay for t = T0 from (69). Since the potential is time-independent we have

X(s1; s,X(s;T0, x, v), v
′) = X(s1 − s+ T0;T0, X(T0; 2T0 − s, x, v), v′),
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for 0 ≤ s1 ≤ s ≤ T0. From Lemma 2, we split (88) by

CN

M1∑
i1

(M2)d∑
I2

(M3)d∑
I3

∫ T0

0

ds

∫ s

0

ds11{X(s1−s+T0;T0,x,v)∈D2
I2

}(s1, s) 1D1
i1
(s1 − s+ T0)︸ ︷︷ ︸⊗

e−ν0e
−|Φ|∞ (T0−s1)

×
∫
|v′|≤2N

dv′1D3
I3
(v′)

∫
|v′′|≤3N

|h(s1, X(s1 − s+ T0;T0, X(T0; 2T0 − s, x, v), v′), v′′)|dv′′. (89)

From Lemma 2, we have

{(s1 − s+ T0, X(T0; 2T0 − s, x, v), v′) ∈ D1
i1 ×D2

I2 ×D3
I3 : det

(
∂X

∂v′

)
(s1 − s+ T0;T0, X(T0; 2T0 − s, x, v), v′) = 0}

⊂
d∪
j

{(s1 − s+ T0, X(T0; 2T0 − s, x, v), v′) ∈ D1
i1 ×D2

I2 ×D3
I3 : s1 − s+ T0 ∈ (tj,i1,I2,I3 − ε

4M1
, tj,i1,I2,I3 +

ε

4M1
)}.

For each i1, I2, I3 and j, we split
⊗

as

1D1
i1
(s1 − s+ T0)1(tj,i1,I2,I3−

ε
4M1 ,tj,i1,I2,I3+

ε
4M1 )(s1 − s+ T0) , (90)

1D1
i1
(s1 − s+ T0){1− 1(tj,i1,I2,I3−

ε
4M1 ,tj,i1,I2,I3+

ε
4M1 )(s1 − s+ T0)}. (91)

CASE 3a : In the case of
⊗

= (90), the integration (89) is bounded by

CN

M1∑
i1

(M2)d∑
I2

(M3)d∑
I3

∫ T0

0

ds

∫ s

0

ds11{X(s1−s+T0;T0,x,v)∈D2
I2

}(s1, s) 1D1
i1
(s1 − s+ T0)e

−ν0e
−|Φ|∞ (T0−s1)

∗

×1(tj,i1,I2,I3−
ε

4M1 ,tj,i1,I2,I3+
ε

4M1 )(s1 − s+ T0)

×
∫
|v′|≤2N

dv′1D3
I3
(v′)

∫
|v′′|≤3N

|h(s1, X(s1 − s+ T0;T0, X(T0; 2T0 − s, x, v), v′), v′′)|dv′′.

We split

e−ν0e
−|Φ|∞ (t−s1)

∗ = e−ν0e
−|Φ|∞2(t−s)e−

ν0e−|Φ|∞
2 (s−s1) × e−

ν0e−|Φ|∞
2 (t−s1).

and rewrite the above integration as

CN

M1∑
i1

(M2)d∑
I2

(M3)d∑
I3

∫ T0

0

ds1{X(s1−s+T0;T0,x,v)∈D2
I2

}(s1, s)e
− ν0e−|Φ|∞

2 (T0−s)

×
∫ s

0

ds1e
− ν0e−|Φ|∞

2 (s−s1) 1D1
i1
(s1 − s+ T0)1(tj,i1,I2,I3−

ε
4M1 ,tj,i1,I2,I3+

ε
4M1 )(s1 − s+ T0)

×
∫
|v′|≤2N

dv′1D3
I3
(v′)

∫
|v′′|≤3N

e−
ν0e−|Φ|∞

2 (T0−s1)||h(s1)||∞dv′′.

For fixed i1, I2, I3, using the fact that e−
ν0e−|Φ|∞

2 (s−s1) is an increasing function of s1 ∈ [0, s], the second line of
the above term is bounded by∫ s

s− ε
4M1

2

ν0e−|Φ|∞
d

ds1

{
e−

ν0e−|Φ|∞
2 (s−s1)

}
ds1 =

2

ν0e−|Φ|∞
{1− e−

ν0e−|Φ|∞
2

ε
4M1 } ∼ 2

ν0e−|Φ|∞
ν0e

−|Φ|∞

2

ε

4M1
=

ε

4M1
.

Therefore we can bound (89) by

CN

∫ T0

0

∑
I2

1{X(s1−s+T0;T0,x,v)∈D2
i2

}(s1, s)

∗∗

e−
ν0e−|Φ|∞

2 (T0−s)ds×
M1∑
i1=1

ε

4M1

×
∫
|v′|≤2N

dv′
∑
I3

1D3
I3
(v′)

∗∗∗

× (3N)3 sup
0≤s1≤T0

e−
ν0e−|Φ|∞

2 (T0−s1)||h(s1)||∞

≤ CN

∫ T0

0

e−
ν0e−|Φ|∞

2 (T0−s)ds× ε

4

∫
|v′|≤2N

dv′(3N)3 sup
0≤s1≤T0

e−
ν0e−|Φ|∞

2 (T0−s1)||h(s1)||∞

≤ CN
2

ν0e−|Φ|∞
ε

4
(2N)3(3N)3 sup

0≤s1≤T0

e−
ν0e−|Φ|∞

2 (T0−s1)||h(s1)||∞

≤ ε
CNe

|Φ|∞

ν0
sup

0≤s1≤T0

e−
ν0e−|Φ|∞

2 (T0−s1)||h(s1)||∞, (92)
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where we used the fact that

∗∗
(M2)d∑

I2

1{X(s1−s+T0;T0,x,v)∈D2
I2

}(s1, s) = 1{X(s1−s+T0;T0,x,v)∈Td}(s1, s) = 1{0≤s≤T0}(s)1{0≤s1≤s}(s1),

∗ ∗ ∗
(M3)d∑

I3

1D3
I3
(v′)1|v′|≤2N (v′) = 1|v′|≤2N (v′).

CASE 3b : In the case of
⊗

= (91), the integration (89) is bounded by

CN

M1∑
i1

(M2)d∑
I2

(M3)d∑
I3

∫ T0

0

ds

∫ s

0

ds11{X(s1−s+T0;T0,x,v)∈D2
I2

}(s1, s) 1D1
i1
(s1 − s+ T0)e

−ν0e
−|Φ|∞ (T0−s1)

×
{
1− 1(tj,i1,I2,I3−

ε
4M1 ,tj,i1,I2,I3+

ε
4M1 )(s1 − s+ T0)

}
(93)

×
∫
|v′|≤2N

1D3
I3
(v′)

∫
|v′′|≤3N

|h(s1, X(s1 − s+ T0;T0, X(T0; 2T0 − s, x, v), v′), v′′)|dv′dv′′.

By Lemma 2, we can apply a change of variables :

v′ → y ≡ X(s1 − s+ T0;T0, X(T0; 2T0 − s, x, v), v′),

Jac

(
∂X

∂v′

)
(s1 − s+ T0;T0, X(T0; 2T0 − s, x, v), v′) > δ∗.

Therefore the last line of the above term is bounded by

1

δ∗

∫
x∈Td

∫
|v′′|≤3N

w(x, v′′)|f(s1, x, v′′)|dv′′dx ≤ 1

δ∗

(∫
|v′′|≤3N

∫
Td

w(x, v′′)2dxdv′′

) 1
2

||f(s1)||L2

≤ 1

δ∗
C(N, |Φ|∞)||f(s1)||L2 .

Therefore, in the case of
⊗

= (91), we have an upper bound of (89) as

C(M1,M2,M3, δ∗, N, |Φ|∞, ν0)
∫ T0

0

||f(s1)||L2ds1. (94)

To summarize, let λ = ν0e
−|Φ|∞

4 and from (74), (75), (80), (81), (82), (83), (87), (92) and (94) we conclude

||h(T0)||∞ ≤ e−λT0 ||h0||∞ + C(
1

N
+ ε+ e−

η
8N

2

) sup
0≤s≤T0

{e−λ(T0−s)||h(s)||∞}

+ C sup
0≤s≤T0

{e−λ(T0−s)||h(s)||∞}2 + CT0

∫ T0

0

||f(s1)||L2ds1.

Assume sup0≤s≤T0
{eλs||h(s)||∞} is sufficiently small. Choose sufficiently large N > 0 and small ε > 0 and small

||h0||∞. Then we conclude (69).

5 Nonlinear L∞ Stability

In this section, we prove Theorem 2 and establish the nonlinear L∞ stability in (18). The following lemma,
which has been established in [18], plays a crucial rule in the proof of the nonlinear stability (18) without the
conservation of momentum.

Lemma 4 ([18]) Let µE(x, v) = exp{− |v|2
2 − Φ(x)}. Assume F satisfies the conservation of mass (6), energy

(7) and the entropy inequality (8). For 0 < δ < 1, we have∫∫
|F (t)− µE |1|F (t)−µE |≥δµE

≤ 4

δ
{H(F0)−H(µE) + |M0|+ |E0|}. (95)



5 NONLINEAR L∞ STABILITY 18

Proof. The proof is almost same as the argument in Page 147 of [18]. The difference is the fact that lnµE =

− |v|2
2 − Φ(x) is only bounded by the energy |v|2

2 + Φ(x). We now make use of the entropy inequality (8). Recall
from the Taylor expansion,

H(F (t))−H(µE) =

∫∫
{F (t) lnF (t)− µE lnµE} =

∫∫
(lnµE + 1){F (t)− µE}+

∫∫
{F (t)− µE}2

2F̃

≤ H(F0)−H(µE) ,

where F̃ is a number between F (t) and µE . Notice that the underlined term is bounded by the mass and energy
of F (t). Hence, from the conservation of mass (6) and energy (7), we get∫∫

{F (t)− µE}2

2F̃
≤ H(F0)−H(µE) + |M0| + |E0|.

The rest of the proof is exactly same as the argument of Page 147 of [18].
In order to obtain (18), we do estimate a weighted perturbation h in (67) satisfying the linearized Boltzmann

equation (68). The proof is exactly same as Section 4 except CASE 3b. Consider (93) in CASE 3b. We
introduce the indicator functions 1|F (t)−µE |≤δµE

and 1|F (t)−µE |≥δµE
and split the last line of (93) into∫

|v′|≤2N

∫
|v′′|≤3N

1D3
I3
|h(s1, X(s1 − s+ T0), v

′′)|1|F (t)−µE |≤δµE
+ 1D3

I3
|h(s1, X(s1 − s+ T0), v

′′)|1|F (t)−µE |≥δµE
. (96)

The first integration is bounded by

δ

∫
|v′|≤2N

∫
|v′′|≤3N

1D3
I3
w(X(s1 − s+ T0), v

′′)
√
µE(X(s1 − s+ T0), v′′).

Using Lemma 4, the second integration is bounded by∫
|v′|≤2N

∫
|v′′|≤3N

1D3
I3

w
√
µE

(X(s1−s+T0), v′′)|F (s1, X(s1−s+T0), v′′)−µE(X(s1−s+T0), v′′)|1|F (t)−µE |≥δµE
dv′′dv′.

(97)
By Lemma 2, we apply the change of variables

v′ → y = X(s1 − s+ T0;T0, X(T0; 2T0 − s, x, v), v′),

Jac

(
∂X

∂v′

)
(s1 − s+ T0;T0, X(T0; 2T0 − s, x, v), v′) > δ∗.

to bound (97) by

CN,Φ

δ∗

∫
|v′|≤2N

∫
y∈Td

1D3
I3
|F (s1, y, v′′)− µE(s1, y, v

′′)|1|F (t)−µE |≥δµE
dydv′. (98)

Combining these two cases, using Lemma 4, the whole integration (93) is bounded by

CN,Φ

∫ T0

0

ds

∫ s

0

ds1e
−ν0e

−|Φ|∞ (T0−s1)

∫
|v′|≤2N

∫
Td

{δ + 1

δ∗
|F (s1, y, v′′)− µE(s1, y, v

′′)|1|F (t)−µE |≥δµE
}dydv′

≤ CN,Φ

[
δ +

1

δ∗δ
{H(F0)−H(µE) + |M0|+ |E0|}

]
≤ CN,Φδ

− 1
2

∗
√
H(F0)−H(µE) + |M0|+ |E0| .

We also have optimized δ such that (for sufficiently small |H(F0)−H(µE)|+ |M0|+ |E0|),

δ =
1

δ∗δ
{H(F0)−H(µE) + |M0|+ |E0|}.

To summarize, from the last part of Section 4, we conclude

sup
0≤t≤T0

||h(t)||∞ ≤ e−λT0 ||h0||∞ + C(
1

N
+ ε+ e−

η
8N

2

) sup
0≤s≤T0

{e−λ(T0−s)||h(s)||∞}

+ C sup
0≤s≤T0

{e−λ(T0−s)||h(s)||∞}2 + CN,Φδ
− 1

2
∗
√
H(F0)−H(µE) + |M0|+ |E0|.

Assume sup0≤s≤T0
||h(s)||∞ and ε > 0 sufficiently small and T0, N, η sufficiently large to conclude

||h(T0)||∞ ≤ 1

2
||h0||∞ + CT0

√
H(F0)−H(µE) + |M0|+ |E0|. (99)
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From this finite time estimate, we use the argument in page 23 of [5] to establish a large time estimate. Apply
(99) repeatedly to get

||h(nT0)||∞ ≤ 1

2
||h0||∞ + CT0

√
H(F0)−H(µE) + |M0|+ |E0|

≤ 1

4
||h0||∞ + {1 + 1

2
}CT0

√
H(F0)−H(µE) + |M0|+ |E0|

≤ ...

≤ 1

2n
||h0||∞ + {1 + 1

2
+

1

4
+ ...}CT0

√
H(F0)−H(µE) + |M0|+ |E0|

≤ 1

2n
||h0||∞ + 2CT0

√
H(F0)−H(µE) + |M0|+ |E0|.

For any t > 0, we can find n such that nT0 ≤ t ≤ {n+1}T0 and form L∞ estimate on [0, T0], we conclude (18) by

||h(t)||∞ ≤ CT0 ||h(nT0)||∞ ≤ C
{

||h0||∞ +
√
H(F0)−H(µE) + |M0|+ |E0|

}
.
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