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Abstract. In this paper we provide an analytical framework for investigating the efficiency of
a variant of the model introduced in [27] for tackling global optimization problems. This work

should shed light on the prospects of justifying the efficacy of the optimization algorithm in

the mean-field sense. Extensions of the mean-field equation to include nonlinear diffusion of
porous medium type is introduced. Theoretical results on decay estimates are then underlined

by numerical simulations.
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1. Introduction

Over the last decades, individual-based models have been widely used in the investigation of
complex systems that manifest self-organization or collective behavior. Examples of such complex
systems include swarming behavior, crowd dynamics, opinion formation, synchronization, and
many more, that are present in the field of mathematical biology, ecology and social dynamics,
see for instance [5, 6, 13, 14, 18, 22, 25, 28, 32] and the references therein.

In the field of global optimization, metaheuristics, such as evolutionary algorithms [4, 1, 30]
and swarm intelligence [20, 23], have played an increasing role in the design of fast algorithms
to provide sufficiently good solutions in tackling hard optimization problems, which includes the
traveling salesman problem that is known to be NP hard. Metaheuristics, in general, may be
considered as high level concepts for exploring search spaces by using different strategies, chosen
in such a way, that a dynamic balance is achieved between the exploitation of the accumulated
search experience and the exploration of the search space [9]. Notable metaheuristics for global
optimization include, for example, the Ant Colony Optimization, Genetic Algorithms, Particle
Swarm Optimization and Simulated Annealing, all of which are stochastic in nature [7]. Unfor-
tunately, despite having to stand the test of time, a majority of metaheuristical methods lack the
proper justification of its efficacy in the mathematical sense. The universal intent of research in
the field is to ascertain whether a given metaheuristic is capable of finding an optimal solution
when provided with sufficient information. Due to the stochastic nature of metaheuristics, answers
to this question are non-trivial, and they are always probabilistic.

Recently, the use of opinion dynamics and consensus formation in global optimization has been
introduced in [27], where the authors showed substantial numerical and partial analytical evidence
of its applicability to solving multi-dimensional optimization problems of the form

minx∈Ω f(x), Ω ⊂ Rd a domain,

for a given cost function f ∈ Cb(Rd), which is assumed to be non-negative without loss of generality.
The optimization algorithm involves the use of multiple agents located within the domain Ω

to dynamically establish a consensual opinion amongst themselves in finding the global minimizer
to the minimization problem, while taking into consideration the opinion of all active agents.
First order models for consensus have been studied in the mathematical community interested
in granular materials and swarming leading to aggregation-diffusion and kinetic equations, which
have nontrivial stationary states or flock solutions, see [11, 16, 17, 12] and the references therein.
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They are also common tools in control engineering to establish consensus in graphs [29, 35] for
instance among many others.

In order to achieve the goal of optimizing a given function f(x), we consider an interacting
stochastic system of N ∈ N agents with position Xi

t ∈ Rd, described by the system of stochastic
differential equations

dXi
t = −λ(Xi

t − vt) dt+ σ|Xi
t − vt|dW i

t(1a)

vt =

N∑
i=1

Xi
t

(
ωαf (Xi

t)∑N
i=1 ω

α
f (Xi

t)

)
,(1b)

where ωαf is a weight, which we take as ωαf (x) = exp(−αf(x)) for some appropriately chosen

α > 0. Notice that (1) resembles a geometric Brownian motion, which drifts in the direction
vt ∈ Rd. This system is a simplified version of the algorithm introduced in [27], while keeping the
essential ingredients and mathematical difficulties. The first term in (1) imposes a global relaxation
towards a position determined by the behavior of the normalized moment given by vt, while the
diffusion term tries to concentrate again around the behavior of vt. In fact, agents with a position
differing a lot from vt are diffused more and then they explore a larger portion of the landscape
of the graph of f(x), while the explorer agents closer to vt diffuse much less. The normalized
moment vt is expected to dynamically approach the global minimum of the function f , at least
when α is large enough, see below. This idea is also used in simulated annealing algorithms. The
well-posedness of this system will be thoroughly investigated in Section 2.

Formal passage to the mean-field limit, N →∞, for this system yields the nonlinear process

dX̄t = −λ(X̄t − vf [ρt]) dt+ σ|X̄t − vf [ρt]|dWt(2a)

vf [ρt] =

∫
x dηαt , ηαt = ωαf ρt/‖ωαf ‖L1(ρt), ρt = law(X̄t),(2b)

subject to the initial condition law(X̄0) = ρ0. We call ηαt the α-weighted measure.
The measure ρt = law(X̄t) ∈ P(Rd) is a Borel probability measure, which describes the evolu-

tion of a one-particle mean-field distribution. In the case that ρt is absolutely continuous w.r.t. the
Lebesgue measure dx, i.e., dρt = utdx, for some ut ∈ L1(Rd; dx), we recall from [27, Remark 1],
see also [19], that ωαf ρt satisfies the well-known Laplace principle:

lim
α→∞

(
− 1

α
log

(∫
e−αf dρt

))
= inf f ≥ 0.

Therefore, if f attains a single minimum x∗ ∈ supp(ρt), then the α-weighted measure ηαt ∈ P(Rd)
approximates a Dirac distribution δx∗ at x∗ ∈ Rd for large α� 1. Consequently, the first moment
of ηαt , given by vf [ρt], provides a good estimate of x∗ = arg min f .

The (infinitesimal) generator corresponding to the nonlinear process (2a) is given by

Lϕ = κ∆ϕ− µ · ∇ϕ, for ϕ ∈ C2
c (Rd),(3)

with drift and diffusion coefficients

µt = λ(x− vf [ρt]), κt = (σ2/2)|x− vf [ρt]|2,

respectively. Therefore, the Fokker–Planck equation reads

∂tρt = ∆(κρt) +∇ · (µρt), limt→0 ρt = ρ0,(4)

where ρt ∈ P(Rd) for t ≥ 0 satisfies (4) in the weak sense.
Notice that the Fokker–Planck equation (4) is a nonlocal, nonlinear degenerate drift-diffusion

equation, which make its analysis a nontrivial task. Its well-posedness will be the topic of Section 3.
Furthermore, using well-known ideas taken from [10, 31], we make the passage to mean-field
rigorous in Section 4. Having justified the validity of the Fokker–Planck equation (4) as a mean-
field limit of the microscopic system (1), we proceed to give justifications for the applicability of
the microscopic system (1) as a tool for solving global optimization problems, via its mean-field
counterpart.
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More specifically, we will show in Section 5 that under certain assumptions on the cost function
f , one obtains a uniform consensus as the limiting measure (t→∞) corresponding to (4), i.e.,

ρt −→ δx̂ as t→∞,

for some x̂ ∈ Rd possibly depending on the initial density ρ0. It is also shown that this convergence
happens exponentially in time. Moreover, under the same assumptions on f , the point of consensus
x̂ may be made sufficiently close to x∗ = arg min f by choosing α � 1 sufficiently large, which is
the main goal for global optimization.

We conclude the paper with an extension of the Fokker–Planck equation (4) to include nonlinear
diffusion of porous medium type and provide numerical evidence for consensus formation in the
one dimensional case. For this reason, we introduce an equivalent formulation of the mean-field
equation in terms of the pseudo-inverse distribution χt(η) = inf{x ∈ R | ρt((−∞, x]) > η}. We also
compare the microscopic approximation corresponding to the porous medium type Fokker–Planck
equation with the original consensus-based microscopic system (1) and the proposed algorithm in
[27], showcasing the exponential decay rate of the error in suitable transport distances towards
the global minimizers.

2. Well-posedness of the microscopic model

In this section we study the existence of a unique process {(X1
t , . . . , X

N
t ) | t ≥ 0}, which satisfies

our consensus-based optimization scheme (1). For readability, we denote Xt := (X1
t , . . . , X

N
t )>,

and write, for an arbitrary but fixed N ∈ N, system (1) as

dXt = −λFN (Xt) dt+ σMN (Xt) dWt,(5)

where Wt := (W 1
t , . . . ,W

N
t )> denotes the standard Wiener process in RNd, and

FN (X) = (F 1
N (X), . . . , FNN (X))> ∈ RNd, F iN (X) =

∑
j 6=i(X

i −Xj)ωαf (Xj)∑
j ω

α
f (Xj)

∈ Rd,

MN (X) = diag(|F 1
N (X)|Id, . . . , |FNN (X)|Id) ∈ RNd×Nd.

At this point, we make smoothness assumptions regarding our cost function f .

Assumption 2.1. The cost function f : Rd → R is uniformly Lipschitz continuous, bounded and
nonnegative. In short, f ∈ Lipb(Rd), f ≥ 0. We denote the Lipschitz coefficient of f by Lf .

Remark 2.1. Under these conditions on f , we easily deduce that

(i) ωαf ∈ Lipb(Rd), ωαf ≥ 0 with upper and lower bounds

e−α sup f = inf ωαf ≤ ωαf ≤ supωαf = e−α inf f ,

and Lipschitz coefficient Lω = α(supωαf )Lf , α > 0.

(ii) F iN , 1 ≤ i ≤ N , is locally Lipschitz continuous and has linear growth, i.e.,

|F iN (X)− F iN (X̂)| ≤ c1(|X|)|X− X̂|, |F iN (X)| ≤ c2(1 + |X|),

where c1 and c2 are positive constants. Consequently, FN and MN are locally Lipschitz
continuous and have linear growth. To be more precise, we obtain the following result.

Lemma 2.1. Let N ∈ N, α > 0 be arbitrary. Then the estimates

|F iN (X)− F iN (X̂)| ≤ |Xi − X̂i|+
osc(ωαf )
√
N
|X− X̂|

+
(1 + osc(ωαf )) osc(ωαf )cf

N

(√
N |X̂i|+ |X̂|

)
|X− X̂|,

|F iN (X)| ≤ |Xi|+
osc(ωαf )
√
N
|X|,

hold true, with constants osc(ωαf ) := supωαf / inf ωαf = eα(sup f−inf f) and cf := αLf .
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Proof. We begin by showing the Lipschitz continuity of F iN . Let X, X̂ ∈ RNd, then

F iN (X)− F iN (X̂) =

∑
j 6=i(X

i −Xj)ωαf (Xj)∑
j ω

α
f (Xj)

−
∑
j 6=i(X̂

i − X̂j)ωαf (X̂j)∑
j ω

α
f (X̂j)

=
∑3

k=1
Ik,

where the terms Ik, k = 1, 2, 3, are given by

I1 =

∑
j 6=i(X

i − X̂i + X̂j −Xj)ωαf (Xj)∑
j ω

α
f (Xj)

, I2 =

∑
j 6=i(X̂

i − X̂j)
(
ωαf (Xj)− ωαf (X̂j)

)
∑
j ω

α
f (Xj)

,

I3 =
∑

j 6=i
(X̂i − X̂j)ωαf (X̂j)

∑
j

(
ωαf (X̂j)− ωαf (Xj)

)
∑
j ω

α
f (Xj)

∑
j ω

α
f (X̂j)

,

that may easily be estimated by

I1 ≤ |Xi − X̂i|+
osc(ωαf )
√
N
|X− X̂|, I2 ≤

osc(ωαf )cf

N

(√
N |X̂i|+ |X̂|

)
|X− X̂|,

I3 ≤
osc(ωαf )2cf

N

(√
N |X̂i|+ |X̂|

)
|X− X̂|.

Putting all these terms together yields the required estimate.
As for the estimate of |F iN (X)|, we easily obtain

|F iN (X)| = Xi −
∑
j X

j ωαf (Xj)∑
j ω

α
f (Xj)

≤ |Xi|+
osc(ωαf )
√
N
|X|,

thereby concluding the result. �

Due to Remark 2.1, we may invoke standard existence results of strong solutions for (5) [21].

Theorem 2.1. The stochastic differential equation (5) has a unique strong solution {Xt | t ≥ 0}
for any initial condition X0 satisfying E[|X0|2] <∞.

Proof. As mentioned above, we make use of a standard result on existence a unique strong solution.
To this end, we show the existence of a constant b > 0, such that

−2λX · FN (X) + σ2trace(MNM>N )(X) ≤ b|X|2.(6)

Indeed, since the following inequalities hold:

|Xi · F iN (X)| =

∣∣∣∣∣Xi ·
∑
j 6=i(X

i −Xj)ωαf (Xj)∑
j ω

α
f (Xj)

∣∣∣∣∣ ≤ osc(ωαf )

(
|Xi|2 +

1√
N
|Xi||X|

)
,

|F iN (X)|2 =

∣∣∣∣∣
∑
j 6=i(X

i −Xj)ωαf (Xj)∑
j ω

α
f (Xj)

∣∣∣∣∣
2

≤ 2osc(ωαf )2

(
|Xi|2 +

1

N
|X|2

)
,

we conclude that

−2λX · FN (X) + σ2trace(MNM>N )(X) =
∑

i

(
−2λXi · F iN (X) + dσ2|F iN (X)|2

)
≤
∑

i
2λ osc(ωαf )

(
|Xi|2 +

1√
N
|Xi||X|

)
+ 4dσ2osc(ωαf )2|X|2

≤ 4
(
λ osc(ωαf ) + dσ2osc(ωαf )2

)
|X|2 =: b|X|2.

Along with the local Lipschitz continuity and linear growth of FN and MN , we obtain the assertion
by applying [21, Theorem 3.1]. �

Remark 2.2. In fact, the estimate (6) yields a uniform bound on the second moment of Xt. Indeed,
by application of the Itô formula, we obtain

d

dt
E[|Xt|2] = −2λE[Xt · FN (Xt)] + σ2E[trace(MNM>N )(Xt)] ≤ bE[|Xt|2].
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Therefore, the Gronwall inequality yields

E[|Xt|2] ≤ E[|X0|2]ebt for all t ≥ 0,

i.e., the solution exists globally in time.

3. Well-posedness of the mean-field equation

In this section, we provide the well-posedness of the nonlocal, nonlinear Fokker–Planck equation
(4). Since we will be working primarily with Borel probability measures on Rd with finite second
moment, we provide its definition for the readers convenience. We denote by

P2(Rd) :=

{
µ ∈ P(Rd) such that

∫
Rd
|z|2µ(dz) <∞

}
to be the space of Borel probability measures on Rd with finite second moment. This space may
be equipped with the 2-Wasserstein distance W2 defined by

W 2
2 (µ, µ̂) = inf

π∈Π(µ,µ̂)

[∫
Rd×Rd

|z − ẑ|2π(dz, dẑ)

]
, µ, µ̂ ∈ P2(Rd),

where Π(µ, µ̂) denotes the collection of all Boral probability measures on Rd ×Rd with marginals
µ and µ̂ on the first and second factors respectively. The set Π(µ, µ̂) is also known as the set of
all couplings of µ and µ̂. Equivalently, the Wasserstein distance may be defined by

W 2
2 (µ, µ̂) = inf E

[
|Z − Ẑ|2

]
,

where the infimum is taken over all joint distributions of the random variables Z and Ẑ with
marginals µ and µ̂ respectively. It is known that (P2(Rd),W2) is Polish, where W2 metricizes the
weak convergence in P2(Rd), as well as, provide convergence of the first two moments [2, 34].

The main result of this section is provided by the following theorem.

Theorem 3.1. Let f ∈ Lipb(Rd), f ≥ 0 and ρ0 ∈ P2(Rd). Then there exists a unique nonlinear
process X̄ ∈ C([0, T ],Rd) satisfying (2) in the strong sense, and its law ρt = law(X̄t) satisfies the
Fokker–Planck equation (4) with ρ ∈ C([0, T ],P2(Rd)), limt→0 ρt = ρ0 ∈ P2(Rd).

Proof. For some given u ∈ C([0, T ],Rd), we may uniquely solve the stochastic differential equation

dX̄t = −λ(X̄t − ut)dt+ σ|X̄t − ut|dWt, law(X0) = ρ0,(7)

for some fixed initial measure ρ0 ∈ P2(Rd), which induces ρt = law(X̄t). Since X̄ ∈ C([0, T ],Rd),
we obtain ρ ∈ C([0, T ],P2(Rd)), which satisfies the following Fokker–Planck equation

d

dt

∫
ϕdρt =

∫ (
(σ2/2)|x− ut|2∆ϕ− λ(x− ut) · ∇ϕ

)
dρt for all ϕ ∈ C2

b (Rd).

We then compute vf [ρ] ∈ C([0, T ],Rd) according to (2b). This provides the self-mapping property
of the map T : u 7→ vf , which we now show to be a contraction in the metric space C([0, T ],Rd),
endowed with the equivalent weighted norm

‖u‖exp = supt∈[0,T ] |ut|eβt,

for some β ∈ R to be chosen appropriately later.
We begin by establishing an estimate of the second moment of ρt = law(X̄t) satisfying (7):

d

dt

∫
|x|2dρt =

∫ (
dσ2|x− ut|2 − 2λ〈x− ut, x〉

)
dρt

=

∫ (
(dσ2 − 2λ)|x|2 + (2λ− 2dσ2)〈x, ut〉+ dσ2|ut|2

)
dρt

≤ −(2λ− dσ2 − |γ|)
∫
|x|2dρt + (dσ2 + |γ|)|ut|2,
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with γ := λ− dσ2. From Gronwall’s inequality we deduce∫
|x|2dρt ≤

(∫
|x|2dρ0

)
e−(2λ−dσ2−|γ|)t +

dσ2 + |γ|
2λ− dσ2 − |γ|

(
1− e−(2λ−dσ2−|γ|)t

)
‖u‖2∞.

Consequently, we have supt∈[0,T ]

∫
|x|2dρt ≤M for some M > 0, depending only on the coefficients

λ, σ, the second moment of ρ0 and ‖u‖∞.

Now let u, û ∈ C([0, T ],Rd) be given and X, X̂ ∈ C([0, T ],Rd) their corresponding solutions to

(7) respectively with law(X0) = law(X̂0) = ρ0. Taking the difference zt := Xt − X̂t and applying
the Itô formula on |zt|2 gives

dE[|zt|2] = −2λE[|zt|2]dt+ 2λE[〈zt, ut − ût〉] dt+ dσ2E
[(
|Xt − ut| − |X̂t − ût|

)2]
dt

≤ −(λ− 2dσ2)E[|zt|2]dt+ (λ+ 2dσ2)|ut − ût|2dt.

From the estimate above, we obtain via Gronwall’s inequality∫∫
|x− x̂|2dρt dρ̂t = E[|zt|2] ≤ (λ+ 2dσ2)e−(λ−2dσ2)t

∫ t

0

e(λ−2dσ2)s|us − ûs|2ds

≤ (λ+ 2dσ2)e−(λ−2dσ2)t

∫ t

0

(
e(λ−2dσ2−δ)s/2|us − ûs|

)2

eδsds

≤ ((λ+ 2dσ2)/δ)e−2βt‖u− û‖2exp,

where we set β = (λ−2dσ2−δ)/2. Using the stability estimate provided in Lemma 3.1, we obtain

|vf [ρt]− vf [ρ̂t]|eβt ≤
√

(c0(λ+ 2dσ2)/δ)‖u− û‖exp.

Therefore, for δ > c0(λ+ 2dσ2), we obtain some q < 1 providing the contraction

‖vf [ρ]− vf [ρ̂]‖exp ≤ q‖u− û‖exp.

Applying the Banach fixed point theorem on the mapping T concludes the proof. �

Lemma 3.1. Let f ∈ Lipb(Rd), f ≥ 0 and ρ, ρ̂ ∈ P2(Rd). Then the following stability estimate

|vf [ρ]− vf [ρ̂]|2 ≤ c0
∫∫
|x− x̂|2dρ dρ̂ for all t ∈ [0, T ],(8)

holds for some constant c0 > 0 depending only on ωαf and the first and second moment of ρ, ρ̂.

Proof. Taking the difference, we have

vf [ρ]− vf [ρ̂] =

∫
x dηα −

∫
x̂ dη̂α =

∫∫ [
xωαf (x)

‖ωαf ‖L1(ρ)
−

x̂ωαf (x̂)

‖ωαf ‖L1(ρ̂)

]
dρ dρ̂.

The integrand on the right-hand side may be written as

h(x)− h(x̂) =
x(ωαf (x)− ωαf (x̂))

‖ωαf ‖L1(ρ)
+

(x− x̂)ωαf (x̂)

‖ωαf ‖L1(ρ)
+

∫∫ (
ωαf (x̂)− ωαf (x)

)
dρ̂ dρ

‖ωαf ‖L1(ρ)‖ωαf ‖L1(ρ̂)
x̂ ωαf (x̂).

Under the assumption on f , the terms may be estimated by

|h(x)− h(x̂)| ≤ osc(ωαf )(cf |x|+ 1)|x− x̂|+ osc(ωαf )2cf |x̂|
∫∫
|x− x̂| dρ dρ̂,

with the constant cf = αLf . Using this estimate, we finally obtain

|vf [ρ]− vf [ρ̂]| ≤ osc(ωαf )

∫∫
(cf |x|+ 1)|x− x̂| dρ dρ̂+ osc(ωαf )2cf

(∫
|x̂| dρ̂

)∫∫
|x− x̂| dρ dρ̂

≤ osc(ωαf )

(
1 + osc(ωαf )cf

(∫
|x̂| dρ̂

)
+ cf

(∫
|x|2dρ

) 1
2

)(∫∫
|x− x̂|2dρ dρ̂

) 1
2

,

which concludes the proof. �
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Lemma 3.2. Let f ∈ Cb(Rd), f ≥ 0. Suppose ρt ∈ C([0, T ],P2(Rd)) solves the Fokker–Planck
equation (4) with initial data ρ0 ∈ P2(Rd). Then

supt∈[0,T ]

∫
|x|2dρt ≤ cT

∫
|x|2dρ0,

for some constant cT > 0 depending only on λ, σ, f and T .

Proof. Computing the time derivative of the second moment leads to

d

dt

1

2

∫
|x|2dρt = −λ

∫
|x|2 dρt + λ

∫
〈x, vf [ρt]〉 dρt + (dσ2/2)

∫
|x− vf [ρt]|2dρt

= −λ
∫
|x|2 dρt + λ

∫
〈x, vf [ρt]〉 dρt + (dσ2/2)

∫
|x|2 − 2〈x, vf [ρt]〉+ |vf [ρt]|2dρt

= −(λ− dσ2/2)

∫
|x|2 dρt + (λ− dσ2)

∫
〈x, vf [ρt]〉 dρt + (dσ2/2)

∫
|vf [ρt]|2dρt.

For the last term on the right-hand side, we compute using Jensen’s inequality

|vf [ρt]|2 =

∣∣∣∣∫ x dηαt

∣∣∣∣2 ≤ ∫ |x|2dηαt ≤ osc(ωαf )

∫
|x|2dρt.

Inserting this into the equation above yields

d

dt

1

2

∫
|x|2dρt ≤ −(λ− (1 + osc(ωαf ))dσ2/2)

∫
|x|2 dρt + (λ− dσ2)

∫
〈x, vf [ρt]〉 dρt.

We then estimate further using Young’s inequality to obtain

d

dt

∫
|x|2dρt ≤ −

(
2λ− (1 + osc(ωαf ))(dσ2 + |λ− dσ2|)

)∫
|x|2 dρt =: cf

∫
|x|2dρt,

which provides for a global estimate of the second moment of ρt. Indeed, Gronwall’s inequality
provides the uniform estimate∫

|x|2dρt ≤
(∫
|x|2dρ0

)
exp(cf t) ≤

(∫
|x|2dρ0

)
exp(cfT ) for all t ∈ [0, T ],

thereby concluding the proof. �

Remark 3.1. The previous result provides global estimate for the first moment of ρ and of |vf [ρ]|.

4. Propagation of chaos and the mean-field limit

Having the existence of a unique solution to the nonlinear process (2) at hand, we proceed to
show a quantitative estimate (in N ∈ N) of the difference between the two solutions Xi

t and X̄i
t

for any 1 ≤ i ≤ N, and consequently also the difference between their respective laws. The proof
of the following result follows essentially from standard techniques found, for example, in [31, 10].

Lemma 4.1. Let f ∈ Lipb(Rd), f ≥ 0 and ρ0 ∈ P2(Rd). Consider the solutions Xi
t , X̄

i
t to the

systems (1), (2) respectively for t ∈ [0, T ] and each 1 ≤ i ≤ N ∈ N with mutually independent
ρ0-distributed initial data Xi

0, X̄i
0, respectively. Then the estimate

supt∈[0,T ] E[|Xi
t − X̄i

t |2] ≤ CN−1, 1 ≤ i ≤ N,(9)

holds for some constant C > 0, independent of N ∈ N.

Proof. Without loss of generality, we may suppose Xi
0 = X̄i

0, since they are identically distributed.
Furthermore, we may take the same Wiener processes for both Xi

t and X̄i
t . We define the stopping
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times τ ik := inf{t > 0 | |X̄i
t | ≥ k}, k ∈ N. Then τk := mini τ

i
k converges almost surely to infinity.

Taking the difference of the solutions zit := Xi
t∧τk − X̄

i
t∧τk and applying Itô’s formula gives

E[|zit|2] ≤ 4λ2E

[(∫ t∧τk

0

|Xi
s − X̄i

s| ds
)2

+

(∫ t∧τk

0

|vs − vf [ρs])| ds
)2
]

+ 4σ2E
[∫ t∧τk

0

|Xi
s − X̄i

s|2ds+

∫ t∧τk

0

|vs − vf [ρs]|2ds
]

≤ 4(λ2T + σ2)

(∫ t∧τk

0

E[|zis|2] ds+

∫ t∧τk

0

E[|vs − vf [ρs])|2] ds

)
.

We remind the reader that vs =
(∑

iX
i
s ω

α
f (Xi

s)
)/(∑

i ω
α
f (Xi

s)
)

. In order to estimate the last

term on the right-hand side, we write

vs − vf [ρs] = A+B + C +D − E,

and estimate each term on the right-hand side separately, where

A =

∑
j(X

j
s − X̄j

s )ωαf (Xj
s )∑

j ω
α
f (Xj

s )
, B =

∑
j

(
ωαf (Xj

s )− ωαf (X̄j
s )
)
X̄j
s∑

j ω
α
f (Xj

s )
,

C =

∑
j

(
ωαf (X̄j

s )− ωαf (Xj
s )
)∑

j ω
α
f (Xj

s )

∑
j X̄

j
sω

α
f (X̄j

s )∑
j ω

α
f (X̄j

s )
,

D =

∑
j

(
X̄j
sω

α
f (X̄j

s )− E[X̄j
sω

α
f (X̄j

s )]
)∑

j ω
α
f (X̄j

s )
, E = vf [ρt]

∑
j

(
ωαf (X̄j

s )− E[ωαf (X̄j
s )]
)∑

j ω
α
f (X̄j

s )
.

We begin by computing the second moment of A. Simple computations lead to

E[|A|2] ≤ osc(ωαf )2 1

N

∑
j
E[|Xj

s − X̄j
s |2],

where we used Jensen’s inequality. As for B we obtain

E[|B|2] ≤ osc(ωαf )2c2ω E
[(

1

N

∑
j
|X̄j

s |2
)(

1

N

∑
j
|Xj

s − X̄j
s |2
)]

,

where we used the Cauchy and Jensen inequality. With similar methods we estimate C to obtain

E[|C|2] ≤ osc(ωαf )4c2ω E
[(

1

N

∑
j
|X̄j

s |2
)(

1

N

∑
j
|Xj

s − X̄j
s |2
)]

.

Note that for s ∈ (0, t ∧ τk), we have that |X̄j
s | ≤ k. Therefore, the estimate for B and C read

E[|B|2] + E[|C|2] ≤ osc(ωαf )2c2ω(1 + osc(ωαf )2)k2 1

N

∑
j
E[|Xj

s∧τk − X̄
j
s∧τk |

2].

Define κ1(X̄i
s) = X̄i

sω
α
f (X̄i

s)− E[X̄i
sω

α
f (X̄i

s)]. Clearly E[κ1(X̄i
s)] = 0 for all 1 ≤ i ≤ N . Moreover,

E[κ1(X̄j
s )κ1(X̄k

s )] = E[κ1(X̄j
s )]E[κ1(X̄k

s )] = 0 for j 6= k,

since the processes X̄j
s and X̄k

s are independent for j 6= k. Consequently, D may be estimated as

E[|D|2] ≤ 1

(inf ωαf )2

1

N2

∑
j,k

E[κ1(X̄j
s )κ1(X̄k

s )] ≤ 1

(inf ωαf )2

1

N
E[κ1(X̄j

s )2]

Similarly, we define κ2(X̄i
s) = ωαf (X̄i

s)− E[ωαf (X̄i
s)]. As before we have that E[κ2(X̄i

s)] = 0 for all

1 ≤ i ≤ N and E[κ2(X̄j
s )κ2(X̄k

s )] = 0 for j 6= k, which yields

E[|E|2] ≤ |vf [ρt]|2

(inf ωαf )2

1

N2

∑
j,k

E[κ2(X̄j
s )κ2(X̄k

s )] =
|vf [ρt]|2

(inf ωαf )2

1

N
E[κ2(X̄j

s )2].
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Note that E[κ1(X̄j
t )2] and E[κ2(X̄j

t )2] are uniformly bounded in time. Indeed, we find

E[κ1(X̄j
s )2] =

∫
|xωαf (x)− E[X̄i

sω
α
f (X̄i

s)]|2dρs =

∫∫
|xωαf (x)− x̂ ωαf (x̂)|2dρs(x) dρs(x̂)

≤ 2

∫
|xωαf (x)|2dρs(x) + 2

∫
|x̂ ωαf (x̂)|2dρs(x̂) ≤ 4 sup(ωαf )2

∫
|x|2dρs(x).

Therefore, uniform boundedness follows from Lemma 3.2. Similarly, we obtain the bound for κ2.
Altogether, we obtain

E[|zit|2] ≤ c1
∫ t

0

E[|zis|2] ds+ c2k
2 1

N

∑
j

∫ t

0

E[|zis|2] ds+ c3
1

N
t(10)

with constants ci ≥ 0. Averaging over 1 ≤ i ≤ N gives

ZNt :=
1

N

∑
i
E[|zit|2] ≤ c0(1 + k2)

∫ t

0

ZNs ds+ c0
1

N
t,

for some nonnegative constant c0 ≥ 0. An application of the Gronwall inequality yields

ZNt ≤ (c0/N)tec0(1+k2)t for all t ∈ [0, T ].

Finally, we insert this estimate into (10) and use Gronwall’s inequality again to obtain

E[|Xi
t∧τk − X̄

i
t∧τk |

2] = E[|zit|2] ≤ c0
(1 + k2)

1

N
T
(
k2ec0(1+k2)T + 1

)
ec0T .

Since the estimate above holds for any k ∈ N, and τkT ≥ T for some kT ∈ N, we finally obtain

E[|Xi
t − X̄i

t |2] ≤ c0
(1 + k2

T )

1

N
T
(
k2
T e

c0(1+k2T )T + 1
)
ec0T =: CN−1,

which is precisely the required estimate for any 1 ≤ i ≤ N . �

Remark 4.1. The moment estimate (9) ensures (i) the so-called propagation of chaos property [31],
as well as (ii) the convergence of the stochastic empirical measure

ρNt (A) =
1

N

∑
i
δXit (A), A ∈ B(Rd),

towards the deterministic mean-field probability measure ρt ∈ P2(Rd) [33].
Indeed, for (i) we have that

W 2
2 (ρ

(`,N)
t , ρ⊗`t ) ≤ E[|(X1

t , . . . , X
`
t )− (X̄1

t , . . . , X̄
`
t )|2] ≤ `CN−1, 1 ≤ ` ≤ N,

where ρ
(`,N)
t ∈ P2(R`d) denotes the `-th marginal of the N -particle joint distribution on RNd.

As for (ii), we have for any ϕ ∈ Lipb(Rd) the estimate

E

[∣∣∣∣ 1

N

∑
i
ϕ(Xi

t)−
∫
ϕdρt

∣∣∣∣2
]

≤ 2E

[
1

N

∑
i
|ϕ(Xi

t)− ϕ(X̄i
t)|2 +

∣∣∣∣ 1

N

∑
i
ϕ(X̄i

t)−
∫
ϕdρt

∣∣∣∣2
]
≤ C̃N−1,

for some constant C̃, independent of N and t ∈ [0, T ]. Note that the estimate for second term in
the first inequality follows from the law of large numbers, which holds since {X̄i

t} are mutually
independent and identically ρt-distributed.

Summarizing the above discussion, we have the following result.

Theorem 4.1. Let ρ
(`,N)
t , ` ≤ N be the `-th marginal of the N -particle joint distribution given

by law(X1
t , . . . , X

N
t ) on RNd and ρt = law(X̄i

t), where (X1
t , . . . , X

N
t ) solves (1) and X̄i

t solves (2)
with initial data law(Xi

0) = law(X̄i
0) = ρ0. Then for some arbitrary, but fixed ` ≥ 1:

supt∈[0,T ]W2(ρ
(`,N)
t , ρ⊗`t ) −→ 0 for N →∞.



10 CARRILLO, CHOI, TOTZECK, AND TSE

In particular, the first marginal ρ
(1,N)
t ∈ P2(Rd) converges in law towards the 1-particle distribution

ρt ∈ P2(Rd) uniformly in time t ∈ [0, T ] as N → ∞. Furthermore, the Wasserstein distance W2

ensures that their first and second moment coincide in the limit.

5. Large time behavior and consensus formation

5.1. Concentration estimates. In this section, we provide conditions such that uniform con-
sensus formation happens. More precisely, we say that uniform consensus formation occurs when

ρt −→ δx̂ as t→∞,
for some x̂ ∈ Rd possibly depending on ρ0. In fact, in the framework of global optimization, we
would like to further have that x̂ = x∗ = inf f . In other words, we want that ρt concentrates at
the global minimum of f . Unlike, the deterministic case, the formation of non-uniform consensus,
i.e., multiple opinions in the limit t → ∞, in the stochastic model cannot occur [27]. Hence, it
is expected that uniform consensus is formed, whenever concentration happens. We will see that
this is the case.

Since ρ ∈ C([0,∞),P2(Rd)), we may estimate its expectation explicitly via

d

dt
E(ρt) :=

d

dt

∫
x dρt = −λ

∫
(x− vf [ρt]) dρt.(11)

Furthermore, simple computation of the evolution of its variance gives

(12)
d

dt
V (ρt) :=

d

dt

1

2

∫
|x− E(ρt)|2 dρt = −2λV (ρt) + (dσ2/2)

∫
|x− vf [ρt]|2dρt,

To estimate the last term on the right, we apply Jensen’s inequality again to obtain

(13)

∫
|x− vf [ρt]|2dρt ≤

∫∫
|x− y|2ωαf dρt(x)dρt(y)∫

ωαf dρt
≤ 2e−αf∗V (ρt)/‖ωαf ‖L1(ρt),

where we used the assumption f∗ = inf f ≥ 0.
A rough estimate would be to use the fact that ‖ωαf ‖L1(ρt) ≥ e−α sup f . In this case we have

d

dt
V (ρt) ≤ −

(
2λ− dσ2osc(ωαf )

)
V (ρt),

which guarantees concentration when 2λ > dσ2osc(ωαf ), due to Gronwall’s inequality. Clearly, this

estimate is rather poor since osc(ωαf )→∞ as α→∞. Fortunately, we can do better.

We begin by providing an estimate for ‖ωαf ‖L1(ρt) incorporating further regularity of f . To do
so, we make use of the following equality

d

dt
log

(∫
e−αfdρt

)
= αλ

∫
〈x− vf [ρt],∇f(x)−∇f(vf [ρt])〉 dηαt(14)

− (ασ2/2)

∫ (
∆f − α|∇f |2

)
|x− vf [ρt]|2dηαt ,

where we used the fact that ∫
(x− vf [ρt]) dη

α
t = 0,

for the first term. At this point, we can provide a sufficient condition for concentration to happen.
Indeed, assuming that the right-hand side of (14) to be nonnegative, we deduce that

‖ωαf ‖L1(ρt) =

∫
e−αfdρt ≥

(∫
e−αfdρ0

)
= ‖ωαf ‖L1(ρ0),

Consequently, we have that

d

dt
V (ρt) ≤ −

(
2λ− dσ2

(
e−αf∗/‖ωαf ‖L1(ρ0)

))
V (ρt).

Notice that for any ρ0 ∈ Pac2 (Rd) containing x∗ in its support, it follows from the Laplace principle
(cf. [27]) that for any ε > 0 there exists some ᾱ > 0 such that

‖ωαf ‖L1(ρ0) ≥ (1 + ε)e−αf∗ for any α ≥ ᾱ,
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and this implies

e−αf∗

‖ωαf ‖L1(ρ0)
≤ (1 + ε) = O(1).(15)

Combining (12), (13) and (15) together with assumption that the right-hand side of (14) remains
nonnegative for all times, we obtain the estimate

d

dt
V (ρt) ≤ −

(
2λ− (1 + ε)dσ2

)
V (ρt).(16)

Therefore, by choosing λ > 0 sufficiently large, we have the desired concentration estimate.
The concentration estimate (16) provides the existence of some point x̂ ∈ Rd, possibly depending

on ρ0, such that E(ρt)→ x̂ as t→∞. Indeed, we obtain from (13) that

|E(ρt)− vf [ρt]|2 ≤
∫
|x− vf [ρt]|2dρt ≤ 2(1 + ε)V (ρt) ≤ 2(1 + ε)V (ρ0)e−2λεt,

with λε = λ− (1 + ε)dσ2/2. On the other hand, we have from (11) the estimate∫ t

0

∣∣∣∣ ddtE(ρt)

∣∣∣∣ dt ≤ λ∫ t

0

∫
|x− vf [ρs]| dρs ds ≤ 2λ(1 + ε)V (ρ0)

∫ t

0

e−2λεsds

= (λ/λε)(1 + ε)V (ρ0)(1− e−λεt),

which tells us that d
dtE(ρt) ∈ L1(0,∞) and thus, there exists some point x̂ ∈ Rd, possibly depend-

ing on ρ0, such that

x̂ = E(ρ0) +

∫ ∞
0

d

dt
E(ρt)dt = lim

t→∞
E(ρt) with |x̂− E(ρ0)| ≤ (λ/λε)(1 + ε)V (ρ0) .

Furthermore, since |E(ρt)− vf [ρt]| → 0 for t→∞, we have that limt→∞ vf [ρt] = x̂.

We now provide a sufficient condition for the right-hand side of (14) to be nonnegative.

Proposition 5.1. Let f ∈ C2(Rd) satisfy the following conditions:

(i) f may be expressed as the sum of two functions

f(x) = g(x) + h(x),

where g ∈ C2(Rd) is globally convex, i.e.,

〈∇g(x)−∇g(y), x− y〉 ≥ cg|x− y|2 ∀x, y ∈ Rd,

for some constant cg > 0, and h ∈ C2(Rd) satisfies ‖∇h‖Lip =: ch < cg.
(ii) There exist constants c0, cf > 0, such that

∆f ≤ c0 + cf |∇f |2 in Rd.

Then there exists α and λ > 0 such that the right-hand side of (14) remains nonnegative for all
times t > 0. In particular, we obtain uniform consensus for ρt as t→∞.

Proof. Under the assumptions on f above, we deduce

d

dt
log

(∫
e−αfdρt

)
= αλ

∫
〈x− vf [ρt],∇g(x)−∇g(vf [ρt])〉 dηαt + αλ

∫
〈x− vf [ρt],∇h(x)−∇h(vf [ρt])〉 dηαt

− (ασ2/2)

∫ (
∆f − α|∇f |2

)
|x− vf [ρt]|2dηαt

≥ αλ(cg − ch)

∫
|x− vf [ρt]|2dηαt − (ασ2/2)c0

∫
|x− vf [ρt]|2dηαt

+ (ασ2/2)(α− cf )

∫
|∇f |2|x− vf [ρt]|2dηαt .
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Consequently, this yields

d

dt
log

(∫
e−αfdρt

)
≥ α

(
λ(cg − ch)− (σ2/2)c0

) ∫
|x− vf [ρt]|2dηαt

+ (ασ2/2)(α− cf )

∫
|∇f |2|x− vf [ρt]|2dηαt .

(17)

Choosing α ≥ α0 and λ ≥ λ0, where

α0 = cf and λ0 =
1

2

c0σ
2

(cg − ch)
,

provides the required nonnegativity of the right-hand side of (17). �

Remark 5.1. In the simple case f(x) = |x|2/2 clearly satisfies the requirements of Proposition 5.1
with α0 = 0 and λ0 = dσ2/2, since cg = 1, ch = cf = 0 and c0 = d.

5.2. Approximate global minimizer. The previous results provided a sufficient condition for
uniform consensus to occur. Here, we will argue further that the point of consensus x̂ ∈ Rd may be
made arbitrarily close to the global minimum x∗ of f , for f ∈ C2(Rd) satisfying the assumptions
in Proposition 5.1. Indeed, under the assumptions of Proposition 5.1, there exists some α� 1 and
λ > 0 such that the right-hand side of (14) remains nonnegative for all times t > 0. Therefore,

− log

(∫
e−αfdρt

)
≤ − log

(∫
e−αfdρ0

)
for all t ≥ 0.

Differentiating the inequality above w.r.t. α, we obtain∫
f dηαt ≤

∫
f dηα0 .

Now let ε > 0 be arbitrary but fixed. Due to the Laplace principle [27], we further obtain some
α̂� 1, such that ∫

(f − f∗) dηα̂t ≤
∫

(f − f∗) dηα̂0 ≤ ε.

Then f(vf [ρt]) satisfies the following estimate:

f(vf [ρt]) = g(vf [ρt]) + h(vf [ρt]) ≤
∫
g(x) dηα̂t + h(vf [ρt])

=

∫
f(x) dηα̂t +

∫
(h(vf [ρt])− h(x)) dηα̂t ≤

∫
f(x) dηα̂t + ‖∇f‖sup

∫
|x− vf [ρt]| dηα̂t ,

where we made use of Jensen’s inequality in the first inequality. Consequently,

f(vf [ρt])− f∗ ≤ ε+ ‖∇f‖sup

∫
|x− vf [ρt]| dηα̂t .

Since the last term on the right-hand side converges to zero as t → ∞, we may pass to the limit
to obtain limt→∞ f(vf [ρt]) ≤ f∗ + ε. Due to the continuity of f , we find some ε0 > 0 such that
limt→∞ vf [ρt] = x̂ ∈ Bε0(x∗), where α̂ should be chosen larger if necessary.

Summarizing the discussion above, we obtain the following proposition.

Proposition 5.2. Let f ∈ C2(Rd) satisfy the assumptions in Proposition 5.1 and 0 < ε0 � 1 be
arbitrarily small. Then there exists some α and ε0 > 0 such that uniform consensus is obtain at a
point x̂ ∈ Bε0(x∗). More precisely, we have that ρt → δx̂ for t→∞, with x̂ ∈ Bε0(x∗).

6. 1d case: Pseudo-inverse distribution and extended models

In this section, we consider the Fokker–Planck equation (4) in one spatial dimension and derive
an equivalent formulation of the equation in terms of the pseudo-inverse distribution. Then, we
introduce an extension of the current model to replace the diffusion term with nonlinear diffusions
of porous media type, which would guarantee compact support of the probability measure ρt.
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6.1. Evolution of the inverse distribution function. We first define the well-known cumula-
tive distribution Ft of a probability measure ρt and its pseudo-inverse χt (cf. [34]) by

Ft(x) =

∫ x

−∞
dρt = ρt((−∞, x]).

Then, the pseudo-inverse of Ft on the interval [0, 1] is defined by

χt(η) := F−1
t (η) := inf{x ∈ R | Ft(x) > η}.

Both, Ft and χt are by definition right-continuous. To derive the evolution equation for χt we
use the properties of ρt, Ft and χt collected in the following corollary. These properties can be
obtained by basic calculus using the above definitions.

Corollary 6.1. Let ρt be a probability measure, Ft the corresponding cumulative distribution and
χ the pseudo-inverse distribution of F as defined above. Then, the following equations hold

χ(t, F (t, x)) = x, F (t, χ(t, η)) = η, ∂tF = −ρ∂tχ, ∂ηχ =
1

ρ
,

∂ηχ∂xF = 1,
∂xρ

ρ
=
∂xxF

∂xF
= − ∂ηηχ

(∂ηχ)2

restricted to x = χ(t, η), η = F (t, x) and x ∈ supp(ρ), respectively.

From these properties we may now derive an integro-differential equation for the pseudo-inverse
χt, t ≥ 0. Indeed, let us consider the solution ρt to (4) satisfying ρt ∈ C([0,∞),P2(Rd)). From
the definition of Ft, we deduce that

∂tFt(x)− µt(x)ρt(x) = ρt(x)∂xκt(x) + κt(x)∂xρt(x).

We then use the relations between χt and ρt provided in Corollary 6.1 to obtain

−ρt(x)∂tχt(η)− µt(x)ρt(x) = ρt(x)∂xκt(x) + κt(x)∂xρt(x),

which consequently yields

∂tχt(η) + µt(x) = −∂xκt(x)− κt(x)
∂xρt(x)

ρt(x)
= −∂ηκt(η)

∂ηχt(η)
+ κt(η)

∂ηηχt(η)

(∂ηχt(η))2
.

On the other hand, it follows from Corollary 6.1 that µt and κt may be rewritten as

µt = λ(χt − vf [χ]) and κt = (σ2/2)|χt − vf [χ]|2,

respectively, where vf [χ] is given by

vf [χ] =

∫ 1

0
χt exp(−αf(χt(η))) dη∫ 1

0
exp(−αf(χt(η))) dη

.

Hence, the pseudo-inverse distribution χt satisfies the following integro-differential equation:

(18) ∂tχt + µt = −∂η
(
κt(∂ηχt)

−1
)
.

6.1.1. Concentration estimates and consensus formation. Using similar arguments as in Section
5, we obtain the large time behavior of solutions χt to (18). For this, we set

V (χt) :=
1

4

∫ 1

0

∫ 1

0

|χt(η)− χt(η̂)|2dη dη̂.

Proposition 6.1. Let χt satisfy equation (18). If λ > σ2, then there exists α0 > 0 such that

V (χt)→ 0 as t→∞ exponentially fast,

for all α ≥ α0. Furthermore, there exists some x̂ ∈ R such that

χt(η)→ x̂ as t→∞,

for all η ∈ [0, 1]. In particular, χt converges to the constant function x̂ in the limit t→∞.
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Proof. Using arguments similar to (12) and (13), we find that

d

dt
V (χt) = −2λV (χt) + (σ2/2)

∫ 1

0

|χt(η)− vf (χt)|2dη ≤ −2

(
λ− (σ2/2)e−αf∗∫ 1

0
e−αf(χt(η)) dη

)
V (χt),

where f∗ = inf f ≥ 0. On the other hand, we get the following equality:

d

dt
log

(∫ 1

0

e−αf(χt(η))dη

)
= αλ

∫ 1

0

(χt(η)− vf (χt)) (f ′(χt(η))− f ′(vf (χt))) e
−αf(χt(η)) dη

− ασ2

2

∫ 1

0

(
f ′′(χt(η))− α(f ′(χt(η)))2

)
|χt(η)− vf (χt)|2e−αf(χt(η)) dη.

(19)

Assuming the right-hand side of the equality (19) to be positive, we obtain∫ 1

0

e−αf(χt(η))dη ≥
∫ 1

0

e−αf(χ0(η))dη.

Notice that we can obtain the inequality above if f satisfies the conditions in Proposition 5.1.
Finally, we employ again a similar strategy discussed in Section 5 to have that for any ε > 0 there
exists a α0 > 0 such that

d

dt
V (χt) ≤ −2

(
λ− (σ2/2)e−αf∗∫ 1

0
e−αf(χ0(η)) dη

)
V (χt) ≤ −2

(
λ− (1 + ε)σ2

)
V (χt) for α ≥ α0.

This, together with the concentration estimates in subsection 5.1, completes the proof. �

6.2. Porous media version of the evolution equation. One very common application of the
pseudo-inverse distribution χt is to study the behavior of the support supp(ρt) of the corresponding
probability measure ρt. This is especially interesting when ρt has compact support. Unfortunately,
we do not have that in the present case due to the diffusion, which causes ρt to have full support
in Rd. This naturally leads to the idea of increasing the power of ρt in the diffusion term, inspired
by the porous media equation [15]. The evolution equation for ρt then becomes

∂tρt + ∂x(µtρt) = ∂xx(κtρ
m
t ).(20)

with porous media coefficient m ≥ 1. Notice that the previous model is included here for m = 1.
The derivation of the evolution equation for χt corresponding to this equation may be analogously
done, which leads to

∂tχt + µt = −∂η(κt(∂ηχt)
−m).(21)

Further investigation of the diffusion term results in

∂η(κt(∂ηχt)
−m) = ∂η(κt ρ

m
t ) = ρmt ∂ηκt + κt∂η(ρmt ) = ρmt ∂ηκt +mκtρ

m−1
t ∂ηρt

in (η, t) variables. For m > 1 we can do the following formal computations. Due to mass conser-
vation of ρt we assume a no flux condition for (20) which in (x, t) variables reads

µtρt = ∂x(κtρ
m
t ) = ρmt ∂xκt +mκtρ

m−1
t ∂xρt,

on the boundary points of supp(ρt). Consequently, we obtain

∂η(κt(∂ηχt)
−m)(Ft(x)) = [ρmt ∂xκt +mκtρ

m−1
t ∂xρt]∂ηχt(Ft(x)) = µtρt∂ηχt(Ft(x)) = µt,

on the boundary points of supp(ρt). Therefore, restricting (21) onto the boundary points yields

(22) ∂tχt(η) = −2µt(η) = −2λ(χt(η)− vf [χ]) for η ∈ {0, 1}.

Since vf [χ] is always contained in the interior of supp(ρt) by definition, µt is negative at the left
boundary point η = 0 and positive at the right boundary point η = 1. Hence, (22) implies the
shrinking of supp(ρt) and in particular concentration of χt at vf as t→∞.
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(B1) x∗ = 0.1 (B2) x∗ = 0.0 (B3) x∗ = 0.0

Figure 1. Benchmark functions for the numerical simulations.

7. Numerical results and simulations

7.1. Discretization of the evolution equation for χt. To investigate the behavior of the
pseudo-inverse χt numerically, we use an implicit finite difference scheme. Following the the ideas
in [8] we denote the discretized version of χt by χik, where the spatial discretization is indexed by
k and the temporal discretization by i. The spatial and temporal step sizes are denoted by h and
τ , respectively. A straight forward discretization of the general equation (21) yields

(23)
χi+1
k − χik
τ

= −

(
κ(χi+1

k , vi+1
f )

(χi+1
k+1 − χ

i+1
k )m

−
κ(χi−1

k+1, v
i+1
f )

(χi+1
k − χi+1

k−1)m

)
hm−1 + λ(χi+1

k − vi+1
f ),

for η ∈ (0, 1), where vif = vf [χi]. At the boundary points η = 0, 1 the expressions(
χik − χik−1

)−m
and

(
χik+1 − χik

)−m
are set to zero, respectively. As stopping criterion for the iteration procedure we use

‖χi+1 − χi‖L2(0,1) < tol.

Since we expect the density ρt to concentrate at the minimizer x∗ ∈ Rd of the cost function f , the
pseudo-inverse χt should converge towards the constant value x∗ ∈ Rd. This causes problems in
the computation of the fractions appearing in (23). Our workaround is to evaluate the fractions
up to a tolerance and set them artificially to zero if the denominator is too small. The scheme is
tested with the well-known benchmark functions for global optimization problems (cf. [3]) shown
in Figure 1. The functions (B2) and (B3) may be extended to multi-dimensions, where they are
often referred to as the Ackley and Rastrigin function [26] respectively.

7.2. Particle approximation. In order to compare the results of the extension m > 1 to the
scheme in [27], we are interested in a particle scheme corresonding to the evolution equation for
m = 2. We derive a numerical scheme by rewriting (20) as

∂tρt = −∂x(µtρt) + ∂xx(κtρ
2
t ) = ∂x[−µtρt + ρt(∂x(κtρt) + κt∂xρt)].

The terms ∂x(κtρt) and ∂xρt are mollified in the spirit of [24] with the help of a mollifier ϕε,

∂x(κtρt) ≈ ∂xϕε ∗ (κtρt) and ∂xρt ≈ ∂xϕε ∗ ρt.

Altogether this yields the approximate deterministic microscopic system

(24) Ẋi
t = −λ(Xi

t − vt) +
σ

N

N∑
j=1

∂xϕε(X
i
t −X

j
t )
[
|Xj

t − vt|2p + |Xi
t − vt|2p

]
,

for i = 1, . . . N , using the notation of Section 1.

Remark 7.1. Note that scheme (24) is deterministic in contrast to the scheme (1) for m = 1.
Unfortunately, it is not trivial to extend the particle scheme for m > 2.
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7.3. Numerical Results. In the following, numerical results corresponding to the above dis-
cretizations are shown. We use 200 grid points for the spatial discretization of χt and 500 particles
for the particle approximation schemes. Further parameters are fixed as

τ = 2.5 · 10−3, α = 30, σ = 0.8, p = 1, tol = 10−6.

The mollifier is chosen to be ϕε = ε−dϕ(x/ε), where

ϕ(x) =
1

Zd

{
exp

(
1

|x|2−1

)
, if |x| < 1

0, else
,

with normalizing constant Zd.
Figure 2 shows the progression of χt over time corresponding to the benchmarks (B1)–(B3).

On the left side the case m = 1 is depicted. The tails mentioned in the discussion of (20) can be
seen near the boundary point. On the right side the diffusion coefficient is m = 2, in this case no
tails occur as expected.

In [27], the following scheme with an approximate Heaviside function was proposed:

dXi
t = −λ(Xi

t − vt)Hε(f(Xi
t)− f(vt)) dt+

√
2σ|Xi

t − vf |dW i
t ,(25)

where vt is as given in (1b). Initially, the Heaviside function was added to assure that the particles
do not concentrate abruptly. This is essential in cases where the weight parameter α > 0 is chosen
too small, thereby yielding a rough approximation of the minimizer at the start of the simulation.
In fact, the presence of the Heaviside function prevents particles that attain function values smaller
than the function values at the average, i.e., f(Xi) < f(vt), from drifting in direction of vt. In
those cases, only the diffusion part is active.

An analogous particle scheme for the porous media equation with m = 2 reads

(26) Ẋi
t = −λ(Xi

t − vt)Hε(f(Xi
t)− f(vf )) +

σ

N

N∑
j=1

∂xϕ(Xi
t −X

j
t )
[
|Xj

t − vt|2p + |Xi
t − vt|2p

]
.

For both schemes a smooth approximation of the Heaviside function of the form,

Hε = (1 + erf(x/ε))/2

is used. We therefore compare the results with and without the Heaviside function in Figure 3. In
these simulations, we see the damping effect of the Heaviside function. The simulations without
Heaviside are faster. Due to the large value of α, the minimizer is approximated well by vf , thus
the concentration happens at the actual minimum of the objective functions.

The graphs show the L2-distance of Xt (left) and χt (right) to the known minimizer x∗ or
equivalently the 2-Wasserstein distance between the solutions of the mean-field equation and the
particle scheme to the global consensus at δx∗ . The schemes with nonlinear diffusion m = 2
converge faster than their corresponding schemes with linear diffusion. Nevertheless, for practical
applications with large number of particles, the scheme with linear diffusion is more reasonable due
to shorter computation times. Note that in each iteration of the scheme (24) the convolution of all
particles has to be computed. The error of the simulation for χt is smaller then the one for Xt at
equal times. Even though the benchmarks differ in the steepness of gradients and the number of
local minima, the performance of the simulations are comparable. The linear graphs with respect
to the logarithmic scaling of the y-axis in Figure 3 indicate the exponential convergence shown in
the theoretical section (see Proposition 6.1).
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Benchmark (B1)

Benchmark (B2)

Benchmark (B3)

Figure 2. Progression of the inverse distribution function over time for the three
benchmarks. Left: Diffusion with m = 1. Right: Diffusion with m = 2.
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Benchmark (B1)

Benchmark (B2)

Benchmark (B3)

Figure 3. L2 error of the solution with respect to the minimizer x∗ or, equiva-
lently, the 2-Wasserstein distance between the solution and δx∗ for the different
benchmarks. Left: Particle scheme. Right: Pseudo-inverse distribution.
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[2] Luigi Ambrosio, Nicola Gigli, and Giuseppe Savaré. Gradient flows: in metric spaces and in the space of

probability measures. Springer Science & Business Media, 2008.
[3] Omid Askari-Sichani and Mahdi Jalili. Large-scale global optimization through consensus of opinions over

complex networks. Complex Adaptive Systems Modeling, 1(1):1–18, 2013.

[4] Thomas Back, David B. Fogel, and Zbigniew Michalewicz. Handbook of evolutionary computation. IOP Pub-
lishing Ltd., 1997.

[5] Nicola Bellomo, Abdelghani Bellouquid, and Damian Knopoff. From the microscale to collective crowd dy-
namics. Multiscale Modeling & Simulation, 11(3):943–963, 2013.
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[13] José A. Carrillo, Massimo Fornasier, Jesús Rosado, and Giuseppe Toscani. Asymptotic flocking dynamics for

the kinetic cucker-smale model. SIAM Journal on Mathematical Analysis, 42(1):218–236, 2010.
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[16] José A Carrillo, Yanghong Huang, and Stephan Martin. Explicit flock solutions for quasi-morse potentials.

European Journal of Applied Mathematics, 25(05):553–578, 2014.
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