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#### Abstract

We prove quantitative regularity estimates for the solutions to nonlinear continuity equations and their discretized numerical approximations on Cartesian grids when advected by a rough force field. This allow us to recover the known optimal regularity for linear transport equations but also to obtain the convergence of a wide range of numerical schemes. Our proof is based on a novel commutator estimates, quantifying and extending to the non-linear case the classical commutator approach of the theory of renormalized solutions.


## 1 Introduction

### 1.1 The model

One of the main goals of this article is to study the convergence of some simple numerical schemes for solution of the non-linear equation

$$
\begin{equation*}
\partial_{t} u(t, x)+\operatorname{div}(a(t, x) f(u(t, x)))=0, \quad t \in \mathbb{R}_{+}, x \in \mathbb{R}^{d} \tag{1.1}
\end{equation*}
$$

[^0]in the case where the velocity field $a$ only belongs to $L_{l o c}^{p}\left(\mathbb{R}_{+}, W^{1, p}\left(\mathbb{R}^{d}\right)\right)$ and is hence not smooth.

The density $u$ can model a large variety density of agents or objects from molecules to micro-organisms and individuals (in pedestrian models for instance). Eq. (1.1) combines a classical advection through the velocity $a$ with non-linear effects through the flux $f \in W^{1, \infty}(\mathbb{R}, \mathbb{R})$ : It is hence a hybrid between a linear advection equation and a scalar conservation law.

A good example for $f$ is $f(u)=u\left(u_{c}-u\right)_{+}$where $u_{c}$ is a critical density. Eq. (1.1) then ensures that $u \leq u_{c}$ at all times. This is an important feature when relatively large agents are considered in comparison to the length scale over which one calculates the density. In such a case, the maximal density of agents (where they all touch each other) may be of the same order of magnitude as the average density under consideration. This is usually the case for crowd motion models. We refer to $[38,39]$ for examples of such congestion effects.

We will not consider any particular coupling between $a$ and $u$ in this article. Since we do not study uniqueness, we only need to assume that some Sobolev regularity is obtained on $a$. This makes our estimates compatible with a wide range of models. We give two examples; first coupling through the Poisson equation

$$
a=\nabla c, \quad-\Delta c=g(u)
$$

This is commonly used for so-called chemotaxis models, the dynamics of micro-organisms directed by chemical signals. In this case one considers only one chemical whose density is given by $c(t, x)$; the micro-organisms try to follow the gradient of the chemical. Such a model has been studied in [20].

A variant of this is the Hamilton-Jacobi coupling

$$
a=\nabla c, \quad-\Delta c+|\nabla c|^{2}=g(u)
$$

which has been implemented for pedestrian models as in [23].
Eq. (1.1) includes, as a special case for $f=I d$, the classical continuity equation

$$
\begin{equation*}
\partial_{t} u(t, x)+\operatorname{div}(a(t, x) u(t, x))=0 . \tag{1.2}
\end{equation*}
$$

The results presented here hence also apply to the case of (1.2). The nonlinearity in (1.1) restricts many of the techniques that are available for (1.2) which is one of the recurring difficulties in this article.

For simplicity, we call the general (1.1) the non-linear continuity equation and (1.2) the linear continuity equation. This emphasizes their main structural difference but of course in most applications both (1.1) and (1.2) are part of a larger non-linear system which couples $a$ and $u$.

### 1.2 An example of application: Compactness and explicit regularity estimates for Eq. (1.1)

The key difficulties in many of such complex, nonlinear models are possible instabilities in the density $\rho$ : The main challenge is to control how oscillations in $\rho$ can develop in (1.1), especially for rough velocity field such as $u \in L_{t}^{2} H_{x}^{2}$ given by typical viscosity bounds. This makes the propagation of regularity on (1.1) at the center of our proposed work for convection models.

Unfortunately, it is in general not possible to propagate any kind of Sobolev regularity on $\rho$, often leading to implicit or convoluted argument.

As a first illustration of the method introduced here, we present new explicit regularity estimates for solutions to (1.1). Define the semi-norms for $0<\theta<1$

$$
\|u\|_{p, \theta}^{p}=\sup _{h \leq 1 / 2}|\log h|^{-\theta} \int_{\mathbb{R}^{2 d}} \frac{\mathbb{I}_{|x-y| \leq 1}}{(|x-y|+h)^{d}}|u(t, x)-u(t, y)|^{p} d x d y .
$$

Obviously the semi-norms are decreasing in $\theta$

$$
\|u\|_{p, \theta} \leq\|u\|_{p, \theta^{\prime}}, \quad \text { if } \theta^{\prime} \leq \theta
$$

and they are only semi-norms as $\|u\|_{p, \theta}$ vanishes if $u$ is a constant. We may define the corresponding spaces

$$
W_{\log , \theta}^{p}=\left\{u \in L^{p} \mid\|u\|_{p, \theta}<\infty\right\} .
$$

Those semi-norms measure intermediary regularity (log of a derivative) between $L^{p}$ spaces and Sobolev spaces $W^{s, p}$ as per the proposition
Proposition 1. For any $s>0,0<\theta<1$, and any $1 \leq p \leq \infty$, one has the embeddings $W^{s, p} \subset W_{\log , \theta}^{p} \subset L^{p}$ which are compact on any smooth bounded domain of $\mathbb{R}^{d}$. For $\theta=0,\|u\|_{p, 0} \leq C\|u\|_{L^{p}}$. In addition for $p=2$,

$$
\begin{aligned}
\|u\|_{2, \theta}^{2}+\|u\|_{L^{2}}^{2} & \sim \sup _{h} \int_{\mathbb{R}^{d}} \frac{\left|\log \left(\frac{1}{|\xi|}+h\right)\right|+1}{|\log h|^{\theta}}|\mathcal{F} u(\xi)|^{2} d \xi \\
& \leq \int_{\mathbb{R}^{d}}(\log (1+|\xi|))^{1-\theta}|\mathcal{F} u(\xi)|^{2} d \xi
\end{aligned}
$$

where $\mathcal{F} u$ denotes the Fourier transform of $u$.
There has recently been an increase in the interest for such spaces which differ from classical Sobolev or $L^{p}$ spaces by a log scale; see for instance [13].

The semi-norms are at the critical scale where regularity is propagated for Eq. (1.1) with

Theorem 2. Assume that a belongs to the Besov space $L^{1}\left([0, T], B_{p, q}^{1}\left(\mathbb{R}^{d}\right)\right)$ for some $p, q \geq 1$ with diva $\in L^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)$. Any entropy solution $u \in L^{\infty}\left([0, T], L^{p^{*}} \cap L^{p^{*}, 1}\right)$ satisfies the regularity estimate for any $t \leq T$ and any $\theta \geq \max \left(1 / p^{*}, 1-1 / q\right)$

$$
\begin{aligned}
& \|u\|_{1, \theta} \leq e^{C\|\operatorname{div} a\|_{L^{\infty}}\left\|f^{\prime}\right\|_{L^{\infty}} t}\left(\left\|f^{\prime}\right\|_{L^{\infty}}\|u\|_{L_{t}^{\infty} L_{x}^{p^{*}}} \int_{0}^{t}\|\operatorname{diva}(s, .)\|_{p, p\left(\theta-1 / p^{*}\right)} d s\right. \\
& \left.+C\|\nabla a\|_{L^{1}\left([0, T], B_{p, q}^{0}\left(\mathbb{R}^{d}\right)\right)}\left\|f^{\prime}\right\|_{L^{\infty}}\|u\|_{L_{t}^{\infty} L_{x}^{p^{*}, 1}}+\left\|u^{0}\right\|_{1, \theta}\right) .
\end{aligned}
$$

This implies the simple estimate for $a \in L^{1}\left([0, T], W^{1, p}\left(\mathbb{R}^{d}\right)\right)$ with $1<p \leq 2$ and $u \in L^{\infty}\left([0, T], L^{1} \cap L^{r}\left(\mathbb{R}^{d}\right)\right)$ for $r>p^{*}$

$$
\begin{aligned}
\|u\|_{1,1 / 2} & \leq e^{C\|\operatorname{diva}\|_{L^{\infty}}\left\|f^{\prime}\right\|_{L^{\infty}} t}\left(\left\|f^{\prime}\right\|_{L^{\infty}}\|u\|_{L_{t}^{\infty} L_{x}^{p^{*}}} \int_{0}^{t}\|\operatorname{diva}(s, .)\|_{p, 1-p / 2} d s\right. \\
& \left.+C\|\nabla a\|_{L^{1}\left([0, T], L^{p}\left(\mathbb{R}^{d}\right)\right)}\left\|f^{\prime}\right\|_{L^{\infty}}\|u\|_{L_{t}^{\infty} L^{1} \cap L_{x}^{r}}+\left\|u^{0}\right\|_{1,1 / 2}\right) .
\end{aligned}
$$

For technical reason it is often more convenient to work with a smooth kernel in the definition of the semi-norms. Define

$$
\begin{equation*}
K_{h}(x-y)=\frac{\phi(x-y)}{(|x-y|+h)^{d}} \tag{1.3}
\end{equation*}
$$

for some smooth function $\phi$ with compact support in $B(0,2)$ and such that $\phi=1$ inside $B(0,1)$. We can then take the variant definition

$$
\|u\|_{p, \theta}^{p}=\sup _{h \leq 1 / 2}|\log h|^{-\theta} \int_{\mathbb{R}^{2 d}} K_{h}(x-y)|u(x)-u(y)|^{p} \mathrm{~d} x \mathrm{~d} y .
$$

A first rougher version of Th. 2 had been derived in [9]. The main estimate in the proof however was $L^{2}$ based, leading to non optimal estimates where $a \in W_{x}^{1, p}$ with $p \neq 2$. It was moreover essentially non compatible with
a discretized setting such as the numerical schemes that we are mostly concerned with here. We have completely revisited the approach by identifying precisely the cancellations at the heart of Th. 2. This lets us obtain the optimal regularity in a much more general setting and identify the critical Besov spaces for $a$.

Quantitative regularity estimates were first obtained for linear advection or continuity equations in [19]. The method there is based on bounds along the characteristics and very different from the one followed here. This characteristics method was later used in $[10,12,15,18,33]$ under various extended assumptions (singular integrals or force field with less than a derivative but with the right structure).

A more similar looking estimate has been obtained in [14] also at the PDE level. This last estimate relies on a duality method which is only compatible with linear continuity equations but can then be more carefully tailored to the problem.

All those explicit estimates propagate some form of a log of a derivative, just like Th. 2. In general this is the best that one can hope for in the presence of a Sobolev force field as was proved in [3, 32].

We further explain the connections between the present quantitative estimates and the classical theory of renormalized solutions for linear continuity equations when we state our commutator estimate in Section 3.

## 2 The Numerical Scheme and main results

We now turn to the main results of this article concerning the convergence of numerical schemes for Eq. (1.1). Numerical schemes for advection equations with rough force fields have mostly been studied in the context of compressible fluid dynamics where the density satisfies the continuity equation with an only $H^{1}$ velocity field. We refer in particular to schemes for the compressible Stokes system with for instance [25, 26, 28], or the Navier-Stokes system with [27, 29].

Compressible Fluid dynamics models typically involve the linear continuity equation (1.2) on the density. One of the major difficulties in proving the convergence of such numerical schemes is to obtain the compactness of the density. The convergence of schemes for the compressible Navier-Stokes system is in large part still an open question. We hope that the new quantitative estimates that we introduce can prove useful.

In addition to the linear continuity equation (1.2), Eq. (1.1) also contains the classical one-dimensional scalar conservation law

$$
\begin{equation*}
\partial_{t} u+\partial_{x} f(u)=0 \tag{2.1}
\end{equation*}
$$

The well posedness theory for (2.1) is now well understood since the work of Kruzkov [35]. The analysis of numerical schemes for conservation laws of which (2.1) is a very simple case is also classical and well-developed, we refer for example to [37, 42].

Eq. (2.1) exhibits shocks in finite time so that it only propagates up to $B V$ regularity or in general $W^{s, 1}$ with $s<1$. One of the challenges of our study was to find regularity estimates which are compatible both with linear advection equations with rough force fields and with shocks from conservation laws.

In general our non-linear continuity equation could be seen as a conservation law with time and space dependent fluxes. Although there are some results for such systems with discontinuous fluxes, see e.g. [7, 34, 40], there do not seem to be applicable in a case such as ours where only Sobolev bounds are known in the absence of any other strong structure on the flux.

Before describing more in details the schemes that we consider, we want to emphasize here that we focus on schemes on a Cartesian grid. Non-Cartesian grids can be much more complicated from the point of view of the regularity as even for smooth velocity fields the discrete solutions may lose regularity (and not be in $B V$ for instance).

### 2.1 Description of the schemes under consideration

The discrete solution is given by a set of values $u_{i}^{n}$ representing an approximation of the continuous solution at time $t_{n}=n \delta t$ over the various points of the grid at $i=\left(i_{1}, \ldots, i_{d}\right)$ with $i_{1} \ldots i_{d}=1 \ldots N$. We assume a grid length equal to $\delta x$ and denote by $x_{i}$ the points at the center of each mesh.

We will make abundant use of the discrete $l^{p}$ norms which we normalize by the grid size

$$
\left\|u^{n}\right\|_{l^{p}}^{p}=\delta x^{d} \sum_{i \in \mathbb{Z}^{d}}\left|u_{i}^{n}\right|^{p} .
$$

For convenience we denote $i+[\tau]_{k}$, for $k=1 \ldots d$, the index where coordinate $i_{k}$ of $i$ is shifted by $\tau$. So for example $x_{i+[1]_{k}}$ is simply the center of the next mesh in direction $k$.

This lets us easily define discrete Sobolev norms per

$$
\left\|a^{n}\right\|_{d, W^{1, p}}^{p}=\delta x^{d} \sum_{i \in \mathbb{Z}^{d}} \sum_{k=1}^{d}\left|a_{i}^{n}-a_{i+[1]_{k}}^{n}\right|^{p} .
$$

We consider fairly general explicit schemes of the form

$$
\begin{equation*}
u_{i}^{n+1}=\sum_{m \in \mathbb{Z}^{d}} b_{i, m}\left(a_{m}^{n}, u_{m}^{n}\right) \tag{2.2}
\end{equation*}
$$

where the $b_{i, m}$ are functions normalized so that $b(a, 0)=0$. The non-linear dependence on the velocity field $a$ can for instance follow from upwinding. The velocity field itself is discretized so that for any $n$ and $i, a_{m}^{n}$ is a vector of $\mathbb{R}^{d}: a_{m}^{n}=\left(a_{m, 1}^{n}, \ldots, a_{m, d}^{n}\right)$.

We do not explicitly distinguish the boundary conditions in the scheme. And we a priori allow to work on an unbounded grid, hence the fact that $m$ is summed over all $\mathbb{Z}^{d}$ in (2.2). But of course in most practical settings the grid is truncated, meaning that $a_{i}^{n}$ and $u_{i}^{n}$ have compact support in $i$.

We also point out that the function $b_{i, m}$ could be chosen differently from one time step to another, i.e. $b_{i, m}=b_{i, m}^{n}$, without any difference in the proofs. In order to avoid additional indices in the notation as much as possible, we will just write $b_{i, m}$.

The key assumption on the $b_{i, m}$ is that $b_{i, m}(a, u)$ is increasing in $u$. This ensures that the scheme is monotone and entropic. For simplicity we also assume that $b_{i, i}(a, u)-u / 2$ is increasing in $u$, which can always be insured by choosing the appropriate CFL condition.

Most explicit schemes require a CFL condition to be monotone and this in turns typically demands a uniform bound on the velocity field

$$
\sup _{i, n}\left|a_{i}^{n}\right|<\infty
$$

We do not use directly such a bound but again it is likely to be indirectly imposed through the previous monotonicity condition.

We are asking that the scheme be conservative, which means that $b_{i, m}$ can be expressed as a difference of two fluxes $F^{k}$ in each direction $k=1 \ldots d$

$$
\begin{equation*}
b_{i, m}\left(a_{m}^{n}, u_{m}^{n}\right)=u_{m}^{n} \delta_{i=m}+\frac{\delta t}{\delta x} \sum_{k=1}^{d}\left(F_{i+[1]_{k}-m}^{k}\left(a_{m}^{n}, u_{m}^{n}\right)-F_{i-m}^{k}\left(a_{m}^{n}, u_{m}^{n}\right)\right) . \tag{2.3}
\end{equation*}
$$

The fluxes $F_{j}$ are obviously defined up to a constant function and we normalize them so that for any $a \in \mathbb{R}^{d}, u \in \mathbb{R}_{+}$

$$
\begin{equation*}
\sum_{j} F_{j}^{k}(a, u)=a^{k} f(u), \tag{2.4}
\end{equation*}
$$

where $a^{k}$ is the $k$ coordinate of the vector $a$.
The conservative form of the scheme implies for instance the conservation of mass

$$
\begin{equation*}
\sum_{i, m \in \mathbb{Z}^{d}} b_{i, m}\left(a_{m}^{n}, u_{m}^{n}\right)=\sum_{i \in \mathbb{Z}^{d}} u_{i}^{n} \tag{2.5}
\end{equation*}
$$

In general we do not ask that the divergence of $a$ be exactly discretized by the scheme. Instead we impose the following condition: There exists a Lipschitz function $\tilde{f}$ and uniformly bounded $D_{i}^{n}$ s.t. for any constant $U$

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}^{d}} b_{i, j}\left(a_{j}^{n}, U\right)=U+\delta t D_{i}^{n} \tilde{f}(U) . \tag{2.6}
\end{equation*}
$$

The uniform bound on the $D_{i}^{n}$ obviously correspond to the bound $\|\operatorname{div} a\|_{L^{\infty}}$. We also impose that

$$
\begin{equation*}
\|\tilde{f}\|_{W^{1, \infty}} \leq C\|f\|_{W^{1, \infty}} . \tag{2.7}
\end{equation*}
$$

This general expression of the discretization allows for many (but not all) of the classical schemes such as Lax-Friedrichs, upwind schemes... In particular multi-points schemes are included in the formulation. We only impose that too much weight not be given to far away points. This translates into a simple moment condition on the flux : There exists a constant $C$ and $0<\gamma \leq 1$ s.t.

$$
\begin{equation*}
\sum_{m}|i-m|^{\gamma}\left|F_{i-m}^{k}\left(a_{m}^{n}, u_{m}^{n}\right)\right| \leq C\left\|f^{\prime}\right\|_{L^{\infty}}\left\|a^{n}\right\|_{l^{p}}\left\|u^{n}\right\|_{l^{p^{*}}} \tag{2.8}
\end{equation*}
$$

We now introduce the discretized version of our semi-norms, namely

$$
\begin{equation*}
\left\|u^{n}\right\|_{\alpha, p, \theta}^{p}=\sup _{h \leq \delta x^{\alpha}}|\log h|^{\theta} \delta x^{2 d} \sum_{i, j} K_{i-j}^{h}\left|u_{i}^{n}-u_{j}^{n}\right|, \tag{2.9}
\end{equation*}
$$

where the discrete kernel is directly obtained from $K_{h}(x)$ given by (1.3) through

$$
K_{i}^{h}=K_{h}(i \delta x) .
$$

The main difference with respect to the continuous semi-norms if that we do not take the supremum over all possible values of $h$. This is because they do not make sense below a certain size depending on the discretization length $\delta x$. This is why we limit the supremum to those $h \geq \delta x^{\alpha}$. Those semi-norms still provide compactness whenever $\alpha>0$ and $\theta<1$.

### 2.2 Main Result

We are then able to obtain the exact equivalent of Theorem 2
Theorem 3. Assume that $u_{i}^{n}$ is a solution to the recursive scheme given by (2.2)-(2.3) with functions $b_{i, j}(a, u)$ increasing in $u$ and s.t. $b_{i, i}(a, u)-u / 2$ is increasing in $u$. Assume moreover that the scheme satisfies (2.4), (2.5) together with the discretization of the divergence provided that (2.6) with the bound (2.7). Assume finally that the moments' condition (2.8) is satisfied for some $0<\gamma \leq 1$. Then for any $\alpha>0$, any $1<p \leq 2$, any $\theta \geq 1-1 / p$ and any $q>p^{*}$, one has the bound

$$
\begin{aligned}
\left\|u^{n}\right\|_{\alpha, 1, \theta} \leq & e^{C\left\|f^{\prime}\right\|_{L^{\infty}} \sup _{m}\left\|D^{m}\right\|_{L^{\infty}} n \delta t}\left(\left\|f^{\prime}\right\|_{L^{\infty}} \sup _{m}\left\|u^{m}\right\|_{l q} \delta t \sum_{m \leq n}\left\|a^{m}\right\|_{d, W^{1, p}}\right. \\
& +\left\|f^{\prime}\right\|_{L^{\infty}} \sup _{m}\left\|u^{m}\right\|_{l^{p^{*}}} \delta t \sum_{m \leq n}\left\|D^{m}\right\|_{\alpha, p, p\left(\theta-1 / p^{*}\right)}+\left\|u^{0}\right\|_{\alpha, 1, \theta} \\
& \left.+\delta x^{\gamma-\alpha-\alpha \theta}\left\|f^{\prime}\right\|_{L^{\infty}} \sup _{m}\left\|u^{m}\right\|_{l^{*}} \delta t \sum_{m \leq n}\left\|a^{m}\right\|_{l^{p}}\right)
\end{aligned}
$$

Remark 4. One can always choose $\theta=1 / 2$ in the previous estimate. However one has to choose $\alpha$ in terms of $\gamma$. This is always possible, i.e. there always exists $\alpha>0$ s.t. $\gamma-\alpha-\alpha \theta>0$. This ensures that the last term in $O\left(\delta x^{\gamma-\alpha-\alpha \theta}\right)$ indeed vanishes as the grid size decreases to 0 .

This result easily implies the compactness of the solutions to the scheme with for example

Corollary 5. (Convergence of the scheme) Consider a sequence of solutions $u_{i}^{n, m}$ for schemes satisfying the assumptions of Theorem 3 with a grid size $\delta x_{m} \rightarrow 0$ and a time step $\delta t_{m} \rightarrow 0$. Assume that the following quantities are
uniformly in $m$, namely for some $q>p^{*}$ and some $\theta>0$ and $\alpha>0$

$$
\begin{aligned}
& \sup _{m} \delta t_{m} \sum_{n \leq T / \delta t_{m}}\left\|a^{n, m}\right\|_{d, W^{1, p}}<\infty, \quad \sup _{m} \sup _{n}\left\|u^{n, m}\right\|_{l^{q}}<\infty, \\
& \sup _{m} \sup _{n, i}\left|D_{i}^{n, m}\right|<\infty, \quad \sup _{m} \sup _{n}\left\|D^{n, m}\right\|_{\alpha, p, \theta}<\infty, \quad \sup _{m} \sup _{n}\left\|u^{0, m}\right\|_{\alpha, 1, \theta}<\infty .
\end{aligned}
$$

Consider the sequence of functions $\tilde{u}^{m}$ on $[0, T] \times \mathbb{R}^{d}$ piecewise constant and equal to $u_{i}^{n, m}$ on the time interval $\left[n \delta t_{m},(n+1) \delta t_{m}\right)$ times the cube centered at $x_{i}=i \delta x_{m}$ and of size $\delta x_{m}$. Then the sequence $\tilde{u}^{m}$ is compact in $L_{l o c}^{1}$.

Remark 6. With a minor variation, the assumption that

$$
\sup _{m} \sup _{n}\left\|D^{n, m}\right\|_{\alpha, p, \theta}<\infty, \quad \sup _{m} \sup _{n}\left\|u^{0}\right\|_{\alpha, 1, \theta}<\infty
$$

can be replaced by assuming appropriate compactness on the initial data $u^{0, m}$ and the discrete divergence $D_{i}^{n, m}$.

## 3 The main commutator estimate

### 3.1 The estimate

The key point in the proof of the results of this article is a commutator estimate, quantifying the basic one introduced in [24]. This estimate is important in itself and is likely to be of further use.

Proposition 7. Let $1<p<\infty, \exists C<\infty$ depending only on $p$ and the dimension s.t. $\forall a \in W^{1, p}\left(\mathbb{R}^{d}\right)$ with $1 \leq p \leq 2$ and $\forall g \in L^{2 p^{*}}$ with $1 / p^{*}=$ $1-1 / p$,

$$
\begin{aligned}
& \int_{\mathbb{R}^{2 d}} \nabla K_{h}(x-y)(a(x)-a(y))|g(x)-g(y)|^{2} d x d y \\
& \quad \leq C\|\nabla a\|_{B_{p, q}^{0}}|\log h|^{1-1 / q}\|g\|_{L^{2 p^{*}}}^{2} \\
& \quad+C\|\operatorname{diva}\|_{L^{\infty}} \int_{\mathbb{R}^{2 d}} K_{h}(x-y)|g(x)-g(y)|^{2} d x d y .
\end{aligned}
$$

In particular using $q=2$,

$$
\begin{aligned}
& \int_{\mathbb{R}^{2 d}} \nabla K_{h}(x-y)(a(x)-a(y))|g(x)-g(y)|^{2} d x d y \\
& \quad \leq C\|\nabla a\|_{L^{p}}|\log h|^{1 / 2}\|g\|_{L^{2 p^{*}}} \\
& \quad+C\|\operatorname{diva}\|_{L^{\infty}} \int_{\mathbb{R}^{2 d}} K_{h}(x-y)|g(x)-g(y)|^{2} d x d y
\end{aligned}
$$

### 3.2 The connection with the classical theory of renormalized solutions

In essence Prop. 7 is a quantified version of the classical commutator estimate at the heart of the theory of renormalized solutions, which for this reason we describe more here.

This theory was introduced by DiPerna and Lions in [24] to handle the well posedness of weak solutions to the linear continuity equation (1.2), which we recall is

$$
\partial_{t} u+\operatorname{div}(a(t, x) u(t, x))=0
$$

If $a \in L_{t}^{1} L_{x}^{p}$, a weak solution $u \in L_{t}^{\infty} L_{x}^{q}$ to (1.2) is said to be renormalized iff for any $\beta \in C^{1}(\mathbb{R})$ with $|\beta(\xi)| \leq C|\xi|, \beta(u)$ is a solution to

$$
\partial_{t} \beta(u)+\operatorname{div}(a(t, x) \beta(u))+\operatorname{div} a\left(\beta^{\prime}(u) u-\beta(u)\right)=0 .
$$

An equation for a given $a$ is renormalized iff all weak solutions are renormalized. This is now an important property which directly implies uniqueness: If $u$ is a weak solution with $u(t=0)=0$ then $|u|$ is also a weak solution and hence

$$
\int|u(t, x)| d x=\int|u(t=0, x)| d x=0
$$

This also indirectly implies the compactness of any sequence of solutions $u_{n}$. Essentially one combines the uniqueness with the renormalization property at the limit to prove that

$$
w-\lim \beta\left(u_{n}\right)=\beta\left(w-\lim u_{n}\right)
$$

where $w-\lim$ denotes the weak limit in the appropriate $L^{q}$ space.
DiPerna and Lions proved in [24] that if $a \in L_{t}^{1} W_{x}^{1,1}$ then any bounded solution $u$ is renormalized. The proof relies on the following simple but
powerful idea: Given a weak solution $u$, consider a smooth convolution kernel $K_{\varepsilon}$ and convolve the equation with $K_{\varepsilon}$

$$
\partial_{t} K_{\varepsilon} \star u+\operatorname{div}\left(a K_{\varepsilon} \star_{x} u\right)=R_{\varepsilon} .
$$

Of course $K_{\varepsilon} \star u$ cannot be also a solution and there is a remainder term which can be rewritten as

$$
\begin{align*}
R_{\varepsilon} & =\int \operatorname{div}_{x}\left((a(x)-a(y)) K_{\varepsilon}(x-y) u(y)\right) d y \\
& =\int(a(x)-a(y)) \nabla K_{\varepsilon}(x-y) u(y)+\int \operatorname{div}_{x} a(x) K_{\varepsilon}(x-y) u(y) d y \\
& =C_{\varepsilon}+D_{\varepsilon} . \tag{3.1}
\end{align*}
$$

For a fixed $a \in L_{t}^{1} W_{x}^{1,1}$ and $u \in L^{\infty}$, one can then prove that $R_{\varepsilon}$ converges to 0 in $L^{1}$.

It is then straightforward to write an equation on $\beta\left(u_{\varepsilon}\right)$ and pass to the limit as $\varepsilon \rightarrow 0$.

This idea was then extended to include $a \in L^{1} B V_{x}$, first in [11] in the kinetic context and then in the seminal [4] in the general case; we also refer to [36]. Those require the use of specific kernels, based on a quadratic form in $\mathbb{R}^{d}$ that is adapted to the singular part of $\nabla a$.

In general, without any additional structure, $B V$ seems to be the critical space here as proved in [22]. If some additional structure is available, then one may be able to work with less. Typical examples are found in dimension 2 , in $[2,16,17,30]$ or with some phase space structure in $[15,33]$.

As one can readily the quantity that we bound explicitly in Prop. 7 is very close to the commutator estimate (3.1). In fact this proposition could be used to directly give an explicit bound in $\varepsilon$ in (3.1) for the particular $K_{\varepsilon}$ that we use. It is in this sense that we talk of a quantified commutator estimate.

The fact that renormalized solutions are connected to some regularity of the solutions had been noticed for instance in [6]. But this regularity had not been quantified until [19] that we mentioned earlier. As we explained, [19] involves a quantitative regularity estimate at the level of the characteristics. The approach that we follow here is very different and it is a nice feature to be able to quantify exactly this commutator.

For more on renormalized solutions, we refer for example to the surveys in $[5,21]$.

### 3.3 Useful Technical Lemmas

The proof of Prop. 7 requires the use of two classical lemmas. First to relate the difference $a(x)-a(y)$ to $\nabla a$,

Lemma 8. There exists a bounded function $\psi$ s.t. $\psi$ is $W^{1,1}$ on $B(0,1) \times S^{d-1}$ and for any $a \in\left(B V_{\text {loc }}\right)^{d}$

$$
\begin{aligned}
a_{i}(x)-a_{i}(y) & =|x-y| \int_{B(0,1)} \psi\left(z, \frac{x-y}{|x-y|}\right) \cdot \nabla a_{i}(x+|x-y| z) \frac{d z}{|z|^{d-1}} \\
& +|x-y| \int_{B(0,1)} \psi\left(z, \frac{x-y}{|x-y|}\right) \cdot \nabla a_{i}(y+|x-y| z) \frac{d z}{|z|^{d-1}}
\end{aligned}
$$

Moreover for some given constant $\alpha$

$$
\int_{B(0,1)} \psi\left(z, \frac{x-y}{|x-y|}\right) \frac{d z}{|z|^{d-1}}=\alpha \frac{x-y}{|x-y|}
$$

The proof of Lemma 8 is straightforward; it consists in integrating $\nabla v$ over a curve between $x$ and $y$ and then averaging the resulting estimate over all such curves. We refer for instance to [15] for a detailed proof.

We need another technical result to control slightly "delocalized" convolutions of $\nabla a$

Lemma 9. For any $1<p<\infty$, any $L \in W^{s, 1}$ for some $s>0$ with compact support and $\int L=0$, there exists $C>0$ s.t. for any $u \in L^{p}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
\int_{h_{0}}^{1}\left\|L_{r} * u\right\|_{L^{p}} \frac{d r}{r} \leq C\left|\log h_{0}\right|^{1-1 / q}\|u\|_{B_{p, q}^{0}} \tag{3.2}
\end{equation*}
$$

where $L_{r}(x)=r^{-d} L(x / r)$ and the constant $C$ depends only on $W^{s, 1}$ and the size of the support of $L$. As a consequence for $p \leq 2$

$$
\begin{equation*}
\int_{h_{0}}^{1}\left\|L_{r} * u\right\|_{L^{p}} \frac{d r}{r} \leq C\left|\log h_{0}\right|^{1 / 2}\|u\|_{L^{p}} \tag{3.3}
\end{equation*}
$$

The proof is again classical and is given in the appendix for the sake of completeness.

### 3.4 The proof of Prop. 7

Observe that by the definition of $K_{h}$,

$$
\nabla K_{h}=\frac{x-y}{(|x-y|+h)^{d+1}} \chi(|x-y|)
$$

for some smooth function $\chi$ with support in $|x-y| \leq 2$ with $\chi=1$ if $|x-y| \leq 1$.

Using Lemma 8, one obtains

$$
\begin{aligned}
& \int_{\mathbb{R}^{2 d}} \nabla K_{h}(x-y)(a(x)-a(y))|g(x)-g(y)|^{2} d x d y \\
& =2 \int \frac{(x-y) \chi}{(|x-y|+h)^{d+1}} \int_{B(0,1)} \psi\left(z, \frac{x-y}{|x-y|}\right) \cdot \nabla a(x+|x-y| z) \frac{d z}{|z|^{d-1}} \\
& \quad|g(x)-g(y)|^{2} d x d y,
\end{aligned}
$$

where by the symmetry of the expression in $x$ and $y$, both terms in Lemma 8 lead to the same expression.

We introduce the average of $\psi$ as given by Lemma 8 and decompose accordingly

$$
\begin{gathered}
\int \frac{(x-y) \chi}{(|x-y|+h)^{d+1}} \int_{B(0,1)} \psi\left(z, \frac{x-y}{|x-y|}\right) \cdot \nabla a(x+|x-y| z) \frac{d z}{|z|^{d-1}} \\
|g(x)-g(y)|^{2} d x d y=I+\bar{\alpha} J
\end{gathered}
$$

where

$$
\begin{aligned}
I= & \int \frac{(x-y) \chi}{(|x-y|+h)^{d+1}} \cdot \int_{B(0,1)}\left(\psi\left(z, \frac{x-y}{|x-y|}\right)-\right. \\
& \left.\bar{\alpha} \frac{x-y}{|x-y|}\right) \cdot \nabla a(x+|x-y| z) \frac{d z}{|z|^{d-1}}|g(x)-g(y)|^{2} d x d y
\end{aligned}
$$

and

$$
\begin{aligned}
& J=\int \frac{(x-y)_{i} \chi}{(|x-y|+h)^{d+1}} \frac{(x-y)_{j}}{|x-y|} \int_{B(0,1)} \partial_{i} a_{j}(x+|x-y| z) \frac{d z}{|z|^{d-1}} \\
& \quad|g(x)-g(y)|^{2} d x d y
\end{aligned}
$$

where we used Einstein convention of summation.

The constant $\bar{\alpha}$ is chosen so that

$$
\int\left(\psi\left(z, \frac{x-y}{|x-y|}\right)-C \frac{x-y}{|x-y|}\right) \frac{d z}{|z|^{d-1}}=0
$$

which is always possible thanks to Lemma 8. Both terms $I$ and $J$ rely on appropriate cancellations that allow to use Lemma 9 but on different terms. As such we have to handle them separately.

Control of $I$. Denote for simplicity

$$
\tilde{\psi}(z, \omega):=\psi(z, \omega)-\bar{\alpha} \omega, \quad L(z, \omega):=\tilde{\psi}(z, \omega) \frac{\mathbb{I}_{|z| \leq 1}}{|z|^{d-1}}
$$

One can see easily that for any fixed $\omega, L$ is compactly supported and belongs to $W^{s, 1}$ for any $s<1$. It hence satisfies the assumptions of Lemma 9, uniformly in $\omega$.

Now observe that

$$
\int_{B(0,1)} \frac{\tilde{\psi}(z, w)}{|z|^{d-1}} \cdot \nabla a(x+r z) d z=L_{r}(., \omega) \star \nabla a
$$

where $L_{r}(z, \omega)=r^{-d} L(z / r, \omega)$. On the other hand by the spherical changes of variables

$$
\begin{aligned}
I & =\int_{0}^{1} \int_{S^{d-1}} \int \frac{r^{d} \chi(r)}{(r+h)^{d+1}} \int_{B(0,1)} \frac{\tilde{\psi}(z, \omega)}{|z|^{d-1}} \nabla a(x+r z) d z \\
& \leq \int_{S^{d-1}} \int_{0}^{1} \int \frac{r^{d}}{\left(r+h(x)-\left.g(x-r \omega)\right|^{d+1} d x d \omega d r\right.}\left|L_{r}(., \omega) \star \nabla a\right||g(x)-g(x-r \omega)|^{2}
\end{aligned}
$$

By a Hölder estimate

$$
I \leq \int_{0}^{1} \int_{S^{d-1}} \frac{1}{r+h}\left\|L_{r}(., \omega) \star \nabla a\right\|_{L^{p}}\|g(.)-g(.-r w)\|_{L^{2} p^{*}} d \omega d r
$$

Of course

$$
\|g(.)-g(.-r w)\|_{L^{2} p^{*}} \leq 2\|g(.)\|_{L^{2} p^{*}} .
$$

We recall here that $L$ satisfies the assumption of Lemma 9 uniformly in $\omega$. We hence deduce for some constant $C$

$$
I \leq C\|\nabla a\|_{B_{p, q}^{0}}|\log h|^{1-1 / q}\|g\|_{L^{2 p^{*}}}
$$

Control of J. The general idea is similar to $I$ : Trying to identify convolution with a kernel of vanishing average to gain regularity.

For this reason, we decompose again

$$
J=J_{1}+J_{2},
$$

where we subtracted the right average in $J_{1}$

$$
\begin{aligned}
& J_{1}=\int \frac{|x-y| \chi}{(|x-y|+h)^{d+1}}\left(\frac{(x-y)}{|x-y|} \otimes \frac{(x-y)}{|x-y|}-\tilde{C} I_{d}\right) \\
& \quad: \nabla a(x+|x-y| z) \frac{d z}{|z|^{d-1}}|g(x)-g(y)|^{2} d x d y
\end{aligned}
$$

where $A: B$ denotes the total contraction of two matrices $\sum_{i, j} A_{i j} B_{i j}$ and where $\tilde{C}$ is again chosen s.t.

$$
\int_{S^{d-1}}\left(\omega_{i}^{2}-\tilde{C}\right) d \omega=0 .
$$

This leaves as $J_{2}$

$$
\begin{gathered}
J_{2}=\tilde{C} \int \frac{|x-y| \chi}{(|x-y|+h)^{d+1}} I_{d}: \nabla a(x+|x-y| z) \frac{d z}{|z|^{d-1}} \\
|g(x)-g(y)|^{2} d x d y .
\end{gathered}
$$

This term can be immediately bounded as

$$
I_{d}: \nabla a=\operatorname{div} a,
$$

so that

$$
\begin{align*}
J_{2} & \leq C\|\operatorname{div} a\|_{L^{\infty}} \int_{\Pi^{2 d}} \frac{|g(x)-g(y)|^{2}}{(|x-y|+h)^{d}} d x d y  \tag{3.4}\\
& \leq C\|\operatorname{div} a\|_{L^{\infty}} \int_{\Pi^{2 d}}\left(1+K_{h}(x-y)\right)|g(x)-g(y)|^{2} d x d y .
\end{align*}
$$

We now turn to $J_{1}$ where we need to use a slight variant of spherical coordinates by writing $x-y=-r w$ for $r \in \mathbb{R}$ and $1 / 4 \leq w \leq 1$ instead of $w \in S^{d-1}$ with $|w|=1$ as usual. Indeed for a fixed $x \in \mathbb{R}^{d}$ use first spherical coordinates, $w=s \omega$ to calculate

$$
\begin{aligned}
& \int_{0}^{R} \int_{1 / 2 \leq|w| \leq R} \Phi(x+r w) r^{d-1} d w d r \\
& \quad=\int_{1 / 2}^{1} \int_{0}^{R} \int_{S^{d-1}} \Phi(x+s r \omega)(r s)^{d-1} d r d \omega d s \\
& \quad=\int_{1 / 2}^{1} \int_{0}^{R s} \int_{S^{d-1}} \Phi(x+\tilde{r} \omega) \tilde{r}^{d-1} d \tilde{r} d \omega \frac{d s}{s}=\int_{1 / 2}^{1} \int_{|x-y| \leq R s} \Phi(y) d y \frac{d s}{s} \\
& \quad=\int_{|x-y| \leq R} \Phi(y) \int_{\max (1 / 2,|x-y| / R)}^{1} \frac{d s}{s} d y
\end{aligned}
$$

with the change of variables $r \rightarrow \tilde{r}=r s$ for a fixed $s$ and a final use of spherical coordinates $y=x+\tilde{r} \omega$. Therefore defining the smooth function $W_{R}(r)=\int_{\max (1 / 2, r / R)}^{1} s^{-1} d s$ and for any $\tilde{\Phi}$ by taking $\Phi(y)=\tilde{\Phi}(y) / W_{R}(|x-y|)$

$$
\begin{equation*}
\int_{|x-y| \leq R} \tilde{\Phi}(y) d y=\int_{0}^{R} \int_{1 / 2 \leq|w| \leq R} \tilde{\Phi}(x+r w) \frac{r^{d-1}}{W_{R}(r|w|)} d w d r . \tag{3.5}
\end{equation*}
$$

Denote accordingly

$$
\tilde{L}(w)=\left(\frac{w \otimes w}{|w|^{2}}-\tilde{C} I_{d}\right) \mathbb{I}_{1 / 2 \leq w \leq 1}
$$

This allows to rewrite

$$
\begin{gathered}
J_{1}=\int_{0}^{1} \int \frac{r^{d} \chi(r)}{W_{1}(r|w|)(r+h)^{d+1}} \tilde{L}(w): \int_{B(0,1)} \nabla a(x+r z) \frac{d z}{|z|^{d-1}} \\
|g(x)-g(x+r w)|^{2} d x d w d r .
\end{gathered}
$$

Observe that $W_{1}(u)=\bar{w}$ is constant for $u<1 / 2$, that is since $|w| \leq 1$ that $W_{1}(r|w|)=\bar{w}$ if $r<1 / 2$. Obviously the integral $J_{1}$ is bounded for $r>1 / 2$ so

$$
\begin{gathered}
J_{1} \leq C+\frac{1}{\bar{w}} \int_{0}^{1} \int \frac{r^{d} \chi(r)}{(r+h)^{d+1}} \tilde{L}(w): \int_{B(0,1)} \nabla a(x+r z) \frac{d z}{|z|^{d-1}} \\
|g(x)-g(x+r w)|^{2} d x d w d r .
\end{gathered}
$$

Now denote for simplicity

$$
A_{r}(x)=\int_{B(0,1)} \nabla a(x+r z) \frac{d z}{|z|^{d-1}}
$$

and let us expand $|g(x)-g(y)|^{2}=g^{2}(x)+g^{2}(y)+2 g(x) g(y)$ so that

$$
J_{1} \leq C+\frac{J_{x}+2 J_{x y}+J_{y}}{\bar{w}}
$$

with

$$
\begin{aligned}
J_{x} & =\int_{0}^{1} \int \frac{r \chi(r)}{(r+h)^{d+1}} \tilde{L}(w): A_{r}(x) g^{2}(x) d x d w d r \\
J_{x y} & =\int_{0}^{1} \int \frac{r \chi(r)}{(r+h)^{d+1}} \tilde{L}(w): A_{r}(x) g(x) g(x+r w) d x d w d r \\
J_{x} & =\int_{0}^{1} \int \frac{r \chi(r)}{(r+h)^{d+1}} \tilde{L}(w): A_{r}(x) g^{2}(x+r w) d x d w d r
\end{aligned}
$$

First note that since $\int \tilde{L}(w) d w=0$, one simply has that

$$
J_{x}=0 .
$$

The term $J_{y}$ can be controlled through Lemma 9 as one can identify a convolution

$$
\begin{aligned}
J_{y} & =\int_{\mathbb{R}^{d}} \int_{0}^{1} \frac{r^{d} \chi(r)}{(r+h)^{d+1}} A_{r}(x): \tilde{L}_{r} \star|g|^{2} d x d r \\
& =\int_{\mathbb{R}^{d}} \int_{0}^{1} \frac{r^{d} \chi(r)}{(r+h)^{d+1}} \tilde{L}_{r} \star A_{r}(x)|g|^{2} d x d r
\end{aligned}
$$

since $\tilde{L}$ is even. Now, by Hölder inequality one has that

$$
J_{y} \leq \int_{0}^{1} \frac{1}{r+h}\left\|\tilde{L}_{r} \star A_{r}\right\|_{L^{p}}\left\|g^{2}\right\|_{L^{p^{*}}} d r .
$$

Of course denoting $B(z)=\mathbb{I}_{|z| \leq 1}|z|^{1-d}$, one has by the definition of $A_{r}$, $\left\|\tilde{L}_{r} \star A_{r}\right\|_{L^{p}}=\left\|\tilde{L}_{r} \star\left(B_{r} \star \nabla a\right)\right\|_{L^{p}}=\left\|B_{r} \star\left(\tilde{L}_{r} \star \nabla a\right)\right\|_{L^{p}} \leq\left\|B_{r}\right\|_{L^{1}} \leq\left\|\tilde{L}_{r} \star \nabla a\right\|_{L^{p}}$.

Finally, by Lemma 3 applied to the exponent $p$, we deduce that

$$
J_{y} \leq C\left\|g^{2}(t, .)\right\|_{L^{p^{*}}}\|\nabla a\|_{B_{p, q}^{0}}|\log h|^{1-1 / q}
$$

Again we identify the convolution in $J_{x y}$

$$
J_{x y}=\int_{\Pi^{d}} \int_{0}^{1} \frac{r^{d} \chi(r)}{(r+h)^{d+1}} L_{r} \star g(x): A_{r}(x) g(t, x) d x d r
$$

and still by Lemma 9 we get

$$
J_{x y} \leq C\|g(t, .)\|_{L^{2 p^{*}}}^{2}|\log h|^{1-1 / q}\|\nabla a\|_{B_{p, q}^{0}}
$$

Collecting all estimates and recalling that for $p \leq 2, L^{p} \subset B_{p, 2}^{0}$, concludes the proof of the proposition.

## 4 Proof of Proposition 1 and Theorem 2

### 4.1 Proof of Prop. 1

The embedding $W_{\log , \theta}^{p} \subset L^{p}$ is straightforward from the definition. For the embedding $W^{s, p} \subset W_{\log , \theta}^{p}$, note that if $u \in W^{s, p}$

$$
\|u(.+z)-u(.)\|_{L^{p}} \leq C|z|^{s}\|\nabla u\|_{L^{p}}
$$

which can easily be obtained by interpolation from the $s=1$ case

$$
\begin{aligned}
\|u(.+z)-u(.)\|_{L^{p}} & =\left\|\int_{0}^{1} z \nabla u(.+s z) d s\right\|_{L^{p}} \leq \int_{0}^{1}|z|\|\nabla u(.+s z)\|_{L^{p}} d s \\
& =|z|\|\nabla u\|_{L^{p}} .
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
\|u\|_{p, \theta}^{p}= & \sup _{h}|\log h|^{-\theta} \int_{\mathbb{R}^{d}} K_{h}(z)\|u(.+z)-u(.)\|_{L^{p}}^{p} d z \\
& \leq\|\nabla u\|_{L^{p}} \sup _{h}|\log h|^{-\theta} \int_{\mathbb{R}^{d}}|z|^{s} K_{h}(z) d z,
\end{aligned}
$$

while finally

$$
\int_{\mathbb{R}^{d}}|z|^{s} K_{h}(z) d z \leq \int_{|z| \leq 2} \frac{|z|^{s}}{|z|^{d}} d z \leq C
$$

concluding the bound.
Note that with similar calculations

$$
\int_{\mathbb{R}^{d}} K_{h}(z) d z \sim \int_{|z| \leq 2} \frac{1}{(h+|z|)^{d}} d z \sim|\log h|,
$$

which implies that

$$
\|u\|_{p, 1}^{p} \leq 2\|u\|_{L^{p}} \sup _{h}|\log h|^{-1} \int_{\mathbb{R}^{d}} K_{h}(z) d z \leq C\|u\|_{L^{p}}
$$

so that the semi-norms do not carry any special information when $\theta=1$.
Define now

$$
\bar{K}_{h}=\frac{K_{h}}{\left\|K_{h}\right\|_{L^{1}}} \sim \frac{K_{h}}{\log h} .
$$

The kernel $\bar{K}_{h}$ is normalized and moreover for any $\delta>0$, as $h \rightarrow 0$,

$$
\int_{|z| \geq \delta} \bar{K}_{h}(z) d z \longrightarrow 0
$$

such that $\bar{K}_{h}$ is a classical convolution kernel. Observe that

$$
\begin{aligned}
\left\|u-\bar{K}_{h} \star u\right\|_{L^{p}} & \leq\left\|K_{h}\right\|_{L^{1}}^{-1} \int_{\mathbb{R}^{d}} K_{h}(z)\|u(.+z)-u(.)\|_{L^{p}} d z \\
& \leq\left(\left\|K_{h}\right\|_{L^{1}}^{-1} \int_{\mathbb{R}^{d}} K_{h}(z)\|u(.+z)-u(.)\|_{L^{p}} d z\right)^{1 / p} \\
& \leq C|\log h|^{\theta-1}\|u\|_{p, \theta}
\end{aligned}
$$

This proves by Rellich criterion that for any sequence $u_{n}$ s.t. $\left\|u_{n}\right\|_{p, \theta}+\left\|u_{n}\right\|_{L^{p}}$ is uniformly bounded, $u_{n}$ is locally compact in $L^{p}$.

Finally let us calculate for $p=2$, using Fourier transform
$\int_{z \in \mathbb{R}^{d}} K_{h}(z)\|u(.+z)-u(.)\|_{L^{2}}^{2} d z=\int_{\mathbb{R}^{d}} K_{h}(z) \int_{\mathbb{R}^{d}}\left|e^{i z \cdot \xi}-1\right|^{2}|\mathcal{F} u(\xi)|^{2} d \xi d z$.
That leads to calculate

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} K_{h}(z)\left|e^{i z \cdot \xi}-1\right|^{2} d z & \sim \int_{|z \cdot \xi| \geq 1} K_{h}(z)+\int_{|z \cdot \xi| \leq 1} K_{h}(z)|z \cdot \xi|^{2} \\
& \sim\left|\log \left(\frac{1}{|\xi|}+h\right)\right|+1,
\end{aligned}
$$

concluding the proof.

### 4.2 Proof of Theorem 2

The proof of Th. 2 mostly follows the steps of [9], the main improvement being the more precise Proposition 7.

First of all by Kruzkov's doubling of variables, see [35], any entropy solution $u$ to (1.1) satisfies in the sense of distributions that

$$
\begin{align*}
& \partial_{t}|u(t, x)-u(t, y)|+\operatorname{div}_{x}(a(t, x) F(u(t, x), u(t, y)) \\
& +\operatorname{div}_{y}\left(a(t, y) F(u(t, x), u(t, y))+G(u(t, x), u(t, y)) \operatorname{div}_{x} a(t, x)\right.  \tag{4.1}\\
& +G(u(t, y), u(t, x)) \operatorname{div}_{y} a(t, y) \leq 0
\end{align*}
$$

where

$$
\begin{align*}
& F(\xi, \zeta)=(f(\xi)-f(\zeta)) \operatorname{sign}(\xi-\zeta)=F(\zeta, \xi) \\
& G(\xi, \zeta)=f(\xi) \operatorname{sign}(\xi-\zeta)-F(\xi, \zeta)=\bar{G}(\xi, \zeta) \frac{1}{2} F(\xi, \zeta), \quad \text { with }  \tag{4.2}\\
& \bar{G}(\xi, \zeta)=\frac{f(\xi)+f(\zeta)}{2} \operatorname{sign}(\xi-\zeta)=-\bar{G}(\zeta, \xi)
\end{align*}
$$

Note that up to adding a constant in $f$, we may assume that $f(0)=0$ thus normalizing $\bar{G}$ s.t. $\bar{G}(0,0)=0$.

For any fixed $h, K_{h}(x-y)$ is a smooth, compactly supported function which we may hence use as a test function for (4.1), giving

$$
\begin{aligned}
& \frac{d}{d t} \int_{\mathbb{R}^{2 d}} K_{h}(x-y)|u(t, x)-u(t, y)| d x d y \\
& \leq \int_{\mathbb{R}^{2 d}} \nabla K_{h}(x-y)(a(x)-a(y)) F(u(x), u(y)) d x d y \\
& \quad+\int_{\mathbb{R}^{2 d}} K_{h}(x-y) \frac{\operatorname{div} a(x)+\operatorname{div} a(y)}{2} F(u(x), u(y)) d x d y \\
& \quad+\int_{\mathbb{R}^{2 d}} K_{h}(x-y)(\operatorname{div} a(x)-\operatorname{div} a(y)) \bar{G}(u(x), u(y)) d x d y .
\end{aligned}
$$

Using the bound on the divergence the second term in the r.h.s. can simply be bounded by

$$
\left\|f^{\prime}\right\|_{L^{\infty}}\|\operatorname{div} a\|_{L^{\infty}} \int_{\mathbb{R}^{2 d}} K_{h}(x-y)|u(t, x)-u(t, y)| d x d y
$$

since $F(\xi, \zeta) \leq\left\|f^{\prime}\right\|_{L^{\infty}}|\xi-\zeta|$. while by Hölder estimate the third term in the r.h.s. is bounded by

$$
\begin{aligned}
& \left(\int_{\mathbb{R}^{2 d}} K_{h}(x-y)(\operatorname{div} a(x)-\operatorname{div} a(y))^{p}\right)^{1 / p} \\
& \quad \times\left(\int_{\mathbb{R}^{2 d}} K_{h}(x-y)|\bar{G}(u(x), u(y))|^{p^{*}}\right)^{1 / p^{*}} \\
& \quad \leq\left\|f^{\prime}\right\|_{L^{\infty}}|\log h|^{\theta}\|u\|_{L^{p^{*}}}\|\operatorname{div} a\|_{p, p\left(\theta-1 / p^{*}\right)}
\end{aligned}
$$

simply by using that $\bar{G}(\xi, \zeta) \leq\left\|f^{\prime}\right\|_{L^{\infty}} \frac{\xi+\zeta}{2}$ since $f(0)=0$.
The combination of those two bounds yields that

$$
\begin{equation*}
\frac{d}{d t}\|u\|_{1, \theta} \leq\left\|f^{\prime}\right\|_{L^{\infty}}\|\operatorname{div} a\|_{L^{\infty}}\|u\|_{1, \theta}+\left\|f^{\prime}\right\|_{L^{\infty}}\|u\|_{L^{p^{*}}}\|\operatorname{div} a\|_{p, p\left(\theta-1 / p^{*}\right)}+\mathcal{C}, \tag{4.3}
\end{equation*}
$$

where $\mathcal{C}$ is the commutator

$$
\mathcal{C}=\sup _{h}|\log h|^{-\theta} \int_{\mathbb{R}^{2 d}} \nabla K_{h}(x-y)(a(x)-a(y)) F(u(x), u(y)) d x d y
$$

Therefore all the difficulty lies in obtaining a explicit quantitative estimate on this commutator. This is where Prop. 7 comes in, leading to improved, more precise results with respect to [9].

We still need an additional step to put $\mathcal{C}$ in precisely the right form for Prop. 7. As this is going to be used as well for the numerical scheme, we put the corresponding estimate in a lemma

Lemma 10. Assume that $f \in W^{1, \infty}\left(\mathbb{R}_{+}\right)$, that $u \in L^{p^{*}, 1}$ and that $a \in B_{p, q}^{1}$ then provided $\theta \geq 1-1 / q$

$$
\begin{aligned}
\mathcal{C} & =\sup _{h}|\log h|^{-\theta} \int_{\mathbb{R}^{2 d}} \nabla K_{h}(x-y)(a(x)-a(y)) F(u(x), u(y)) d x d y \\
& \leq C\|\operatorname{diva}\|_{L^{\infty}}\left\|f^{\prime}\right\|_{L^{\infty}}\|u\|_{1, \theta}+C\|\nabla a\|_{B_{p, q}^{0}}\left\|f^{\prime}\right\|_{L^{\infty}}\|u\|_{L^{p^{*}, 1}}
\end{aligned}
$$

Proof. Just as in [9], we use the repartition function of $u$

$$
\kappa(t, x, \xi)=\mathbb{I}_{0 \leq \xi \leq u(t, x)},
$$

which from the definition of $F$ in (4.2) implies the simple representation

$$
F(u(x), u(y))=\int_{0}^{\infty} f^{\prime}(\xi)|\kappa(x, \xi)-\kappa(y, \xi)|^{2} d \xi
$$

This lets us simply rewrite

$$
\begin{aligned}
\mathcal{C}= & \sup _{h}|\log h|^{-\theta} \int_{0}^{\infty} f^{\prime}(\xi) \\
& \int_{\mathbb{R}^{2 d}} \nabla K_{h}(x-y)(a(x)-a(y))|\kappa(t, x, \xi)-\kappa(t, y, \xi)|^{2} d x d y d \xi
\end{aligned}
$$

We may now directly use Prop. 7 to find that provided $\theta \geq 1-1 / q$

$$
\mathcal{C} \leq C\|\operatorname{div} a\|_{L^{\infty}}\left\|f^{\prime}\right\|_{L^{\infty}}\|u\|_{1, \theta}+C\|\nabla a\|_{B_{p, q}^{0}} \int_{0}^{\infty} f^{\prime}(\xi)\|\kappa(t, ., \xi)\|_{L^{2 p^{*}}}^{2} d \xi
$$

It is now straightforward to estimate

$$
\begin{aligned}
\int_{0}^{\infty} f^{\prime}(\xi)\|\kappa(t, ., \xi)\|_{L^{2 p^{*}}}^{2} d \xi & \leq\left\|f^{\prime}\right\|_{L^{\infty}} \int_{0}^{\infty}|\{u(t, .) \geq \xi\}|^{1 / p^{*}} d \xi \\
& =\left\|f^{\prime}\right\|_{L^{\infty}}\|u\|_{L^{p^{*}, 1}}
\end{aligned}
$$

where $L^{p^{*}, 1}$ denotes the corresponding Lorentz space.
From the previous Lemma we finally obtain that if $\theta \geq \max \left(1 / p^{*}, 1-1 / q\right)$

$$
\begin{aligned}
\frac{d}{d t}\|u\|_{1, \theta} \leq & C\left\|f^{\prime}\right\|_{L^{\infty}}\|\operatorname{div} a\|_{L^{\infty}}\|u\|_{1, \theta}+\left\|f^{\prime}\right\|_{L^{\infty}}\|u\|_{L^{p^{*}}}\|\operatorname{div} a\|_{p, p\left(\theta-1 / p^{*}\right)} \\
& +C\|\nabla a\|_{B_{p, q}^{0}}\left\|f^{\prime}\right\|_{L^{\infty}}\|u\|_{L^{p^{*}, 1}}
\end{aligned}
$$

A Gronwall estimate concludes the first statement of Th. 2. The embeddings $L^{p} \subset B_{p, 2}^{0}$ for $p \leq 2$ and $L^{r} \cap L^{1} \subset L^{p^{*}, 1}$ for $r>p^{*}$ conclude the second statement.

## 5 The Numerical Scheme: Proof of Theorem 3

We have to calculate, denoting $s_{i, j}^{n+1}=\operatorname{sign}\left(u_{i}^{n+1}-u_{j}^{n+1}\right)$

$$
\begin{gathered}
\sum_{i, j \in \mathbb{Z}^{d}}\left|u_{i}^{n+1}-u_{j}^{n+1}\right| K_{i-j}^{h}=\sum_{i, j} s_{i, j}^{n+1} K_{i-j}^{h} \sum_{m \in \mathbb{Z}^{d}}\left(b_{i, m}\left(a_{m}^{n}, u_{m}^{n}\right)-b_{j, m}\left(a_{m}^{n}, u_{m}^{n}\right)\right) \\
=\sum_{i, j} s_{i, j}^{n+1} K_{i-j}^{h} \sum_{m \in \mathbb{Z}^{d}}\left(b_{i, m}\left(a_{m}^{n}, u_{m}^{n}\right)-b_{i, m}\left(a_{m}^{n}, u_{j}^{n}\right)+\frac{1}{2}\left(u_{j}^{n}-u_{i}^{n}\right) \delta_{m-i}\right. \\
\left.\quad+b_{j, m}\left(a_{m}^{n}, u_{i}^{n}\right)-b_{j, m}\left(a_{m}^{n}, u_{m}^{n}\right)+\frac{1}{2}\left(u_{j}^{n}-u_{i}^{n}\right) \delta_{m-j}\right) \\
+\sum_{i, j, m} s_{i, j}^{n+1} K_{i-j}^{h}\left(b_{i, m}\left(a_{m}^{n}, u_{j}^{n}\right)-b_{j, m}\left(a_{m}^{n}, u_{i}^{n}\right)-u_{j}^{n}+u_{i}^{n}\right) .
\end{gathered}
$$

Use the discretized expression of the divergence of $a$ given by Eq. (2.6) to find that

$$
\sum_{m} b_{i, m}\left(a_{j}^{n}, u_{j}^{n}\right)=u_{j}^{n}+\delta t D_{j}^{n} \tilde{f}\left(u_{j}^{n}\right), \quad \sum_{m} b_{j, m}\left(a_{j}^{n}, u_{i}^{n}\right)=u_{i}^{n}+\delta t D_{i}^{n} \tilde{f}\left(u_{i}^{n}\right)
$$

We also recall that the $b_{i}$ is increasing in $u$ s.t. $b_{i, m}\left(a_{m}^{n}, u_{m}^{n}\right)-b_{i, m}\left(a_{m}^{n}, u_{j}^{n}\right)$ has the sign of $u_{m}^{n}-u_{j}^{n}$. In particular

$$
s_{i j}^{n+1}\left(b_{i, m}\left(a_{m}^{n}, u_{m}^{n}\right)-b_{i, m}\left(a_{m}^{n}, u_{j}^{n}\right)\right) \leq s_{m j}^{n}\left(b_{i, m}\left(a_{m}^{n}, u_{m}^{n}\right)-b_{i, m}\left(a_{m}^{n}, u_{j}^{n}\right)\right)
$$

Similarly since $b_{i, j}(a, u)-u / 2$ is increasing

$$
\begin{aligned}
s_{i j}^{n+1} & \left(b_{i, i}\left(a_{i}^{n}, u_{i}^{n}\right)-b_{i, m}\left(a_{i}^{n}, u_{j}^{n}\right)+\frac{1}{2}\left(u_{j}^{n}-u_{i}^{n}\right)\right) \\
& \leq s_{i j}^{n}\left(b_{i, i}\left(a_{i}^{n}, u_{i}^{n}\right)-b_{i, m}\left(a_{i}^{n}, u_{j}^{n}\right)+\frac{1}{2}\left(u_{j}^{n}-u_{i}^{n}\right)\right)
\end{aligned}
$$

We hence have

$$
\begin{aligned}
& \sum_{i, j \in \mathbb{Z}^{d}}\left|u_{i}^{n+1}-u_{j}^{n+1}\right| K_{i-j}^{h} \\
& \quad \leq \sum_{i, j, m} s_{m, j}^{n} K_{i-j}^{h}\left(b_{i, m}\left(a_{m}^{n}, u_{m}^{n}\right)-b_{i, m}\left(a_{m}^{n}, u_{j}^{n}\right)+\frac{1}{2}\left(u_{j}^{n}-u_{i}^{n}\right) \delta_{m-i}\right) \\
& \quad+\sum_{i, j, m} s_{i, m}^{n} K_{i-j}^{h}\left(b_{j, m}\left(a_{m}^{n}, u_{i}^{n}\right)-b_{j, m}\left(a_{m}^{n}, u_{m}^{n}\right)+\frac{1}{2}\left(u_{j}^{n}-u_{i}^{n}\right) \delta_{m-j}\right) \\
& \quad+\delta t \sum_{i, j} s_{i, j}^{n+1} K_{i-j}^{h}\left(D_{j}^{n} \tilde{f}\left(u_{j}^{n}\right)-D_{i}^{n} \tilde{f}\left(u_{i}^{n}\right)\right) .
\end{aligned}
$$

Using now the conservative form of the scheme as given by (2.3), we may write that

$$
\begin{align*}
& \sum_{i, j \in \mathbb{Z}^{d}}\left|u_{i}^{n+1}-u_{j}^{n+1}\right| K_{i-j}^{h} \leq \sum_{i, j} K_{i-j}^{h}\left|u_{i}^{n}-u_{j}^{n}\right| \\
& \quad+\frac{\delta t}{\delta x} \sum_{i, j, m} \sum_{k=1}^{d} s_{m, j}^{n} K_{i-j}^{h}\left(F_{i+[1]_{k}-m}^{k}\left(a_{m}^{n}, u_{m}^{n}\right)-F_{i+[1]_{k}-m}^{k}\left(a_{m}^{n}, u_{j}^{n}\right)\right. \\
& \left.\quad-F_{i-m}^{k}\left(a_{m}^{n}, u_{m}^{n}\right)+F_{i-m}^{k}\left(a_{m}^{n}, u_{j}^{n}\right)\right)  \tag{5.1}\\
& +\frac{\delta t}{\delta x} \sum_{i, j, m} \sum_{k=1}^{d} s_{i, m}^{n} K_{i-j}^{h}\left(F_{j+[1]_{k}-m}^{k}\left(a_{m}^{n}, u_{i}^{n}\right)-F_{j+[1]_{k}-m}^{k}\left(a_{m}^{n}, u_{m}^{n}\right)\right. \\
& \left.\quad-F_{j-m}^{k}\left(a_{m}^{n}, u_{i}^{n}\right)+F_{j-m}^{k}\left(a_{m}^{n}, u_{m}^{n}\right)\right)
\end{align*}
$$

which is the equivalent of Eq. (4.1).
Denote

$$
\mathcal{D}_{h}=\delta t \sum_{i, j} s_{i, j}^{n+1} K_{i-j}^{h}\left(D_{j}^{n} \tilde{f}\left(u_{j}^{n}\right)-D_{i}^{n} \tilde{f}\left(u_{i}^{n}\right)\right)
$$

Following the proof of Theorem 2, this term can be simply handled

$$
\mathcal{D}_{h} \leq \delta t \sum_{i, j} K_{i-j}^{h}\left|D_{i}^{n}-D_{j}^{n}\right| \tilde{f}\left(u_{i}^{n}\right)+\left\|D_{i}^{n}\right\|_{l \infty} \delta t \sum_{i, j} K_{i-j}^{h}\left|\tilde{f}\left(u_{i}^{n}\right)-\tilde{f}\left(u_{j}^{n}\right)\right|
$$

By simple Lipschitz bounds and discrete Hölder estimates, one obtains that

$$
\begin{aligned}
\mathcal{D}_{h} \leq \delta t\|\tilde{f}\|_{L^{\infty}} \delta x^{-2 d} & \left(\|u\|_{l^{p^{*}}}\left(\delta x^{2 d} \sum_{i, j} K_{i-j}^{h}\left|D_{i}^{n}-D_{j}^{n}\right|^{p}\right)^{1 / p}\right. \\
& \left.+\left\|D_{i}^{n}\right\|_{l^{\infty}} \delta x^{2 d} \sum_{i, j} K_{i-j}^{h}\left|u_{i}^{n}-u_{j}^{n}\right|\right)
\end{aligned}
$$

Since the Lipschitz norm of $\tilde{f}$ is bounded by the norm of $f$ and by the definition of our discrete semi-norms, we hence obtain the exact equivalent of the continuous case namely for any $h \geq \delta x^{\alpha}$

$$
\begin{equation*}
\delta x^{2 d}|\log h|^{-\theta} \mathcal{D}_{h} \leq \delta t\|f\|_{L^{\infty}}\left(\|u\|_{l p^{*}}\left\|D^{n}\right\|_{\alpha, p, p\left(\theta-1 / p^{*}\right)}+\left\|D_{i}^{n}\right\|_{l \infty}\left\|u^{n}\right\|_{\alpha, p, \theta}\right) \tag{5.2}
\end{equation*}
$$

We now perform a discrete integration by parts in the other terms of Eq. (5.1) with for example

$$
\left.\begin{array}{l}
\sum_{i, j, m} \sum_{k=1}^{d} s_{m, j}^{n} K_{i-j}^{h}\left(F_{i+[1]_{k}-m}^{k}\left(a_{m}^{n}, u_{m}^{n}\right)-F_{i+[1]_{k}-m}^{k}\left(a_{m}^{n}, u_{j}^{n}\right)\right. \\
\left.\quad-F_{i-m}^{k}\left(a_{m}^{n}, u_{m}^{n}\right)+F_{i-m}^{k}\left(a_{m}^{n}, u_{j}^{n}\right)\right)
\end{array}\right]=\sum_{i, j, m} \sum_{k=1}^{d} s_{m, j}^{n}\left(K_{i-[1]_{k}-j}^{h}-K_{i-j}^{h}\right)\left(F_{i-m}^{k}\left(a_{m}^{n}, u_{m}^{n}\right)-F_{i-m}^{k}\left(a_{m}^{n}, u_{j}^{n}\right)\right) .
$$

This leads to

$$
\begin{aligned}
& \sum_{i, j \in \mathbb{Z}^{d}}\left|u_{i}^{n+1}-u_{j}^{n+1}\right| K_{i-j}^{h} \leq \sum_{i, j} K_{i-j}^{h}\left|u_{i}^{n}-u_{j}^{n}\right|+\mathcal{D}_{h} \\
& \quad+\frac{\delta t}{\delta x} \sum_{i, j, m} \sum_{k=1}^{d} s_{m, j}^{n}\left(K_{i-[1]_{k}-j}^{h}-K_{i-j}^{h}\right)\left(F_{i-m}^{k}\left(a_{m}^{n}, u_{m}^{n}\right)-F_{i-m}^{k}\left(a_{m}^{n}, u_{j}^{n}\right)\right) \\
& \quad+\frac{\delta t}{\delta x} \sum_{i, j, m} \sum_{k=1}^{d} s_{i, m}^{n}\left(K_{i+[1]_{k}-j}^{h}-K_{i-j}^{h}\right)\left(F_{j-m}^{k}\left(a_{m}^{n}, u_{i}^{n}\right)-F_{j-m}^{k}\left(a_{m}^{n}, u_{m}^{n}\right)\right) .
\end{aligned}
$$

Let us swap $i$ and $m$ in the first sum and $j$ and $m$ in the second to find

$$
\begin{aligned}
& \sum_{i, j \in \mathbb{Z}^{d}}\left|u_{i}^{n+1}-u_{j}^{n+1}\right| K_{i-j}^{h} \leq \sum_{i, j} K_{i-j}^{h}\left|u_{i}^{n}-u_{j}^{n}\right|+\mathcal{D}_{h} \\
& \quad+\frac{\delta t}{\delta x} \sum_{i, j, m} \sum_{k=1}^{d} s_{i, j}^{n}\left(K_{m-[1]_{k}-j}^{h}-K_{m-j}^{h}\right)\left(F_{m-i}^{k}\left(a_{i}^{n}, u_{i}^{n}\right)-F_{m-i}^{k}\left(a_{i}^{n}, u_{j}^{n}\right)\right) \\
& \quad+\frac{\delta t}{\delta x} \sum_{i, j, m} \sum_{k=1}^{d} s_{i, j}^{n}\left(K_{i+[1]_{k}-m}^{h}-K_{i-m}^{h}\right)\left(F_{m-j}^{k}\left(a_{j}^{n}, u_{i}^{n}\right)-F_{m-j}^{k}\left(a_{j}^{n}, u_{j}^{n}\right)\right) .
\end{aligned}
$$

The moments condition (2.8) on the flux ensures that $F_{m-i}^{k}$ is small unless $m$ is close to $i$. This will allow us to replace $K_{m-[1]_{k}-j}^{h}-K_{m-j}^{h}$ by $K_{i-[1]_{k}-j}^{h}-K_{i-j}^{h}$ (and similarly for the second sum). More precisely, we write

$$
\begin{gathered}
\sum_{i, j, m} \sum_{k=1}^{d} s_{i, j}^{n}\left(K_{m-[1]_{k}-j}^{h}-K_{m-j}^{h}\right)\left(F_{m-i}^{k}\left(a_{i}^{n}, u_{i}^{n}\right)-F_{m-i}^{k}\left(a_{i}^{n}, u_{j}^{n}\right)\right) \\
=\sum_{i, j, m} \sum_{k=1}^{d} s_{i, j}^{n}\left(K_{i-[1]_{k}-j}^{h}-K_{i-j}^{h}\right)\left(F_{m-i}^{k}\left(a_{i}^{n}, u_{i}^{n}\right)-F_{m-i}^{k}\left(a_{i}^{n}, u_{j}^{n}\right)\right) \\
+\sum_{i, j, m} \sum_{k=1}^{d} s_{i, j}^{n}\left(K_{m-[1]_{k}-j}^{h}-K_{i-[1]_{k}-j}^{h}-K_{m-j}^{h}+K_{i-j}^{h}\right) \\
\quad\left(F_{m-i}^{k}\left(a_{i}^{n}, u_{i}^{n}\right)-F_{m-i}^{k}\left(a_{i}^{n}, u_{j}^{n}\right)\right) .
\end{gathered}
$$

We recall that

$$
K_{i-j}^{h}=\frac{\phi(\delta x(i-j))}{(\delta x|i-j|+h)^{d}},
$$

so that for a given $0<\gamma \leq 1$

$$
\begin{aligned}
\mid K_{i-j}^{h} & -K_{m-j}^{h}-K_{i-[1]_{k}-j}^{h}+K_{m-[1]_{k}-j}^{h} \mid \\
& \leq \frac{C \delta x^{1+\gamma}|i-m|^{\gamma}}{(\delta x|i-j|+h)^{d+1+\gamma}}+\frac{C \delta x^{1+\gamma}|i-m|^{\gamma}}{(\delta x|m-j|+h)^{d+1+\gamma}} .
\end{aligned}
$$

We recall that, because of compact support, we only have to calculate the
expression for $|j-i|+|j-m| \leq C \delta x^{-1}$. Therefore

$$
\begin{aligned}
& \quad \sum_{m, i s . t .|j-i|+|j-m| \leq C \delta x^{-1}}\left|K_{i-j}^{h}-K_{m-j}^{h}-K_{i-[1]_{k}-j}^{h}+K_{m-[1]_{k}-j}^{h}\right|\left|F_{m-i}^{k}\left(a_{i}^{n}, u_{i}^{n}\right)\right| \\
& \leq \sum_{i,|j-i| \leq C \delta x^{-1}} \frac{C \delta x^{1+\gamma}}{(\delta x|i-j|+h)^{d+1+\gamma}} \sum_{m}|i-m|^{\gamma}\left|F_{m-i}^{k}\left(a_{i}^{n}, u_{i}^{n}\right)\right| \\
& \quad+\sum_{m,|j-m| \leq C \delta x^{-1}} \frac{C \delta x^{1+\gamma}}{(\delta x|m-j|+h)^{d+1+\gamma}} \sum_{i}|i-m|^{\gamma}\left|F_{m-i}^{k}\left(a_{i}^{n}, u_{i}^{n}\right)\right|,
\end{aligned}
$$

giving by (2.8)

$$
\begin{aligned}
& \quad \sum_{m, i} \sum_{s . t .|j-i|+|j-m| \leq C \delta x^{-1}}\left|K_{i-j}^{h}-K_{m-j}^{h}-K_{i-[1]_{k}-j}^{h}+K_{m-[1]_{k}-j}^{h}\right|\left|F_{m-i}^{k}\left(a_{i}^{n}, u_{i}^{n}\right)\right| \\
& \leq \sum_{i,|i-j| \leq C \delta x^{-1}} \frac{C \delta x^{1+\gamma}}{(\delta x|i-j|+h)^{d+1+\gamma}}\left\|f^{\prime}\right\|_{L^{\infty}}\left|a_{i}^{n}\right|\left|u_{i}^{n}\right| \\
& \quad+\sum_{m,|j-m| \leq C \delta x^{-1}} \frac{C \delta x^{1+\gamma}}{(\delta x|m-j|+h)^{d+1+\gamma}}\left\|f^{\prime}\right\|_{L^{\infty}}\left\|a^{n}\right\|_{l^{p}}\left\|u^{n}\right\|_{l^{p^{*}}} .
\end{aligned}
$$

Remark that

$$
\sum_{i \neq 0} \frac{1}{(\delta x|i|+h)^{d+1+\gamma}} \leq \frac{C}{h^{1+\gamma} \delta x^{d}}
$$

This allows to conclude that

$$
\begin{aligned}
& \quad \sum_{j, m, i,|i-j|+|m-j| \leq C \delta x^{-1}}\left|K_{i-j}^{h}-K_{m-j}^{h}-K_{i-[1]_{k}-j}^{h}+K_{m-[1]_{k}-j}^{h}\right|\left|F_{m-i}^{k}\left(a_{i}^{n}, u_{i}^{n}\right)\right| \\
& \leq C \delta x^{-2 d} \frac{\delta x^{1+\gamma}}{h^{1+\gamma}}\left\|f^{\prime}\right\|_{L^{\infty}}\left\|a^{n}\right\|_{l^{p}}\left\|u^{n}\right\|_{l^{p^{*}}} .
\end{aligned}
$$

The other terms are handled in the same manner so that

$$
\begin{aligned}
& \sum_{i, j}\left|u_{i}^{n+1}-u_{j}^{n+1}\right| K_{i-j}^{h} \\
& \quad \leq \sum_{i, j} K_{i-j}^{h}\left|u_{i}^{n}-u_{j}^{n}\right|+\mathcal{D}_{h}+C \delta t \frac{\delta x^{\gamma-2 d}}{h^{1+\gamma}}\left\|f^{\prime}\right\|_{L^{\infty}}\left\|a^{n}\right\|_{l^{p}}\left\|u^{n}\right\|_{l^{p^{*}}} \\
& \quad+\frac{\delta t}{\delta x} \sum_{i, j, m} \sum_{k=1}^{d} s_{i, j}^{n}\left(K_{i-[1]_{k}-j}^{h}-K_{i-j}^{h}\right)\left(F_{m-i}^{k}\left(a_{i}^{n}, u_{i}^{n}\right)-F_{m-i}^{k}\left(a_{i}^{n}, u_{j}^{n}\right)\right) \\
& \quad+\frac{\delta t}{\delta x} \sum_{i, j, m} \sum_{k=1}^{d} s_{i, j}^{n}\left(K_{i+[1]_{k}-j}^{h}-K_{i-j}^{h}\right)\left(F_{m-j}^{k}\left(a_{j}^{n}, u_{i}^{n}\right)-F_{m-j}^{k}\left(a_{j}^{n}, u_{j}^{n}\right)\right) .
\end{aligned}
$$

The normalization of the flux, Eq. (2.4) for instance implies that

$$
\sum_{m} F_{m-i}^{k}\left(a_{i}^{n}, u_{i}^{n}\right)=a_{i, k}^{n} f\left(u_{i}^{n}\right)
$$

where we recall that $a_{i, k}^{n}$ is the $k$ coordinate of the vector $a_{i}^{n}$. This leads to

$$
\begin{aligned}
& \sum_{i, j}\left|u_{i}^{n+1}-u_{j}^{n+1}\right| K_{i-j}^{h} \\
& \quad \leq \sum_{i, j} K_{i-j}^{h}\left|u_{i}^{n}-u_{j}^{n}\right|+\mathcal{D}_{h}+C \delta t \frac{\delta x^{\gamma-2 d}}{h^{1+\gamma}}\left\|f^{\prime}\right\|_{L^{\infty}}\left\|a^{n}\right\|_{l^{p}}\left\|u^{n}\right\|_{l^{*}} \\
& \quad+\frac{\delta t}{\delta x} \sum_{i, j, m} \sum_{k=1}^{d} s_{i, j}^{n}\left(K_{i-[1]_{k}-j}^{h}-K_{i-j}^{h}\right)\left(a_{i, k}^{n}-a_{j, k}^{n}\right)\left(f\left(u_{i}^{n}\right)-f\left(u_{j}^{n}\right)\right) . \\
& \quad+\frac{\delta t}{\delta x} \sum_{i, j, m} \sum_{k=1}^{d}\left(K_{i+[1]_{k}-j}^{h}-2 K_{i-j}^{h}+K_{i-[1]_{k}-j}^{h}\right) s_{i, j}^{n} a_{j, k}^{n}\left(f\left(u_{i}^{n}\right)-f\left(u_{j}^{n}\right)\right) .
\end{aligned}
$$

Observe that provided $h \geq \delta x$

$$
\left|K_{i+[1]_{k}-j}^{h}-2 K_{i-j}^{h}+K_{i-[1]_{k}-j}^{h}\right| \leq \frac{C \delta x^{2}}{(\delta x|i-j|+h)^{d+2}} .
$$

Therefore with calculations similar to the previous one, it is possible to show
that

$$
\begin{aligned}
& \sum_{i, j, m} \sum_{k=1}^{d}\left(K_{i+[1]_{k}-j}^{h}-2 K_{i-j}^{h}+K_{i-[1]_{k}-j}^{h}\right) s_{i, j}^{n} a_{j, k}^{n}\left(f\left(u_{i}^{n}\right)-f\left(u_{j}^{n}\right)\right) \\
& \quad \leq C\left\|f^{\prime}\right\|_{L^{\infty}}\left\|a^{n}\right\|_{l^{p}}\left\|u^{n}\right\|_{l^{p^{*}}} \frac{\delta x^{2}}{h^{2}}
\end{aligned}
$$

Therefore since $\gamma \leq 1$, we finally obtain that

$$
\begin{align*}
& \sum_{i, j}\left|u_{i}^{n+1}-u_{j}^{n+1}\right| K_{i-j}^{h} \\
& \quad \leq \sum_{i, j} K_{i-j}^{h}\left|u_{i}^{n}-u_{j}^{n}\right|+\mathcal{D}_{h}+C \delta t \frac{\delta x^{\gamma-2 d}}{h^{1+\gamma}}\left\|f^{\prime}\right\|_{L^{\infty}}\left\|a^{n}\right\|_{l^{p}}\left\|u^{n}\right\|_{l^{p^{*}}}  \tag{5.3}\\
& \quad+\frac{\delta t}{\delta x} \sum_{i, j, m} \sum_{k=1}^{d} s_{i, j}^{n}\left(K_{i-[1]_{k}-j}^{h}-K_{i-j}^{h}\right)\left(a_{i, k}^{n}-a_{j, k}^{n}\right)\left(f\left(u_{i}^{n}\right)-f\left(u_{j}^{n}\right)\right) .
\end{align*}
$$

We may now bound the last term by using the continuous result of Lemma 10. For this construct continuous fields from the discrete ones.

Consider a set of cubes $C_{i}$ of size $\delta x$ s.t. $C_{i}$ is centered at point $x_{i}$.
We first define the field $\tilde{u}^{n}(x)$ which is piecewise constant with $\tilde{u}^{n}(x)=u_{i}^{n}$ within $C_{i}$. We then construct a velocity field $\tilde{a}^{n}(x)$ piecewise linear in each cube $C_{i}$ and such that for any $i, j$
$\frac{1}{\delta x^{2 d}} \int_{C_{i} \times C_{j}} \nabla K_{h}(x-y) \cdot\left(\tilde{a}^{n}(x)-\tilde{a}^{n}(y)\right)=\sum_{k=1}^{d} \frac{K_{i-[1]_{k}-j}^{h}-K_{i-j}^{h}}{\delta x}\left(a_{i, k}^{n}-a_{j, k}^{n}\right)$.
As a consequence, the corresponding norms of $a^{n}$ and $u^{n}$ are dominated by the discrete norms

$$
\begin{equation*}
\left\|\tilde{u}^{n}\right\|_{L^{q}\left(\mathbb{R}^{d}\right)} \leq\left\|u^{n}\right\|_{l^{q}}, \quad\left\|\tilde{a}^{n}\right\|_{W^{1, p}\left(\mathbb{R}^{d}\right)} \leq\left\|a^{n}\right\|_{d, W^{1, p}}, \quad\left\|\div \tilde{a}^{n}\right\|_{L^{\infty}} \leq \sup _{i}\left|D_{i}^{n}\right| \tag{5.4}
\end{equation*}
$$

Furthermore we recall that by Eq. (4.2)

$$
F(\xi, \zeta)=(f(\xi)-f(\zeta)) \operatorname{sign}(\xi-\zeta)
$$

so that one has the identity

$$
\begin{aligned}
\delta x^{-1} & \sum_{i, j, m} \sum_{k=1}^{d} s_{i, j}^{n}\left(K_{i-[1]_{k}-j}^{h}-K_{i-j}^{h}\right)\left(a_{i, k}^{n}-a_{j, k}^{n}\right)\left(f\left(u_{i}^{n}\right)-f\left(u_{j}^{n}\right)\right) \\
& =\delta x^{-2 d} \int_{\mathbb{R}^{2 d}} \nabla K_{h}(x-y) \cdot\left(\tilde{a}^{n}(x)-\tilde{a}^{n}(y)\right) F\left(u^{n}(x), u^{n}(y)\right) .
\end{aligned}
$$

We may apply Lemma 10 to find that provided $\theta \geq 1-1 / p$

$$
\begin{aligned}
& \delta x^{-1} \sum_{i, j, m} \sum_{k=1}^{d} s_{i, j}^{n}\left(K_{i-[1]_{k}-j}^{h}-K_{i-j}^{h}\right)\left(a_{i, k}^{n}-a_{j, k}^{n}\right)\left(f\left(u_{i}^{n}\right)-f\left(u_{j}^{n}\right)\right) \\
& \quad \leq C \delta x^{-2 d}|\log h|^{\theta}\left\|f^{\prime}\right\|_{L^{\infty}}\left(\|\operatorname{div} \tilde{a}\|_{L^{\infty}}\|u\|_{1, \theta}+\left\|\nabla \tilde{a}^{n}\right\|_{B_{p, p}^{0}}\left\|\tilde{u}^{n}\right\|_{L^{p^{*}, 1}}\right) .
\end{aligned}
$$

Using classical embeddings and the bounds from Eq. (5.4), we estimate that for any $\theta \geq 1-1 / p$ and any $q>p^{*}$

$$
\begin{aligned}
& \delta x^{-1} \sum_{i, j, m} \sum_{k=1}^{d} s_{i, j}^{n}\left(K_{i-[1]_{k}-j}^{h}-K_{i-j}^{h}\right)\left(a_{i, k}^{n}-a_{j, k}^{n}\right)\left(f\left(u_{i}^{n}\right)-f\left(u_{j}^{n}\right)\right) \\
& \quad \leq C \delta x^{-2 d}|\log h|^{\theta}\left\|f^{\prime}\right\|_{L^{\infty}}\left(\sup _{i}\left|D_{i}^{n}\right|\left\|u^{n}\right\|_{d, 1, \theta}+\left\|a^{n}\right\|_{d, W^{1, p}}\left\|u^{n}\right\|_{l^{q}}\right)
\end{aligned}
$$

If we combine this bound together with the bound (5.2) on $\mathcal{D}_{h}$ into (5.3)

$$
\begin{align*}
& \left\|u^{n+1}\right\|_{\alpha, 1, \theta}=\sup _{h \geq \delta x^{\alpha}}|\log h|^{-\theta} \delta x^{2 d} \sum_{i, j} K_{i-j}^{h}\left|u_{i}^{n+1}-u_{j}^{n+1}\right| \\
& \quad \leq  \tag{5.5}\\
& \quad\left\|u^{n}\right\|_{\alpha, 1, \theta}+C \delta t \frac{\delta x^{\gamma}}{h^{1+\gamma}}\left\|f^{\prime}\right\|_{L^{\infty}}\left\|a^{n}\right\|_{l^{p}}\left\|u^{n}\right\|_{l^{p^{*}}} \\
& \quad+\delta t\left\|f^{\prime}\right\|_{L^{\infty}}\left(\left\|u^{n}\right\|_{l^{*}}\left\|D^{n}\right\|_{\alpha, p, p\left(\theta-1 / p^{*}\right)}+\left\|D^{n}\right\|_{l^{\infty}}\left\|u^{n}\right\|_{d, 1, \theta}\right) \\
& \quad+\delta t\left\|f^{\prime}\right\|_{L^{\infty}}\left(\left\|D^{n}\right\|_{l^{\infty}}\left\|u^{n}\right\|_{\alpha, 1, \theta}+\left\|a^{n}\right\|_{d, W^{1, p}}\left\|u^{n}\right\|_{l^{q}}\right) .
\end{align*}
$$

A discrete Gronwall estimate allows to conclude the proof.

## Appendix A: Proof of Lemma 9.

The estimates presented here are classical and we refer for instance to [1], [8] or [41].

Choose any family $\Psi_{k} \in \mathcal{S}\left(\mathbb{R}^{d}\right)$ s.t.

- For $k \geq 1$, its Fourier transform $\hat{\Psi}_{k}$ is positive and compactly supported in the annulus $\left\{2^{k-1} \leq|\xi| \leq 2^{k+1}\right\}$.
- It leads to a decomposition of the identity in the sense that there exists $\Psi_{0}$ with $\hat{\Psi}_{0}$ compactly supported in $\{|\xi| \leq 2\}$ s.t. for any $\xi$

$$
1=\sum_{k \geq 0} \hat{\Psi}_{k}(\xi) .
$$

- The family is localized in $\mathbb{R}^{d}$ in the sense that for all $s>0$

$$
\sup _{k}\left\|\Psi_{k}\right\|_{L^{1}}<\infty, \quad \sup _{k} 2^{k s} \int_{\mathbb{R}^{d}}|z|^{s}\left|\Psi_{k}(z)\right| d z<\infty .
$$

Such a family can be used to define the usual Besov norms with

$$
\begin{equation*}
\|u\|_{B_{p, q}^{s}}=\left\|2^{s k}\right\| \Psi_{k} \star u\left\|_{L_{x}^{p}}\right\|_{l_{k}^{q}}=\left(\sum_{k=0}^{\infty} 2^{s k q}\left\|\Psi_{k} \star u\right\|_{L_{x}^{p}}^{q}\right)^{1 / q}<\infty . \tag{5.6}
\end{equation*}
$$

For this reason it is useful to denote

$$
U_{k}=\Psi_{k} * u
$$

Since $U_{k}$ is localized in frequency, one may easily relate all its Sobolev norms: For any $1<p<\infty$, any $k \geq 1$ and any $\alpha$

$$
\begin{equation*}
\left\|U_{k}\right\|_{W^{\alpha, p}} \leq C_{p} 2^{k \alpha}\left\|U_{k}\right\|_{L^{p}} \tag{5.7}
\end{equation*}
$$

We first give the bound that we use for $k \leq\left|\log _{2} r\right|$. Since the kernel $L$ has 0 average

$$
L_{r} \star U_{k}=\int_{\mathbb{R}^{d}} L_{r}(x-y)\left(U_{k}(y)-U_{k}(x)\right) d y
$$

Therefore

$$
\begin{array}{r}
\left\|L_{r} \star U_{k}\right\|_{L^{p}} \leq \int_{\mathbb{R}^{d}} L_{r}(z)\left\|U_{k}(.)-U_{k}(.+z)\right\|_{L^{p}} d z \\
\leq \int_{\mathbb{R}^{d}} L_{r}(z)|z|^{s}\left\|U_{k}\right\|_{W^{s, p}} d z
\end{array}
$$

Since $L$ has bounded moments then $\int|z|^{s} L_{r}(z) d z=r^{s} \int|z|^{s} L(z) d z$, yielding

$$
\begin{equation*}
\left\|L_{r} \star U_{k}\right\|_{L^{p}} \leq C r^{s} 2^{k s}\left\|U_{k}\right\|_{L^{p}} \tag{5.8}
\end{equation*}
$$

by inequality (5.7) for $\alpha=s$, and for a fixed constant $C$ depending only on $\int|z|^{s} L(z) d z$.

For the case $k \geq\left|\log _{2} r\right|$, we use that $L \in W^{s, 1}$ and deduce that

$$
\begin{equation*}
\left\|L_{r} \star U_{k}\right\|_{L^{p}} \leq\left\|L_{r}\right\|_{W^{s, 1}}\left\|U_{k}\right\|_{W^{-s, p}} \leq C r^{-s} 2^{-k s}\left\|U_{k}\right\|_{L^{p}} \tag{5.9}
\end{equation*}
$$

by using again (5.7) but for $\alpha=-s$, where $C$ only depends on the $W^{s, 1}$ norm of $L$.

Using now this decomposition and the two bounds, (5.8)-(5.9)

$$
\begin{aligned}
\int_{h_{0}}^{1}\left\|L_{r} \star u\right\|_{L^{p}} & \frac{d r}{r}
\end{aligned}=\sum_{k=0}^{\infty} \int_{h_{0}}^{1}\left\|L_{r} \star U_{k}\right\|_{L^{p}} \frac{d r}{r} .
$$

This implies that

$$
\int_{h_{0}}^{1}\left\|L_{r} * u\right\|_{L^{p}} \frac{d r}{r} \leq C \sum_{k \leq\left|\log _{2} h_{0}\right|}^{\infty}\left\|U_{k}\right\|_{L^{p}}+C \sum_{k>\left|\log _{2} h_{0}\right|}^{\infty} \frac{2^{-k s}}{h_{0}^{s}}\left\|U_{k}\right\|_{L^{p}}
$$

Now simply bound

$$
\begin{aligned}
\sum_{k \leq\left|\log _{2} h_{0}\right|}^{\infty}\left\|U_{k}\right\|_{L^{p}}+\sum_{k>\left|\log _{2} h_{0}\right|}^{\infty} \frac{2^{-k s}}{h_{0}^{s}}\left\|U_{k}\right\|_{L^{p}} & \leq C \sum_{0}^{\infty}\left\|U_{k}\right\|_{L^{p}} \\
& =C\|u\|_{B_{p, 1}^{0}},
\end{aligned}
$$

which gives (3.2) in the case $q=1$.
Next remark that

$$
\begin{aligned}
\sum_{k>\left|\log _{2} h_{0}\right|}^{\infty} \frac{2^{-k s}}{h_{0}^{s}}\left\|U_{k}\right\|_{L^{p}} \leq \sup \left\|U_{k}\right\|_{L^{p}} \sum_{k>\left|\log _{2} h_{0}\right|}^{\infty} \frac{2^{-k s}}{h_{0}^{s}} & \leq \sup \left\|U_{k}\right\|_{L^{p}} \\
& \leq C\|u\|_{B_{p, \infty}^{0}}
\end{aligned}
$$

On the other hand,

$$
\sum_{k \leq\left|\log _{2} h_{0}\right|}^{\infty}\left\|U_{k}\right\|_{L^{p}} \leq\left|\log _{2} h_{0}\right|^{1-1 / q}\left(\sum_{k}\left\|U_{k}\right\|_{L^{p}}^{q}\right)^{1 / q} \leq\left|\log _{2} h_{0}\right|^{1-1 / q}\|u\|_{B_{p, q}^{0}}
$$

implying (3.2) for general $q$.
We now recall the well-known embedding of $L^{p}$ into $B_{p, 2}^{0}$ when $p \leq 2$, giving

$$
\sum_{k \leq\left|\log _{2} h_{0}\right|}^{\infty}\left\|U_{k}\right\|_{L^{p}} \leq C \sqrt{\left|\log _{2} h_{0}\right|}\|u\|_{L^{p}}
$$

Therefore (5.10) yields

$$
\int_{h_{0}}^{1}\left\|L_{r} * u\right\|_{L^{p}} \frac{d r}{r} \leq C \sqrt{\left|\log _{2} h_{0}\right|}\|u\|_{L^{p}}+C\|u\|_{B_{p, \infty}^{0}}
$$

which proves (3.3).

## References

[1] H. Abels. Pseudo-differential and singular integral operators. An introduction with applications. De Gruyter, Graduate Lectures, (2002).
[2] G. Alberti, S. Bianchini, G. Crippa. A uniqueness result for the continuity equation in two dimensions, 2011. Journal of the European Mathematical Society (JEMS) 16 (2014), no. 2, 201-234.
[3] G. Alberti, G. Crippa, A. Mazzucato, Exponential self-similar mixing and loss of regularity for continuity equations. C. R. Math. Acad. Sci. Paris 352 (2014), no. 11, 901906.
[4] L. Ambrosio. Transport equation and Cauchy problem for $B V$ vector fields. Invent. Math. 158, 227-260 (2004).
[5] L. Ambrosio, G. Crippa, Continuity equations and ODE flows with non-smooth velocity. Proc. Roy. Soc. Edinburgh Sect. A 144 (2014), no. 6, 1191-1244.
[6] L. Ambrosio, C. De Lellis, J. Malý. On the chain rule for the divergence of vector fields: applications, partial results, open problems, Perspectives in nonlinear partial differential equations, 31-67, Contemp. Math., 446, Amer. Math. Soc., Providence, RI, 2007.
[7] E. Audusse, B. Perthame, Uniqueness for a scalar conservation law with discontinuous flux via adapted entropies. Proc. Royal Soc. of Edinburgh 135A (2005), 1-13.
[8] H. Bahouri, J.-Y. Chemin, R. Danchin. Fourier analysis and nonlinear partial differential equations. Springer-Verlag, vol. 343, (2011).
[9] F. Ben Belgacem, P.-E. Jabin. Compactness for nonlinear continuity equations. J. Funct. Anal, 264 (2013), no. 1, 139-168.
[10] A. Bohun, F. Bouchut, G. Crippa, Lagrangian flows for vector fields with anisotropic regularity. Ann. Inst. H. Poincaré Anal. Non Linéaire 33 (2016), no. 6, 1409-1429.
[11] F. Bouchut. Renormalized solutions to the Vlasov equation with coefficients of bounded variation. Arch. Ration. Mech. Anal. 157 (2001), 75-90.
[12] F. Bouchut, G. Crippa. Lagrangian flows for vector fields with gradient given by a singular integral. J. Hyperbolic Differ. Equ. 10 (2013), no. 2, 235-282.
[13] J. Bourgain, H. Brézis, P. Mironescu. Another look at Sobolev spaces. Menaldi, José Luis (ed.) et al., Optimal control and partial differential equations. In honour of Professor Alain Bensoussan's 60th birthday. Proceedings of the conference, Paris, France, December 4, 2000. Amsterdam: IOS Press; Tokyo: Ohmsha. 439-455 (2001), 2001.
[14] D. Bresch, P.E. Jabin,Global Existence of Weak Solutions for Compressible Navier-Stokes Equations: Thermodynamically unstable pressure and anisotropic viscous stress tensor. Preprint.
[15] N. Champagnat, P.-E. Jabin. Well posedness in any dimension for Hamiltonian flows with non $B V$ force terms. Comm. Partial Diff. Equations 35 (2010), no. 5, 786-816.
[16] F. Colombini, G. Crippa, J. Rauch. A note on two-dimensional transport with bounded divergence. Comm. Partial Differential Equations 31 (2006), 1109-1115.
[17] F. Colombini, J. Rauch. Uniqueness in the Cauchy problem for transport in $\mathbb{R}^{2}$ and $\mathbb{R}^{1+2}$. J. Differential Equations 211 (2005), no. 1, 162167.
[18] M. Colombo, G. Crippa, S. Spirito, Logarithmic estimates for continuity equations. Netw. Heterog. Media 11 (2016), no. 2, 301-311.
[19] G. Crippa, C. De Lellis. Estimates and regularity results for the DiPerna-Lions flow. J. Reine Angew. Math. 616 (2008), 15-46.
[20] A.L. Dalibard, B. Perthame, Existence of solutions of the hyperbolic Keller-Segel model. Trans. AMS 361 (2009), no. 5, 2319-2335.
[21] C. De Lellis. Notes on hyperbolic systems of conservation laws and transport equations. Handbook of differential equations, Evolutionary equations, Vol. 3 (2007).
[22] N. Depauw. Non unicité des solutions bornées pour un champ de vecteurs $B V$ en dehors d'un hyperplan. C.R. Math. Sci. Acad. Paris 337 (2003), 249-252.
[23] M. DiFrancesco, P.A. Markowich, J.-F. Pietschmann, M. \{T. Wolfram, On the Hughes Model for Pedestrian Flow: The one-dimensional Case. J. Differential Equations 250 (2011), 1334-1362.
[24] R.J. DiPerna, P.-L. Lions. Ordinary differential equations, transport theory and Sobolev spaces. Invent. Math. 98 (1989), 511-547.
[25] R. Eymard, T. Gallouët, R. Herbin, J.-C. Latché. Convergence of the MAC scheme for the compressible Stokes equations. SIAM J. Numer. Anal. 48 (6), 2218-2246 (2010).
[26] R. Eymard, T. Gallouët, R. Herbin, J.-C. Latché. A convergent finite element-finite volume scheme for the compressible Stokes problem. II. The isentropic case. Math. Comp. 79 (2010), no. 270, 649-675.
[27] T. Gallouët, L. Gestaldo, R. Herbin, J.-C. Latché. An unconditionally stable pressure correction scheme for the compressible barotropic Navier-Stokes equations. M2AN. Math. Model. Numer. Anal. 42 (2), 303-331 (2008).
[28] T. Gallouët, R. Herbin, J.-C. Latché. A convergent finite elementfinite volume scheme for the compressible Stokes problem. Part I: The isothermal case. Math. Comp. 78 (2009), no. 267, 333-352.
[29] T. Gallouët, R. Herbin, J.-C. Latché. Kinetic energy control in explicit finite volume discretizations of the incompressible and compressible Navier-Stokes equations. Int. J. Finite Vol. 7 (2010), no. 2.
[30] M. Hauray, On two-dimensional Hamiltonian transport equations with $\mathbb{L}_{l o c}^{p}$ coefficients. Ann. IHP. Anal. Non Lin. (4) 20 (2003), 625-644.
[31] M. Hauray, C. Le Bris, P.L. Lions, Deux remarques sur les flots généralisés d'équations différentielles ordinaires. (French) [Two remarks on generalized flows for ordinary differential equations] C. R. Math. Acad. Sci. Paris 344 (2007), no. 12, 759-764.
[32] P.E. Jabin, Critical non Sobolev regularity for continuity equations with rough force fields. J. Differential Equations 260 (2016), 47394757.
[33] P.E. Jabin, N. Masmoudi. DiPerna-Lions flow for relativistic particles in an electromagnetic field. Arch. Ration. Mech. Anal. 215 (2015), no. 3, 1029-1067.
[34] K.H. Karlsen, J.D. Towers, Convergence of the Lax-Friedrichs scheme and stability for conservation laws with a discontinuous space-time dependence flux. Chin. Ann. Math. 25B:3 (2004), 287-318.
[35] S.N. Kruzkov, First order quasilinear equations in several independent variables. Math. USSR Sb. 10 (1970) 217-243.
[36] C. Le Bris, P.--L. Lions, Renormalized solutions of some transport equations with partially $W^{1,1}$ velocities and applications. Ann. Mat. Pura Appl. 183 (2004), 97-130.
[37] R.J. LeVeque, Numerical Methods for Conservation Laws, Birkauser, 1992 (second edition).
[38] B. Maury. Prise en compte de la congestion dans les modèles de mouvements de foules. Actes des Colloques Caen 2012-Rouen (2011).
[39] B. Maury, A. Roudneff-Chupin, F. Santambrogio. A macroscopic crowd motion model of gradient flow type, Math. Mod. Meth. Appl. Sci. 20 (10) (2010), 1787-1821.
[40] E. Yu. Panov, Existence and strong pre-compactness properties for entropy solutions of a first-order quasilinear equation with discontinuous flux. Arch. Ration. Mech. Anal. 195 (2010), no. 2, 643-673.
[41] E.M. Stein. Harmonic Analysis. Princeton unit. Press, 1995 (second edition).
[42] E. Tadmor,Advanced Numerical Approximation of Nonlinear Hyperbolic Equations, Lecture notes in Mathematics 1697, 1997 C.I.M.E. course in Cetraro, Italy, June 1997 (A. Quarteroni ed.), Springer Verlag 1998, 1-149.


[^0]:    *Laboratory of partial differential equations (LR03ES04), Faculty of Sciences of Tunis, University of Tunis, El Manar, TUNISIA. Email: belgacem.fethi@gmail.com, or fethi.benbelgacem@fst.rnu.tn
    ${ }^{\dagger}$ CSCAMM and Dept. of Mathematics, University of Maryland, College Park, MD 20742, USA. Email: pjabin@umd.edu. P.-E. Jabin is partially supported by NSF Grant DMS 1312142 and 1614537 and by NSF Grant RNMS (Ki-Net) 1107444.

