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Summary. Traditionally, high order Godunov-type central schemes employ
local polynomial reconstructions. These reconstructions avoid transfer of in-
formation across discontinuities through nonlinear limiters which act as lo-
cal edge detectors. Here we introduce an adaptive method which employ
global edge detection to ensure that information is extracted in the direc-
tion of smoothness while maintaining computational stability. Additionally,
the global edge detection substantially reduces the computational cost. The
reconstruction incorporates the largest symmetric stencil possible without
crossing discontinuities. Consequently, the spatial order of accuracy is pro-
portional to the number of cells to the nearest discontinuity, reaching expo-
nential order at the interior of regions of smoothness.

1 Godunov Type Schemes

We seek an approximate solution of the hyperbolic conservation law

ut + f(u)x = 0 x ∈ [0, 2π], t ≥ 0. (1)

Of particular interest are solutions with contact discontinuities, shocks, and
rarefaction waves. To better handle these interesting phenomena (1) is trans-
ferred to the exact integral formulation by integrating over a control volume
in space time, [x−∆x/2, x+∆x/2]× [t, t+∆t]

ū(x, t+∆t) = ū(x, t) − 1
∆x

∫ τ+∆t

τ

f(u(x +∆x/2, τ ))dτ

+
1
∆x

∫ τ+∆t

τ

f(u(x −∆x/2, τ ))dτ (2)

were ū(x, t) is the spatial average of u(x, t) over [x−∆x/2, x+∆x/2]

ū(x, t) :=
1
∆x

∫ x+∆x/2

x−∆x/2

u(y, t)dy. (3)
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Godunov type schemes are constructed under the integral framework, (2),
which yields a relationship between the evolution of cell averages and the
flux evaluations along the spatial cell boundaries.

Unlike finite difference methods which work strictly with point values
Godunov methods begin with a collection of cell averages,

{ū(xj, n)}j xj := (j − 1/2)∆x, j = 1, 2, . . .2π/∆x, (4)

and form a global reconstruction, w(x, tn), to approximate u(x, n),

w(x, tn) :=
∑

j

Rj(x, tn)χ[xj−∆x/2,xj+∆x/2]. (5)

This global reconstruction is then evolved in time by relationship (2).
Two frameworks that have been used for this evolution step are the up-

wind and central schemes. The upwind schemes maintain the original cells
for each time evolution, as a result the flux integrals in (2) are evaluated at
a point of discontinuity in the global reconstruction. Consequently (approx-
imate)Riemann solvers are needed to determine the flux integral. Although
this is not a severe limitation in one dimension it complicates multidimen-
sional calculations.

Central schemes use a staggered cell average. Given the cell averages {ūn
j }j

the global reconstruction is formed, (8), and from it the staggered cell aver-
ages are computed

w̄n
j+1/2 :=

∫ xj+∆x/2

xj

Pj(x, tn)dx+
∫ xj+1

xj+∆x/2

Pj+1(x, tn)dx. (6)

The evolution of these staggered cell averages

w̄n+1
j+1/2

= w̄n
j+1/2 −

1
∆x

∫ τ+∆t

τ

f(wn
j+1(x(τ )))dτ

+
1
∆x

∫ τ+∆t

τ

f(wn
j (x(τ )))dτ (7)

involves flux integrals computed at the smooth midpoints of the reconstruc-
tion, w(x, tn). This allows for the flux integrals to be calculated from quadra-
ture formulas and consequently yields a method free of Riemann solvers.
We now focus our attention on central schemes which emphasize the global
reconstruction.

Extensive work has been done in determining the desired properties of
such reconstructions, see [Le79, HEOC85, NT90, Sh97, LT98] and the refer-
ences therein. In the original work by Godunov [Go59] a piecewise constant
reconstruction was used, w(x, t) :=

∑
j ū(xj, t)χ[xj−∆x/2,xj+∆x/2], yielding

a first order upwind method. Since Godunov’s original paper both upwind
and central schemes have been extended to second order [Le79, NT90] and
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higher. As the evolution equation is exact the overall accuracy of a scheme
is dictated by the accuracy of the global reconstruction. Traditionally local
polynomial reconstructions have been used,

w(x, tn) :=
∑

j

Pj(x, tn)χj(x), χj := χ[xj−∆x/2,xj+∆x/2], (8)

where Pj(x, tn) is a fixed order polynomial. We now focus on the reconstruc-
tion of piecewise smooth solutions common in hyperbolic problems.

It is well known that approximations of piecewise smooth functions suffer
from oscillation and poor accuracy when the approximation crosses a discon-
tinuity. For Godunov schemes the introduction of these oscillations causes
the method to be inaccurate and often times unstable. In order to avoid the
introduction of oscillations methods were introduced with properties such
as Total Variation Diminishing(TVD) and Number of Extrema Diminish-
ing(NED). To satisfy these properties with more than first order accuracy
the global reconstruction necessarily became nonlinear. A prototype example
is provided by the minmod limiter for piecewise linear reconstruction

Pmm
j (x, tn) = ūn

j + (x− xj)w′(xj, t
n)

w′(xj, t
n) :=





0 (ūn
j+1 − ūn

j )(ūn
j − ūn

j−1) ≤ 0
(ūn

j+1 − ūn
j )/∆x |ūn

j+1 − ūn
j | ≤ |ūn

j − ūn
j−1|

(ūn
j − ūn

j−1)/∆x |ūn
j − ūn

j−1| ≤ |ūn
j+1 − ūn

j |
(9)

This reconstruction is limited in the sense that which cell averages are used
is determined by the local smoothness. To avoid oscillations the cell averages
used are taken in the direction of smoothness.

Godunov’s method [Go59] was extended by van Leer[Le79] who replaced
the piecewise constant reconstruction by (9) yielding a second order upwind
method. As with the piecewise constant reconstruction the minmod recon-
struction satisfies the three properties

1. Conservation — the reconstruction retains the same average

1
∆x

∫ xj+∆x/2

xj−∆x/2

Pmm
j (x, tn) ≡ ūn

j (10)

2. Non-Oscillatory — furnished for example, by the TVD property
‖

∑
Pj(·, tn)χj(x)‖BV ≤ ‖

∑
ūjχj(·)‖BV .

3. Accuracy — a finite polynomial accuracy

|Pj(x, tn) − u(x, tn)| ≤ O(hr), r fixed x ∈
[
xj −

∆x

2
, xj +

∆x

2

]
. (11)

The second order accuracy of (9) can be increased by using higher order
polynomial reconstructions where care is taken not to introduce oscillations.
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Direct extensions can be found in [Sh97, LT98]... As with (9), limiters are
applied so that the stencil changes in the direction of smoothness and spurious
oscillations are avoided (or at least, significantly reduced).

The nonlinear limiters used in these polynomial reconstructions can be
seen as local edge detectors, as they encourage the reconstruction to use in-
formation which does not cross a discontinuity. In the context of the Weakly
Non-Oscillatory (WENO) reconstructions, [LPR99], the limiters are referred
to as “smoothness indicators”. As each cell recomputes the smoothness in-
dicators, the action of these local edge detectors is redundant, consult e.g.,
[LPR99, Pu02]. Indeed, though solutions of (1) are sought within the class
of BV functions. In actual simulations, however, these solutions are realized
as piecewise smooth solutions, where finitely many jumps separate between
regions of smoothness, [Ta02]. It is therefore makes sense to adopt a global
point of view: to use a global sweep to detect all edges and to reconstruct
highly accurate polynomials in between those edges.

In the next section we use the adaptive mollifier of [TT02] yielding a
symmetric reconstruction of order proportional to the number of cells to
the nearest discontinuity. Unlike the traditional local finite-order polynomial
reconstructions, the present stencils are not restricted to a fixed size; instead,
the usage of the whole region of smoothness enables us to achieve higher –
in fact exponential accuracy.

2 An adaptive order central scheme

Below we construct a central scheme with explicit global edge detection and
an adaptive order symmetric reconstruction. The global edge detector is more
efficient than the polynomial limiters as it locates all discontinuities at once.
Once these locations are known we form a global reconstruction with ac-
curacy proportional to the number of cells to the nearest discontinuity. We
then investigate this schemes treatment of contact discontinuities, shocks and
rarefaction waves in scalar advection equations.

2.1 Global Edge Detection

Accurate reconstructions of piecewise smooth data require the discontinuity
locations. In [GeTa99, GeTa00b] Gelb and Tadmor analyzed and constructed
a family of global edge detectors which use a function’s (pseudo)spectral infor-
mation. For our Godunov type scheme we used the exponential concentration
kernel introduced in [GeTa00b]

Kσ
N (t) := −

N∑

k=1

σ(
k

N
) sinkt σ(η) := Const.ηe1/η(η−1). (12)
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Under proper normalization convolving the concentration kernel with the
spectral projection, Kσ

N ? SNf(x), converges to the jump function [f ](x) :=
f(x+) − f(x−). Automated use of edge detection for the reconstruction
method requires a simple indication whether a particular cell contain a
discontinuity. This can be achieved by a new procedure for separation
of scales advocated in [GeTa02]. Here, one implement a minmod limiter,
minmod(Kσ

N ? SNf(xj), f(xj+1)− f(xj−1) followed by a simple thresholding
of order ∆xmax |f(x)|.

2.2 Adaptive Order Reconstruction

Spectral projections of smooth functions posses exponential convergence;
however the presence of a single jump discontinuity reduces the convergence
to at most first order. In [GoTa85] Gottlieb and Tadmor developed a two pa-
rameter, (p, θ) mollifier, composed of a smooth localization function ρc and
the Dirichlet kernel of order p

ψp,θ(x) :=
1
θ
ρc(

x

θ
)Dp(

x

θ
), ρc := e

(
cx2

x2−π2

)
, c > 0. (13)

This mollifier recovers the exponential convergence for (pseudo)spectral pro-
jections of piecewise smooth data. In [TT02] by further analyzing (13) we
determined the optimal parameters to be adaptive, depending on the dis-
tance to the nearest discontinuity, namely

θ = θ(x) :=
d(x)
π

, d(x) = dist(x, sing suppf)

p = p(x) ∼ κ · θ(x)N, 0 < κ = β logβ < 1. (14)

Of particular interest for our Godunov type scheme is the manipulation of
the equidistant sampling of piecewise smooth. The corresponding result from
[TT02] is the error bound for the adaptive mollifier where the two parameters
are given by (14) with κ = 1,

∣∣∣ π
N

2N−1∑

ν=0

ψp,θ(x− yν)f(yν ) − f(x)
∣∣∣ ≤ Constc · (d(x)N )2

(
β

e

)2
√

βηcθ(x)N

.

(15)
When normalized to have unit mass the adaptive mollifier possesses first or-
der accuracy in the O(1/N ) neighborhood of discontinuities and exponential
accuracy away. It should also be noted that this mollifier can be used to
compute derivatives from equidistant stencils. The derivative of the mollifier
applied to the data converges to the derivative of the data with exponential
accuracy similar to (15).

Using the adaptive mollifier as a tool for the reconstruction step in our
Godunov type scheme results in an adaptive order proportional to the number
of cells to the nearest discontinuity.
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2.3 The numerical scheme

Godunov schemes that are second order and higher involve local edge detec-
tion through the use of nonlinear limiters and smoothness indicators. This
implicit edge detection is used to form polynomial reconstructions of finite
order. In section 2.1 we discussed the global edge detection which utilize the
distance function, d(x) dictated in the adaptive mollifier (13). Using these
tools we form a semi-global central scheme with accuracy proportional to the
number of cells to the nearest discontinuity.

The adaptive order reconstruction begins by forming the primitive of
w(x, tn) from the given cell averages, (4),

W (xj , t
n) :=

j∑

k=0

w̄n
j ≡

∫ xj+∆x/2

0

w(x, tn)dx (16)

This converts the cell averages into pointvalues of the primitive. The global
reconstruction is then formed by adaptive differentiation of the primitive

w(x, tn) := − π

N

2N−1∑

j=0

W (yj , t
n)

d

dx
ψNd(x)−1(x− yj) d(x) ≥ m∆x. (17)

To limit oscillations in the immediate vicinity of the discontinuities, d(x) <
m∆x, a fixed number, say m neighboring cells are treated with a local, user
defined polynomial reconstructions such as those in [NT90, LT98].

The staggered cell averages are computed by “integrating” the reconstruc-
tion (17) which corresponds to a divided difference of the primitive midpoints

W (xj−∆x/2, tn) ∼
2N−1∑

j=0

W (yj , t
n)ψNd(x)

(
xj −

∆x

2
− yj

)
d(x) ≥ m∆x.

(18)
For the fixed number of cells near discontinuities, d(x) < m∆x, the primitive
midpoints can be calculated by adding the exact integration of the polynomial
reconstruction to the nearest primitive value to the left. The staggered cell
averages are then computed by

w̄n
j+1/2 :=

1
∆x

(W (xj +∆x/2, tn) − (W (xj −∆x/2, tn)). (19)

We note that w(·, tn) is not an exact interpolant of W (·, tn). Consequently,
the conservation property, (10), is satisfied modulo the exponentially small
and hence negligible error (15).

3 Numerical Experiments

To examine the accuracy of our adaptive order method we compute approx-
imate solutions to two prototypical problems, linear advection and Burgers’
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equation. In these problems we focus our attention on the local accuracy
and the evolution of the largest errors. This is of paramount importance to
determine if the low order regions pollute the overall accuracy.

At each step Godunov type schemes project the approximate solution
into cell averages. The approximate cell averages can be decomposed into
the true average and the local error, w̄n

j = ūn
j + en

j . The evolution of the
approximate solution (7) can be viewed as evolving both the exact solution
and the local error. As the evaluation step propagates the exact solution along
its characteristics part of the local error must similarly follow. The most that
can be hoped for in our adaptive order method is that the error does not
spread from low order regions near discontinuities to the smooth regions.

In the following examples we examine how our adaptive central scheme
treats the three primary phenomena of scalar hyperbolic conservation laws;
contact discontinuities, shocks, and rarefaction waves. In all cases ∆x := π/N
and ∆t ∼ ∆x. Near discontinuities, d(x) ≤ 2∆x, the global reconstruction,
(17), reduces to the piecewise linear reconstruction (9) and consequently to
the NT scheme [NT90].

We begin our examination of discontinuities by computing an approximate
solution to the linear advection equation, ut+ux = 0, with periodic boundary
conditions. The initial condition u(x, 0) = f(x),

f(x) =
{

sin(x/2) x ∈ [0, π)
− sin(x/2) x ∈ [π, 2π)

0 1 2 3 4 5 6
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

(20)

has a discontinuity at x = π which is advocated to x = π + 2. In figure
1(b) we see that the initial error committed at x = π is advected with the
discontinuity leaving high order accuracy in the smooth region, including the
path of the discontinuity. Observe the local l1[78π,

9
8π] error in table 1. Slight

blurring about the contact discontinuity can be seen in figure 1(a). This can
be reduced by increasing the local polynomial reconstruction from second
order [NT90] to third [LT98].

To examine a moving shock we turn to the non-linear periodic Burgers’
Equation,

ut +
(
u2

2

)

x

= 0, (21)

with periodic initial conditions u(x, 0) = 1 + f(x), (20). As in the case of
the contact discontinuity, the initial discontinuity at x = π is advected to
x = π + 2 without contaminating the regions it moves through, see figure
2(b) and table 2. In fact, the self focusing helps to narrow the low order
region surrounding the discontinuity.
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The final phenomena we examine is rarefaction waves. We again examine
the periodic Burgers’ equation but with initial conditions u(x, 0) = −f(x),
(20), evolved to the final time T = 1. In this case the initial discontinuity
at x = π, opens to a linear entropy solution in [π − 1, π + 1], see figure
3(a). The characteristics used to fill this domain originate from the initially
low order region, x = π, and consequently the fan’s region also suffers from
low order accuracy, figure 3(b). As for the linear advection equation the low
order accuracy does not flow against the characteristics and hence leaves high
resolution in the rest of the domain.

Table 1. Error measurements for figure 1(b), ∆x = π/N , ∆t = ∆x/2. The flux
evaluations were evaluated with Simpson’s quadrature were the necessary midpoints
were computed using the traditional RK4.

N l1[0, 2π] Rate (2−x) Ave log10(error) l1[
7
8 π, 9

8π] Rate (2−x)

40 0.351 0.97 -3.86 8.55 × 10−6 6.86

80 0.179 0.64 -5.59 7.38 × 10−8 5.63

160 0.115 -6.78 1.49 × 10−9
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(a) (b)

Fig. 1. Approximate solution(circle) and exact solution(line) of the periodic linear
advection equation at T = 2 with N = 160 (a) and the log10(error) for N =
40, 80, 160, (b).

Table 2. Error measurements for figure 2(b), ∆x = π/N , ∆t = ∆x/4. Flux evalu-
ations as per table 1.

N l1[0, 2π] Rate (2−x) Ave log10(error) l1[
7
8
π, 9

8
π] Rate (2−x)

40 0.097 0.96 -4.39 2.09 × 10−6 6.76

80 0.050 1.25 -6.14 1.93 × 10−8 6.84

160 0.021 -7.97 1.69 × 10−10
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To summarize, accuracy at a given point is determined by the accuracy
used to compute points along its analytical domain of dependence. Very high
order is achieved in the trails of contact discontinuities and shocks. the accu-
racy deteriorates, however, with low order boundary calculations and inside
rarefaction fans and future work is required to study the latter.
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Fig. 2. Approximate solution(circle) and exact solution(line) for Burgers’ equation
at T = 2, N = 160 (a) and the log10(error) for N = 40, 80, 160, (b).

Table 3. Error measurements for figure 3(b), ∆x = π/N , ∆t = ∆x/2. Flux evalu-
ations as per table 1.

N l1[0, 2π] Rate (2−x) Ave log10(error) l1[
7
8
π, 9

8
π] Rate (2−x)

80 0.055 1.33 -4.13 9.83 × 10−3 2.02

160 0.022 1.07 -5.37 2.43 × 10−3 0.86

320 0.010 -6.55 1.34 × 10−3
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Fig. 3. Approximate solution for Burgers’ equation at T = 2 with N = 320 (a)
and log10(error) for N = 80, 160, 320, (b).
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