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Abstract. We consider the shallow water equations with non-flat bottom topography. The smooth solutions
of these equations are energy conservative, whereas weak solutions are energy stable. The equations possess
interesting steady states of lake at rest as well as moving equilibrium states. We design energy conservative
finite volume schemes which preserve (i) the lake at rest steady state in both one and two space dimensions, and
(ii) one-dimensional moving equilibrium states. Suitable energy stable numerical diffusion operators, based on
energy and equilibrium variables, are designed to preserve these two types of steady states. Several numerical
experiments illustrating the robustness of the energy preserving and energy stable well-balanced schemes are
presented.
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1. Introduction

Flows in lakes, rivers, irrigation channels and near-shore oceanic flows are of great interest in hydrology,
oceanography and climate modeling. Common to all of these flows is the fact that vertical scales of motion
are much smaller than the horizontal scales. By this and the assumption of hydrostatic balance (see [42]), the
incompressible Navier-Stokes equations of fluid dynamics can be simplified and reduce to the so-called shallow
water equations

(1.1)

ht + (hu)x + (hv)y = 0,

(hu)t +
(

hu2 +
1
2
gh2

)
x

+ (huv)y = −ghbx,

(hv)t + (huv)x +
(

hv2 +
1
2
gh2

)
y

= −ghby.

Here, h is the height of the fluid column and (u, v) is the velocity field. The constant g is the acceleration due to
gravity and the function b ≡ b(x, y) represents the bottom topography of the surface over which the fluid flows.
In general, the bottom topography can be rather complicated and possibly discontinuous. We have neglected
eddy viscosity in the above equation. When the variation of the unknowns in the y-direction are negligible, one
may find the one-dimensional version of (1.1) by setting v and all the derivatives in the y-direction to zero, thus
obtaining the system

(1.2)
ht + (hu)x = 0,

(hu)t +
(

hu2 +
1
2
gh2

)
x

= −ghbx.

The shallow water system with topography (1.1) amounts to a system of balance laws,

(1.3) Ut + f(U)x + g(U)y = −s(x, y, U),

where U = [h, hu, hv]> is the vector of unknowns, f = [hu, hu2 + 1
2gh2, huv]> and g = [hv, huv, hv2 + 1

2gh2]>

are the flux vectors, and s = [0, ghbx, ghby]> is the source vector.
If the bottom topography is flat, i.e. b ≡ Const., then (1.1) is reduced to the standard shallow water equations

without topography, which is a strictly hyperbolic system of conservation laws,

(1.4) Ut + f(U)x + g(U)y = 0.

It is well-known that solutions of the conservation law (1.4), and likewise, solutions of the balance law (1.3), can
develop shock discontinuities in a finite time, independent of whether the initial data is smooth or not. Hence,
the solutions of balance laws (1.3) are considered in the weak sense and are well-defined as long as the source
s remains uniformly bounded, [7]. In particular, weak solutions of (1.1) are well-defined under the assumption
that the topography function b is in W 1,∞(R2). However, difficulties arise when the topography function is
discontinuous: the action of the source term on the right of (1.1) can be interpreted as a non-conservative
product (see [8]), or by a limiting smoothing process of b.

1.1. The entropy condition. Weak solutions of conservation laws (1.4), and likewise, weak solutions of the
balance law (1.3), need not be unique. Another aspect of non-uniqueness enters (1.1) through the action of
the source term s(x, y, U) = −gh∇b(x, y): its interpretation as a non-conservative product or using a limiting
smoothing process depends on a non-unique choice of a path integral. To address this issue of non-uniqueness,
an additional admissibility criterion is imposed, based on the so-called entropy condition. To this end, one
assumes that the general system of balance laws (1.3) is equipped with a convex entropy function E = E(U),
associated entropy flux functions H = H(U), K = K(U) and J =

[
J1(x, y, U), J2(x, y, U)

]>, such that the
following compatibility relations, expressed in terms of the vector of entropy variables V := ∂UE, hold:

(1.5a) ∂UH = 〈V, ∂Uf(U)〉, ∂UK = 〈V, ∂Ug(U)〉, ∂xJ1 + ∂yJ2 = 〈V, s〉.
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Multiplying (1.3) by V = ∂UE, the compatibility relations (1.5a) imply that smooth solutions of (1.4) satisfy
the conservation law

(1.5b) E(U)t +
(
H(U) + J1

)
x

+
(
K(U) + J2

)
y

= 0.

Conversely, if this additional conservation law holds for all smooth functions U , then E is an entropy function,
i.e., (1.5a) holds with the entropy fluxes H,K and J . This balance between the entropy and entropy fluxes
has to be modified to take into account the presence of possible discontinuities in (1.3): we postulate that the
discontinuous solution U of the balance laws (1.3) can be realized by a vanishing viscosity limit, which in turn
leads to the distributional entropy inequality

(1.5c) E(U)t +
(
H(U) + J1

)
x

+
(
K(U) + J2

)
y
≤ 0.

In the absence of a source term (s ≡ 0), (1.5c) amounts to the usual entropy condition for conservation laws
[7]. Scalar conservation laws are equipped with infinitely many entropy pairs — indeed, every convex function
serves as a scalar entropy function, and this paves the way for a proof of existence, uniqueness and stability in
the scalar framework. For general systems of conservation laws, however, the existence of entropy pairs places a
compatibility restriction on the structure of the fluxes f(·) and g(·) which is not always met. Similarly, general
systems of balance laws need not possess entropy functions, except for special systems which are endowed with
at least one entropy function. Observe that in the particular case of balance laws, the source term, s also has
to have a special structure for the entropy compatibility (1.5a) to hold.

An illustrative example is provided by the shallow water system with bottom topography (1.1). Here, the
total energy

E(U) :=
1
2
(
hu2 + hv2 + gh2 + ghb

)
serves as an entropy function. The total energy E(U) consists of the kinetic energy h

(
u2 + v2

)
/2 and the

gravitational potential energy gh(h+b), which involves the bottom topography b. A straightforward calculation
reveals that if U is a smooth solution of (1.1) then

(1.6) E(U)t +
(

1
2
(
hu3 + huv2

)
+ ghu(h + b)

)
x

+
(

1
2
(
hu2v + hv3

)
+ ghv(h + b)

)
y

= 0.

Thus, E(U) is an entropy function associated with entropy fluxes

H(U) :=
1
2
(
hu3 + huv2

)
+ gh2u, K(U) :=

1
2
(
hu2v + hv3

)
+ gh2v, J := ghb[u, v]>.

Integration of (1.6) yields that for smooth solutions of the balance law (1.1), energy is conserved, d
dt

∫
R2 E ≡

0. However, energy should be dissipated across shock discontinuities, as dictated by the entropy dissipation
postulate (1.5c)

(1.7) E(U)t +
(

1
2
(
hu3 + huv2

)
+ ghu(h + b)

)
x

+
(

1
2
(
hu2v + hv3

)
+ ghv(h + b)

)
y

≤ 0.

Note that the bottom topography plays a crucial role in the entropy condition (1.7), whose weak formulation
is independent of any specific realization (using a specific path-integral or a smoothing process) of the non-
conservative product gh∇b.

1.2. Numerical approximations. In the absence of explicit solution formulas, numerical schemes are a key
tool in the study of systems of balance laws like (1.3). Among the popular methods for discretizing conservation
(balance) laws are the so-called finite volume (FV) methods [24]. For simplicity, we consider a uniform Cartesian
mesh {(xi, yj)} in R2 with a fixed mesh size ∆x := xi+1/2−xi−1/2 and ∆y := yj+1/2−yj−1/2, respectively. The
domain is partitioned into rectangular cells Ii,j = [xi−1/2, xi+1/2] × [yj−1/2, yj+1/2]. A standard cell-centered
FV method consists of updating the cell averages

Ui,j(t) =
1

∆x∆y

∫
Ii,j

U(x, y, t)dxdy
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at each time level. For simplicity, we drop the time dependence of every quantity and write a standard finite
volume scheme for (1.3) in the semi-discrete form as

(1.8)
d

dt
Ui,j = − 1

∆x

(
Fi+1/2,j − Fi−1/2,j

)
− 1

∆y

(
Gi,j+1/2 −Gi,j−1/2

)
− Si,j .

There are three main ingredients in the formulation of the FV schemes (1.8).
(i) Fi±1/2,j and Gi,j±1/2 are numerical fluxes at the cell-edges consistent with the differential fluxes f and g,

respectively. These numerical fluxes can be evaluated in terms of the Godunov, Roe or HLL fluxes [24]. Higher-
order accuracy can be achieved by reconstruction of non-oscillatory numerical fluxes which can be chosen
out of a large library of TVD or (W)ENO fluxes coupled with stencils of either upwind of central schemes
[15, 16, 32, 33, 34, 26, 21, 37].

(ii) Discretization of the source terms is often performed with either a cell-centered evaluation of the source
term or a fractional steps method [24]. For example, one may use

(1.9) Si,j =
[
0, ghi,j

bi+1,j − bi−1,j

2∆x
, ghi,j

bi,j+1 − bi,j−1

2∆y

]>
.

Note that this discretization is consistent with the source in (1.1) — in fact, it is second-order accurate for
smooth solutions.

(iii) Finally, time-integration employs strong stability preserving (SSP) Runge-Kutta methods. In this paper
we use the second-order SSP Runge-Kutta method of [13]: given a solution Un

i,j at time step tn, the solution
Un+1

i,j is computed by

(1.10)

U∗
i,j = Un

i,j + ∆tnL(Un
i,j)

U∗∗
i,j = U∗

i,j + ∆tnL(U∗
i,j)

Un+1
i,j =

1
2
(Un

i,j + U∗∗
i,j ),

where L is the right-hand side of (1.8). The time step ∆tn is determined by a standard CFL condition. In all
simulations we use a CFL number of 0.45, unless otherwise is specified.

1.3. Entropy stable schemes. Many of the above mentioned FV approximations of (1.1) perform well in
practice, but the question of their stability remains open. In particular, these schemes do not necessarily
respect the energy dissipation statement in (1.7), or they may be “overloaded” with an excessive amount of
numerical dissipation near shocks, which in turn leads to large numerical errors, particularly for long time
integration; see [1, 2, 3] for an extensive discussion of this issue. Hence, it is highly desirable to design a high-
order entropy stable FV scheme which respects a “faithful” description of the energy balance of the shallow
water system (1.7). In particular, they add a minimal amount of numerical dissipation which guarantees energy
conservation in the smooth regime.

We define an entropy stable scheme as a scheme of the form (1.8) that satisfies a discrete version of the
entropy inequality (1.5c). The question of entropy stability for general systems of conservation laws of the form
(1.4) was addressed in the pioneering papers [36, 38]. In [36], entropy stability was pursued by a comparison
principle: a FV scheme was shown to be entropy stable if it contains more numerical diffusion than certain
entropy conservative schemes, where “more” is interpreted in the sense of ordering between symmetric matrices.
Explicit expressions for entropy conservative schemes in terms of a novel path-wise decomposition was presented
in [38]. Higher order entropy conservative schemes for systems of conservation laws were developed in [22, 23].
These entropy conservative schemes were used in [39, 40] for computing solutions of Euler and, respectively,
the shallow water system with flat bottom topography. In a recent paper [9], we designed new explicit energy
preserving FV schemes for the shallow water equations with flat bottom topography. These schemes were shown
to be more computationally efficient than those proposed in [40], and novel, computationally efficient numerical
diffusion operators were proposed to gain overall energy stability.

The first aim in this paper is to address the question of entropy stability for FV approximations of general
balance laws (1.3). Specifically, we consider the shallow water system (1.1) where the presence of a bottom
topography enters into a more involved entropy balance (1.7). In Section 2 we present a one-dimensional energy
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conservative scheme, satisfying the discrete analogue of the energy conservation statement (1.6), with which we
are able to design a general class of energy stable approximations for (1.1). We discuss first- and second-order
energy stable schemes in Sections 2.3 and 2.4 respectively. The energy conservative scheme presented here is an
extension of the explicit energy conservative scheme for the shallow water system with a flat bottom topography,
proposed in the recent paper [9]. The two-dimensional extension of energy stable schemes is presented in Section
4.

1.4. Steady states and well-balanced schemes. Another important issue which arises in connection with
balance laws such as the shallow water system (1.1) is the simulation of their steady states. A steady state is a
solution of (1.3) which is independent of the time variable. We mention two prototypical examples.

(i) The most important example of a steady state for (1.1) is the so-called lake at rest, given by

(1.11) u ≡ 0, v ≡ 0, h + b ≡ constant.

Many interesting applications involve computing perturbations of the lake at rest. Waves on a lake or tsunami
waves in deep ocean (the amplitude of a typical tsunami wave is of the order of centimeters whereas the height of
water in deep ocean is of the order of kilometers) are typical situations where the main interest is in computing
perturbations of the “lake at rest” solutions.

(ii) In the one-dimensional equation (1.2), all steady states satisfy the algebraic relations

(1.12a) m ≡ constant, p ≡ constant,

where m and p are the equilibrium variables

(1.12b) m := hu, p :=
u2

2
+ g(h + b).

We note that the one-dimensional lake at rest (1.11) is a special case of (1.12) corresponding to u ≡ 0. The
conditions (1.12a) are nonlinear and possess a rich family of solutions. These moving equilibrium states are
much more difficult to compute than the lake at rest. Recent results on well-balanced schemes with respect to
these general moving steady states can be found at [28, 31], but this issue is still a work in progress.

Standard numerical schemes like (1.8) with naive discretizations of the source term like (1.9) do not preserve
the lake at rest [24]. This implies that the scheme does not keep a discrete form of (1.11) stationary in time.
The error can be at least of the order of truncation error for each time step and can lead to large deviations
from the steady state for long time scales. Furthermore, computing small perturbations of (1.11) is not possible
due to the lack of balancing. A numerical scheme which preserves a discrete version of a steady state like (1.11)
is termed well-balanced with respect to the steady state. Well-balanced schemes are essential for computing
perturbations of steady states.

Well-balanced schemes for the shallow water equations are still undergoing extensive development. The
pioneering paper [5] was one of the first to propose a well-balanced scheme for the lake at rest. Many other well-
balanced schemes for this state have been proposed in [24, 4, 17, 18, 11, 6, 20, 27] and other references therein.
The basic idea behind most of these papers is to modify the numerical fluxes by a hydrostatic reconstruction
and introduce a source discretization to balance the flux difference. The design of well-balanced schemes for
general steady states (1.12) can be quite complicated. Their implementation is not necessarily efficient away
from steady states (see [19]), and we refer to [4] as one of the few results on the energy stability of well-balanced
schemes. Accordingly, more robust well-balanced schemes are sought.

The second aim in this paper is to address the question of a well-balanced simulation which preserves discrete
versions of the steady states (1.11) and (1.12). At first glance, the two aims of entropy stability and well-
balancing may seem unrelated. To clarify this matter, assume that U is a steady state of the one-dimensional
shallow water equation (1.2); the energy balance (1.6) then implies that (H(U) + J1)x ≡ 0. The flux term
H + J1 may be rewritten as

H(U) + J1 = hu

(
u2

2
+ g(h + b)

)
= mp,

where m and p are the equilibrium variables defined in (1.12b). Hence, at least with one-dimensional steady
states, the conservative form of momentum and energy implies the constancy of m which in turn implies
the constancy of the equilibrium variable p, leading to the preservation of the steady state. This connection
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manifests itself at the discrete level, whence our energy preserving scheme also preserves a discrete version of
the steady state (1.12).

Energy conservative schemes produce oscillations at shocks. This is expected as energy needs to be dissipated
at shocks. To obtain an energy stable scheme, suitable numerical diffusion operators have to be designed. In
the first part of this paper, we combine the novel numerical diffusion operator of [9] together with the energy
conservative fluxes and show that the resulting scheme is energy stable. Furthermore, this energy stable scheme
also preserves the lake at rest. However, this choice of numerical diffusion operator may not preserve the general
equilibrium state (1.12), even though the energy preserving scheme preserves a discrete version of such steady
states. We therefore introduce, in section 3, another novel numerical diffusion operator, based on the equilibrium
variables, which is well balanced with respect to discrete versions of the general equilibrium state (1.12). We
end by emphasizing a common feature of both types of these numerical diffusion operators, namely, in both
cases they are combined together with the same energy preserving numerical flux.

The resulting schemes are extremely simple to code and computationally cheap: no algebraic equations
are solved, and by non-oscillatory reconstructions we achieve second-order accuracy. Numerical experiments
demonstrating the computational efficiency of the well-balanced energy preserving and energy stable schemes
are presented in sections 2.5, 3.4 and 4.2.

2. Well-balanced schemes for the one-dimensional problem

For simplicity, we start with the one-dimensional form of the shallow water equations (1.2). This system is
an example of the general one-dimensional system of conservation laws

(2.1) Ut + f(U)x = −s(x,U),

with U the vector of unknowns, f(U) the flux vector and s(x,U) the source term.
Smooth solutions of (1.2) satisfy the energy equality

(2.2) E(U)t +
(
H(U) + J(U)

)
x

= 0,

where E(U) =
1
2
(
hu2 + gh2

)
+ ghb, H(U) =

1
2
hu3 + gh2u and J(U) = ghub are the energy and energy flux

functions. We postulate that weak solutions satisfy a weak form of the corresponding inequality(
1
2
(
hu2 + gh2

)
+ ghb

)
t

+
(

1
2
hu3 + ghu(h + b)

)
x

≤ 0.

2.1. Energy conservative schemes. Our aim is to design FV schemes for (1.2) which satisfy a discrete form
of the energy conservation (2.2). We consider FV schemes on a uniform mesh {xi}i in their semi-discrete form

(2.3)
d

dt
Ui = − 1

∆x

(
Fi+1/2 − Fi−1/2

)
− Si.

Here, Ui is the cell average on Ii := [xi−1/2, xi+1/2], Fi+1/2 is the numerical flux at the interface xi+1/2 and Si

is a suitable discretization of the source term in (1.2).
We begin with the following characterization of energy conservative schemes. These schemes will be charac-

terized in terms of the entropy variables V := ∂UE(U). For the one-dimensional shallow water equations, we
have

(2.4) V =
[
V (1)

V (2)

]
=
[
g(h + b)− u2

2
u

]
.

The energy potential is the function Ψ := 〈V, f〉 −H = 1
2guh2. Throughout the paper, we use

[[a]]i+1/2 := ai+1 − ai, ai+1/2 :=
1
2
(ai + ai+1),

to denote the jump, and respectively, the average of a quantity a across the interface xj+1/2.
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Lemma 2.1. A numerical flux Fi+1/2 is energy conservative if

(2.5) 〈[[Vi+1/2]], Fi+1/2〉 = [[Ψ]]i+1/2 + g[[b]]i+1/2hi+1/2ui+1/2.

The corresponding FV scheme then satisfies the energy conservation statement

(2.6a)
d

dt
Ei = − 1

∆x

(
Ĥi+1/2 − Ĥi−1/2

)
,

where the numerical energy flux Ĥ is given by

(2.6b) Ĥi+1/2 := 〈V i+1/2, Fi+1/2〉 −Ψi+1/2 −
g

4
hi+1/2[[u]]i+1/2[[b]]i+1/2.

In particular, the total energy is preserved:
∑

i

Ei(t)∆x ≡
∑

i

Ei(0)∆x.

Proof. The proof is a modification of the energy conserving statement in [9]. Taking the inner product of (2.3)
with Vi = ∂UE(Ui) yields

d

dt
Ei =− 1

∆x

(
〈Vi, Fi+1/2〉 − 〈Vi, Fi−1/2〉

)
− 〈Vi, Si〉

(#1)︷︸︸︷
≡ − 1

∆x

((
〈V i+1/2, Fi+1/2〉 −

1
2
〈[[Vi+1/2]], Fi+1/2〉

)
−
(
〈V i−1/2, Fi−1/2〉+

1
2
〈[[Vi−1/2]], Fi−1/2〉

))
− g

2∆x
ui

(
hi+1/2[[b]]i+1/2 + hi−1/2[[b]]i−1/2

)
(#2)︷︸︸︷
= − 1

∆x

((
Ĥi+1/2 + Ψi+1/2 +

g

4
hi+1/2[[u]]i+1/2[[b]]i+1/2 −

1
2
[[Ψ]]i+1/2

)

−
(

Ĥi−1/2 + Ψi−1/2 +
g

4
hi−1/2[[u]]i−1/2[[b]]i−1/2 +

1
2
[[Ψ]]i−1/2

))
− g

2∆x
ui

(
hi+1/2[[b]]i+1/2 + hi−1/2[[b]]i−1/2

)
(#3)︷︸︸︷
= − 1

∆x

(
Ĥi+1/2 − Ĥi−1/2

)
.

The first step #1 is a direct consequence of the identities Vi ≡ V i±1/2 ∓ 1
2 [[Vi±1/2]]; step #2 follows from (2.5)

and (2.6b) and step #3 is verified by cancellation of terms.

Motivated by the energy preserving scheme for shallow water equations with flat bottom topography proposed
in a recent paper [9], we propose the following numerical flux and source discretizations:

(2.7) FEC
i+1/2 =

[
hi+1/2ui+1/2

g
2h2

i+1/2 + hi+1/2

(
ui+1/2

)2] , SEC
i =

[
0

g
2∆x

(
hi+1/2[[b]]i+1/2 + hi−1/2[[b]]i−1/2

)]
.

The numerical flux FEC
i+1/2 is exactly the same as the energy conserving scheme proposed in [9] in connection

with the shallow water equations with flat bottom. It is the discretization of the source which is different from
the standard one in (1.9), which enables us to obtain the desired property of energy conservation in the presence
of varying bottom topography.

Remark 2.2. In (2.7), energy preservation requires a careful choice of the flux FEC and the source SEC . Note
that we define energy conservative flux in (2.5) by fixing the discretization SEC of the source term. This source
discretization is fixed for the rest of the paper. We would like to point out that it is possible to find a different
pair (F, S) of the flux and the source that lead to an energy preserving scheme.
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The FV scheme (2.3) with the EC flux and source in (2.7) amount to

(2.8)

d

dt
hi =− 1

∆x

(
hi+1/2ui+1/2 − hi−1/2ui−1/2

)
d

dt
(hiui) =− 1

∆x

(
hi+1/2

(
ui+1/2

)2 +
g

2
h2

i+1/2 − hi−1/2

(
ui−1/2

)2 − g

2
h2

i−1/2

)
− g

2∆x

(
hi+1/2[[b]]i+1/2 + hi−1/2[[b]]i−1/2

)
.

We refer to (2.8) as the energy conservative (EC) scheme, analogous to the nomenclature in [9]. Our next
theorem shows that the EC scheme (2.8) does both: it is energy conservative and it is well-balanced in the
sense of preserving a discrete form of the lake at rest (2.9). Recall that the lake at rest steady state (1.11) in
the one-dimensional case is given by

(2.9) u ≡ 0, h + b ≡ constant.

Theorem 2.3. The EC scheme (2.8) satisfies the following properties.
(i) Accuracy: It is a second-order accurate approximation of the one-dimensional shallow water system (1.2).
(ii) Energy conservation: It is an energy conserving scheme, i.e., (2.6) holds.
(iii) Well-balanced: It preserves the lake at rest – given initial data

(2.10a) ui ≡ 0, hi + bi ≡ constant ∀ i,

then the solution computed by (2.8) satisfies

(2.10b)
d

dt
hi ≡ 0,

d

dt
(hiui) ≡ 0 ∀ i.

Proof. A straightforward truncation error analysis shows that the local truncation error is O(∆x2) which con-
firms (i). The energy conservation (ii) follows by verifying that the numerical flux (2.8) satisfies (2.5). We
remark that both the special form of the fluxes in (2.7) and the specific structure of the source term in (2.7)
are crucial for obtaining the discrete energy identity. Finally, to prove (iii), we employ the identity

(2.11) h2
i+1/2 − h2

i−1/2 ≡ hi+1/2[[h]]i+1/2 + hi−1/2[[h]]i−1/2.

Assume that hi, bi, ui are such that the discrete lake at rest condition (2.10a) is satisfied. Then ui+1/2 ≡ 0 for
all i. Plugging this into the first equation of (2.8), we see that the fluxes are zero and

d

dt
hi ≡ 0 ∀ i,

thus proving the first assertion in (2.10b). Using ui+1/2 ≡ 0 in the second equation of (2.8), we obtain

d

dt
(hiui) = − g

∆x

(
h2

i+1/2 − h2
i−1/2 + hi+1/2[[b]]i+1/2 + hi−1/2[[b]]i−1/2

)
.

Using (2.11), this expression reduces to

d

dt
(hiui) = − g

∆x

(
hi+1/2[[h + b]]i+1/2 + hi−1/2[[h + b]]i−1/2

)
.

As the data satisfies the discrete lake at rest (2.10a), we have [[h + b]] ≡ 0, and so the above equation reduces to

d

dt
(hiui) ≡ 0.

This theorem establishes that the EC scheme (2.8) conserves energy and preserves a discrete version of the
lake at rest. Furthermore, it is very easy to implement and computationally cheap (the computational cost
is similar to evaluating the fluxes and the source in (1.2)). Note that the scheme (2.8) does not require the
hydrostatics reconstructions of [4, 27, 28].
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2.2. Numerical experiments. We test the EC scheme on some numerical experiments in order to ascertain
its numerical performance. To begin with, we simulate (1.2) with a flat bottom topography (i.e b is constant)
and consider a dam-break problem with the initial data

(2.12) h(x, 0) =
{

2 if x < 0
1.5 if x > 0 u(x, 0) ≡ 0.

The computational domain is [−1, 1] and the exact solution consists of a left-going rarefaction and a right-going
shock. We present the solution computed with the EC scheme and 100 mesh points in Figure 1. The figure

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
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(a) Height at t = 0.4
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8
x 10

−5

(b) Relative energy over time. Solid line uses CFL=0.4,
dotted line CFL=0.2

Figure 1. The EC scheme computes a dambreak problem

shows that the EC scheme computes the rarefaction and the shock quite accurately, but at the expense of large
post-shock oscillations. These oscillations are to be expected as energy must be dissipated across the shock,
although the energy identity (2.6a) forces the scheme to preserve energy in each cell. Thus, the inertial term
in (1.2) transfers energy to lowest resolved scale (i.e mesh size) in the form of oscillations. These oscillations
have been studied extensively (see [12]) and are described in detail in [9]. The numerical energy conservation is
demonstrated on the right panel of Figure 1, where we plot the total energy over time. As shown in the figure,
the time stepping produces small energy dissipation errors. These errors are reduced considerably by decreasing
the CFL number, and hence the time step. This example is reproduced from [9] and serves to illustrate some
features of the EC scheme for a flat bottom topography.

2.2.1. Lake at rest. Next, we present a standard numerical experiment first considered in [14] and used in
numerous papers [25, 4] and other references therein. The bottom topography is a parabolic “bump” in the
middle of the domain [0, 20],

(2.13) b(x) =

{
4−(x−10)2

20 if |x− 10| < 2
0 else.

We impose the lake at rest initial condition ui ≡ 0, hi + bi ≡ 1. The gravitational constant is set to g = 9.812,
and we impose Neumann (“open”) boundary conditions based on zero order extrapolation [24]. The scheme
is run till time T = 100 and the resulting states are shown in Figure 2. As shown in this figure, the steady
state is preserved exactly, even at this large time. This is a consequence of Theorem 2.3 establishing that the
EC scheme preserves the lake at rest (2.10a). Furthermore, the energy vs. time graph in Figure 2 shows that
the energy errors are very small (of the order of 10−12). These errors are due to the discretization in the time
stepping. Thus, the EC scheme preserves the steady state as well as energy.
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Figure 2. Lake at rest at t = 100 using 200 mesh points

2.2.2. Perturbations of lake at rest. The main interest in the design of well-balanced schemes is to employ them
in computing perturbations of interesting steady states. A steady state like the lake at rest is known a priori
and is not interesting to compute by itself. We perturb the lake at rest in the previous numerical experiment
by letting

(2.14) h(x, 0) =

{
1.01− b(x) if |x− 6| < 1/4,

1− b(x) else

and u and b as above. Hence, the perturbation is a very small disturbance of the lake at rest and we seek to
study how this disturbance propagates in time. The results are computed with the EC scheme with 200 mesh
points. The resulting height is shown in Figure 3. The closeup shown in the right panel of Figure 3 clearly
shows that the EC scheme is able to approximate both waves. This is a consequence of its ability to preserve the
steady state. There are oscillations trailing both going waves; again, this is to be expected, as the EC scheme
preserves energy also across shocks.

2.3. Energy stable scheme — first-order diffusion. The numerical examples above show that the EC
scheme conserves energy and preserves the lake at rest steady state. Hence, it can compute small perturbations
of the steady state. However, the scheme will lead to non-physical oscillations due to the lack of energy
dissipation at shocks. This problem can be tackled by using efficient numerical diffusion operators [35, 38]. Our
aim is to design a numerical diffusion operator that dissipates energy (and hence is energy stable) and preserves
the lake at rest steady state. A novel strategy for designing numerical diffusion operators for the shallow water
equations with flat bottom topography was presented in a recent paper [9]. We omit details of how this numerical
diffusion operator can be derived and give the explicit expression of this operator below. The interested reader
can consult [9, Lemma 4.3]. Given the left and right states, Ui = [hi, (hu)i]> and Ui+1 = [hi+1, (hu)i+1]>, we
let Ri+1/2 and Λi+1/2 denote the eigenvector and eigenvalue matrices associated with the Roe decomposition
[29] of the left- and right-side pair (Ui, Ui+1),

(2.15a) Ri+1/2 =
1√
2g

[
1 1

λ− λ+

]
, λ± := ui+1/2 ±

√
ghi+1/2,

and

(2.15b) |Λi+1/2| =
[
|λ−| 0
0 |λ+|

]
.
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Figure 3. Lake at rest with perturbation at t = 1.5.

The numerical diffusion coefficient matrix DES1
i+1/2 ≡ DES1(Ui, Ui+1) is then given by

(2.16a) DES1
i+1/2 := Ri+1/2|Λi+1/2|R>

i+1/2.

Note that the diffusion matrix in (2.16a) is positive definite. It generalizes the diffusion operator proposed in
[9] for the case of a flat bottom topography. The resulting FV flux is

(2.16b) FES1
i+1/2 = FEC

i+1/2 −
1
2
DES1

i+1/2[[V ]]i+1/2,

where FEC
i+1/2 is the energy conservative flux (2.7) and V = [g(h + b)− u2

2 , u]> is the vector of energy variables.
We remark that the above flux differs from the standard Roe flux [29] in two essential aspects: (i) the standard
central average flux is replaced by an energy conserving flux and (ii) the numerical diffusion matrix acts on the
jump in entropy variables rather than the conservative ones. The resulting scheme reads as

(2.16c)
d

dt
Ui = − 1

∆x

(
FES1

i+1/2 − FES1
i−1/2

)
− g

2∆x

[
0

hi+1/2[[b]]i+1/2 + hi−1/2[[b]]i−1/2

]
.

This scheme will be termed as the first-order energy stable (ES1) scheme in the remainder of the paper. Notice
that the implementation of the ES1 is straightforward; the energy conservative flux FEC and source SEC are
easy to compute. The computation of entropy variables V from the conservative variables U is a straightforward
function evaluation. In particular, no algebraic equations need to be solved.

Its main properties are summarized below.

Theorem 2.4. The ES1 scheme (2.16) satisfies the following.
(i) Accuracy: It is a first-order accurate approximation of the one-dimensional shallow water equations (1.2).
(ii) Stability: It satisfies the discrete energy identity

(2.17a)

d

dt
Ei =− 1

∆x

(
H̃i+1/2 − H̃i−1/2

)
− 1

4∆x

(
〈[[Vi+1/2]], DES1

i+1/2[[Vi+1/2]]〉+ 〈[[Vi−1/2]], DES1
i−1/2[[Vi−1/2]]〉

)
,

where the energy dissipative numerical flux, H̃ is given by

(2.17b) H̃i+1/2 = Ĥi+1/2 +
1
2
〈V i+1/2, DES1

i+1/2[[Vi+1/2]]〉.
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Summing (2.17a) we obtain

d

dt

∑
i

Ei∆x = −1
2

∑
i

〈[[Vi+1/2]], DES1
i+1/2[[Vi+1/2]]〉 ≤ 0.

which quantifies the precise energy dissipation of the our ES1 scheme (2.16).
(iii) Well-balanced: It preserves the discrete lake at rest (2.10).

Proof. The proof of (i) is straightforward. The proof of (ii) follows the proof of (2.6a) and we omit the details.
As noted in [38, Corollary 5.1], it is essential that we use here a positive numerical diffusion matrix which acts
on the jump in entropy variables. To prove (iii), we assume that the data satisfy (2.10a). Then we have

[[u]]i+1/2 ≡ 0 and [[h + b]]i+1/2 ≡ 0.

Consequently, by the definition of the energy variables, [[V ]]i+1/2 ≡ 0. Hence the diffusion operator (2.16a)
drops out, and the scheme reduces to the EC scheme. Thus, by Theorem 2.3(iii), we have

d

dt
hi ≡ 0 and

d

dt
(hiui) ≡ 0,

and the discrete lake at rest is preserved by the ES1 scheme.

We remark that the well-balanced scheme proposed in [4] is also energy stable. However, our construction
combining Energy conservative fluxes with numerical diffusion operators is very different from the approach
adopted in [4].

2.4. Energy-stable scheme — second-order diffusion. The ES1 scheme is restricted to first-order accuracy
and will lead to smeared solutions. Higher order of accuracy can be recovered by using suitable piecewise
polynomial reconstructions. The aim is to replace the piecewise constant cell averages Ui in (2.3) with a
non-oscillatory piecewise linear reconstruction as in [21].

We will carry out the reconstruction in terms of the energy variables. Define the numerical derivative of the
energy variables Vi as

(2.18) V ′
i = minmod

(
Vi+1 − Vi

∆x
,

Vi − Vi−1

∆x

)
,

where the minmod function is defined as

minmod(a, b) =

{
sign (a) min{|a|, |b|} if sign (a) = sign (b)
0 otherwise.

(2.18) is evaluated component-wise. We now consider the piecewise linear reconstruction of the energy variables
V in cell Ii:

Ṽi(x) = Vi + V ′
i (x− xi) x ∈ Ii.

The reconstructed pointvalues along the edges of this cell are given by V r
i := Ṽi(xi+1/2) and V `

i+1 := Ṽi+1(xi+1/2).
The second-order version of the ES1 flux diffusion (2.16a) is defined in terms of these reconstructed point values,

(2.19a) DES2
i+1/2 := DES1

(
V r

i , V `
i+1

)
,

where DES1 = DES1(·, ·) is the first-order diffusion matrix in (2.16a). Thus, the matrices R and |Λ| are now
defined in terms of differences and averages of V r

i and V `
i+1, and the resulting flux amounts to

(2.19b) FES2
i+1/2 = FEC

i+1/2 −
1
2
DES2

i+1/2

(
V `

i+1 − V r
i

)
,

where FEC
i+1/2 is the energy conservative flux in (2.7). The resulting second-order scheme reads

(2.19c)
d

dt
Ui = − 1

∆x

(
FES2

i+1/2 − FES2
i−1/2

)
− g

2∆x

[
0

hi+1/2[[b]]i+1/2 + hi−1/2[[b]]i−1/2

]
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This scheme will be termed as the second-order energy stable (ES2) scheme in the remaining part of the paper.
The ES2 scheme is easy to implement and computationally inexpensive. In particular, the entropy variables V
are computed from by evaluating them at each time step from the conservative variables U . We emphasize that
no algebraic equations are to be solved in either the reconstruction or the evolution step.

Properties of this scheme are summarized below.

Theorem 2.5. The ES2 scheme (2.19) is a second-order accurate approximation of the one-dimensional shallow
water system (1.2) and it preserves the discrete lake at rest (2.10a).

Proof. The energy conservative flux is second-order accurate. The jump in the reconstructed values is of order
O
(
|[[Vi+1/2]]|2

)
. Furthermore, the diffusion terms in (2.19c) involve a difference of quadratic error components

at the right and left cell boundaries resulting in second order accuracy of the scheme.
To prove that the ES2 scheme (2.19c) preserves the lake at rest, observe that when the data satisfies (2.10a),

we have

ui ≡ 0 and [[h + b]]i+1/2 ≡ 0;

hence [[V ]]i+1/2 ≡ 0. Therefore, by the definition of the slope in (2.18), we obtain V ′
i ≡ 0, so

V r
i = V `

i+1 ≡ Constant.

Consequently, the jump in energy variables,
(
V `

i+1 − V r
i

)
in (2.19a) vanishes, and we follow the same argument

as in the proof of Theorem 2.4(iii) to conclude that

d

dt
hi ≡ 0 and

d

dt
(hiui) ≡ 0.

Hence, the discrete lake at rest is preserved. Note that the key point is the use of energy variables in the
reconstruction step which allows us to balance the reconstruction at the steady state.

Remark 2.6. The ES2 scheme (2.19c) may not be energy stable. In order to ensure energy stability, we need
to follow the general procedure that is proposed in the forthcoming paper [10].

2.5. Numerical experiments.

2.5.1. Dambreak problem. We repeat the numerical experiment of section 2.2 with the ES1 and ES2 schemes,
and we present the results in Figure 4. The figure shows that the first-order ES1 scheme computes the solution
with some smearing at both the rarefaction and the shock wave. The accuracy is increased considerably by
using the second-order ES2 scheme. Both schemes dissipate energy, with the energy dissipation in ES2 being
much lower than the ES1 scheme. Observe that using the numerical diffusion operators eliminates the post
shock oscillations with the EC scheme observed in Figure 1.

2.5.2. Lake at rest. Next, we use the ES1 and ES2 schemes to compute the lake at rest described in section
2.2.2. The bottom topography is given in (2.13) and the data satisfy ui ≡ 0 and hi + bi ≡ 1. We compute both
the ES1 and ES2 schemes on a sequence of meshes for this steady state and present the results in Table 1. In this
table, we compute the L1 error in the height at time t = 10 on a sequence of meshes. For the sake of comparison,
we also present results with the EC scheme (2.8) and the standard Roe scheme [29]. As shown in the table,
the EC, ES1 and ES2 schemes are well-balanced and preserve the lake at rest up to machine precision. On the
other hand, the standard Roe scheme is not well-balanced. However, table 1 shows that it seems to converge at
second-order for the lake of rest in one space dimension. This property has been observed in [6, 28] and other
references therein. A possible reason could be that the Roe’s scheme is asymptotically second-order for the lake
at rest in one space dimensions. In spite of this accelerated convergence, the amplitude of errors for the Roe
scheme (particularly for underresolved meshes) are quite high and may interfere when small perturbations of
the lake at rest are computed.
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Figure 4. Solutions computed with the first and second-order versions of the energy stable
scheme, ES1 and ES2 with 100 mesh points.

N Roe EC ES1 ES2
50 2.76e-2 6.27e-14 1.92e-18 3.17e-16
100 7.60e-3 1.62e-13 2.14e-18 4.48e-17
200 2.02e-3 6.74e-13 3.35e-18 2.34e-16
400 5.15e-4 1.76e-12 2.22e-17 1.04e-15

Table 1. The L1 error in height for the lake at rest with different schemes on a sequence of
meshes at time t = 10.

2.5.3. Perturbed lake at rest. We consider a small perturbation of the lake at rest given by (2.14). Since the
perturbations are very small, they will not be clearly visible in a plot showing both the height and the bottom
topography. In order to compare different schemes, we show the deviation from the steady state in Figure 5
for the standard Roe scheme and the ES1 and ES2 schemes. The figure clearly shows that the Roe scheme
computes an incorrect solution; the exact solution should consist of a left and a right going wave. On the
other hand, both the ES1 and ES2 schemes compute the perturbation quite well. The first-order ES1 scheme
dissipates both the left and the right going waves somewhat, but accuracy is recovered with the second-order
ES2 scheme. Still, the wave heights are lower than those computed with the EC scheme (Figure 3). The results
are comparable to those obtained in [4] and other similar references.

The above experiments show that the EC scheme is energy conserving and it preserves the lake at rest. It
can be used to compute perturbations of the lake at rest and approximates the wave forms quite well. However,
there are unphysical oscillations due to lack of energy dissipation at shocks. These oscillations can be eliminated
by using the first-order ES1 scheme. This scheme dissipates energy and preserves the lake at rest. However, it
leads to smearing and loss of accuracy. Second-order accuracy is recovered using the ES2 scheme. This scheme
preserves the steady state exactly and is quite robust in computing perturbations of steady states.

Remark 2.7. The energy stable schemes are not designed to preserve positive heights and may not be robust
near dry states. We suggest suitable modifications of these schemes that can handle near vacuum states in a
future paper.
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Figure 5. Lake at rest with perturbation at t = 1.5 on a mesh with 200 mesh points

3. Well-balanced schemes with moving equilibrium states

The lake at rest (2.9) is a very important steady state but there are other interesting steady states of (1.2).
By asserting ht = (hu)t = 0 in (1.2), one finds that any steady state must satisfy

(3.1) m ≡ constant, p ≡ constant,

where m and p are defined in (1.12b). The values P := [m, p]> are called the equilibrium variables; steady
states are exactly those in which the equilibrium variables are constant in space. Note that the lake at rest
(2.9) is a special case of (3.1) with m ≡ 0.

We begin with the classification of equilibrium states. Following [28], we can classify all steady states based
on properties of the vector of equilibrium variables. Note that the condition (3.1) does not easily translate into
conditions on the vector of conservative variables U = [h, m]>, as the condition

(3.2) p(h, m, b) ≡ C

in (3.1) is nonlinear in both h and m. Fixing m and b and viewing p as a function of h, simple calculations
show that the function p(h) is convex and attains its unique minimum at the point

h0 =
m

2
3

g
1
3

.

This point is exactly the point at which the Froude number Fr := |u|√
gh

is equal to unity. A typical example of
the function p(h) for fixed values of m and b is shown in Figure 6.

Denote p0 := p(h0). Given any pair P = [m, p]>, there are three possible cases:

1. If p < p0, then there are no solutions of (3.2) and the given state is unphysical.
2. If p = p0, then there is a unique solution of (3.2) corresponding to h0 with Froude number equal to unity.
3. If p > p0, then are two possible solutions of (3.2). One state corresponds to a subsonic steady state and

the other to a supersonic steady state.

Since (3.2) is satisfied at every point in space, it also depends on the bottom topography b (which varies in
space). We can have a steady of state of (1.2) which is entirely subsonic or supersonic. One can also obtain
a steady state which is subsonic in one part of the domain and supersonic in another. Such steady states are
termed transsonic. Hence, steady states of (1.2) show a rich variety, making numerical computations harder.
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Figure 6. The equilibrium variable p as a function of h for fixed values of b and m.

3.1. Energy conservative scheme. While many different numerical schemes have been designed for pre-
serving the lake at rest (2.9), much less attention has been paid to designing schemes that preserve moving
equilibrium states like (3.1). Recent papers like [28, 31] explore this problem and design numerical schemes
preserving this rich hierarchy of steady states. It is natural to inquire how the schemes of the previous sections
perform in this case. We start with the energy conservative EC scheme (2.8). It turns out that the EC scheme
actually preserves a discrete form of the equilibrium state (3.1).

Lemma 3.1. Define

(3.3) Mi+1/2 = hi+1/2ui+1/2 and pi =
u2

i

2
+ g(hi + bi).

The EC scheme preserves the state

(3.4) Mi+1/2 ≡ C1, pi ≡ C2 ∀ i

for constants C1 and C2.

Proof. We rewrite the EC scheme (2.8) as

d

dt
(hi) = − 1

∆x

(
Mi+1/2 −Mi−1/2

)
d

dt
(hiui) = − 1

∆x

(
1
2

(
hi+1/2[[p]]i+1/2 + hi−1/2[[p]]i−1/2

)
+ ui

(
Mi+1/2 −Mi−1/2

))
.

(3.5)

Plugging in the condition (3.4) clearly implies that Mi+1/2 = Mi−1/2 and [[p]]i+1/2 ≡ 0. Hence, the right hand
side of (3.5) is zero and we obtain that

d

dt
hi ≡ 0 and

d

dt
(hiui) ≡ 0,

thus proving the lemma.

Remark 3.2. The quantity Mi+1/2 in (3.3) is termed the staggered momentum. We note that the requirement
Mi+1/2 ≡ C is slightly different from demanding that mi ≡ C. The difference is of the order of ∆x and one
must think of (3.4) as a discrete form of (3.1).
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The above lemma establishes that the energy conservative EC scheme (2.8) preserves not only the discrete
lake at rest (2.10a), but also a discrete form of the most general steady state (3.1). Note that we are not adding
any special modifications to the EC scheme. The structure of the scheme is so robust that it preserves any
discrete steady state.

3.2. First-order numerical diffusion. The EC scheme (2.8) produces oscillations near discontinuities. As
seen before, we need to design suitable numerical diffusion operators like (2.16a) to eliminate oscillations and
still preserve discrete steady states. However, the ES1 scheme (2.16c) and its second order version (2.19c) do not
necessarily preserve the general moving equilibrium state (3.1). We need to design a special diffusion operator
that preserves such steady states.

The starting point of the design is the relationship between the conservative variables U and the equilibrium
variables P . The change of variable matrix is given by

UP := ∂P U =
[
1/α −u/α
0 1

]
, α := g − u2

h
.

The state α = 0 corresponds to a transonic point.
The standard Roe-type numerical diffusion in a FV scheme (2.3) acts on the jump in the conservative variables

Di+1/2[[U ]]i+1/2 = Ri+1/2|Λi+1/2|R−1
i+1/2[[U ]]i+1/2.

It can be converted to act on the equilibrium variables, [[U ]]i+1/2 ≈ (UP )i+1/2[[P ]]i+1/2,

Di+1/2[[U ]]i+1/2 ≈ Ri+1/2|Λi+1/2|R−1
i+1/2(ŨP )i+1/2[[P ]]i+1/2.

Here Ri+1/2 and Λi+1/2 are defined in (2.15) and (ŨP )i+1/2 is set to be

ŨP :=
[
1/α̃ −u/α̃
0 1

]
, α̃ :=

{
max{α, ε}, if α ≥ 0,

min{α,−ε}, if α < 0.

Here, ε is a (very) small tolerance which handles the problem of a singularity at a sonic point. The choice of
ε was not crucial in numerical experiments. Another simple modification is required for the discrete steady
states to be preserved: to this end we observe that the discrete steady state (3.4) imposes a condition on the
staggered momentum rather than on the momentum. Hence we work with averaged equilibrium variables,
P̃i := [ 12

(
Mi+1/2 + Mi−1/2

)
, pi]>. In summary, we use the diffusion matrix

(3.6a) DWB1
i+1/2 = Ri+1/2|Λi+1/2|R−1

i+1/2(ŨP )i+1/2.

The corresponding flux is then given by

(3.6b) FWB1
i+1/2 = FEC

i+1/2 −
1
2
DWB1

i+1/2[[P̃ ]]i+1/2,

where FEC
i+1/2 is the energy conservative flux. The resulting FV scheme amounts to

(3.6c)
d

dt
Ui = − 1

∆x

(
FWB1

i+1/2 − FWB1
i−1/2

)
− g

2∆x

[
0

hi+1/2[[b]]i+1/2 + hi−1/2[[b]]i−1/2

]
This scheme is termed as the first-order well-balanced (WB1) scheme in the remaining part of this paper.

Lemma 3.3. The WB1 scheme (3.6) is a first-order approximation of the shallow water system (1.2) and it
preserves the discrete steady state (3.4).

Proof. The first-order accuracy of (3.6c) is easily verified. Since (3.4) imply that [[P̃ ]]i+1/2 ≡ 0 for all i, the
diffusion operator (3.6a) drops out, and we continue as in the proof of Theorem 2.4(iii) to find that

d

dt
hi ≡ 0,

d

dt
(hiui) ≡ 0.
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Remark 3.4. While defining the ES1 scheme (2.16c), we used a diffusion operator defined in terms of the
energy variables V . The resulting scheme was energy stable and preserved the lake at rest (2.10a). In order
to preserve the more general discrete steady states (3.4), we need to use a diffusion operator (3.6a) defined in
terms of the equilibrium variables P . The resulting scheme preserves the steady state (3.4). However, it might
not be energy stable.

3.3. Second-order numerical diffusion. The WB1 scheme (3.6c) is first-order accurate. To achieve second-
order accuracy, one needs to invoke a reconstruction procedure like the one described in Section 2.5 for the ES2
scheme. The reconstruction must be performed in the equilibrium variables P in order to preserve the discrete
steady states (3.4). A minmod limiter similar to (2.18) is applied to the staggered equilibrium variables P̃ to
obtain reconstructed values P̃ r

i , P̃ `
i . We omit the details as they are exactly the same as in Section 2.5. The

resulting diffusion matrix is

(3.7a) DWB2
i+1/2 = Ri+1/2|Λi+1/2|R−1

i+1/2(ŨP )i+1/2,

where R, Λ and ŨP are as before. The resulting scheme is

(3.7b)
d

dt
Ui = − 1

∆x

(
FWB2

i+1/2 − FWB2
i−1/2

)
− g

2∆x

[
0

hi+1/2[[b]]i+1/2 + hi−1/2[[b]]i−1/2,

]
where the numerical flux is

(3.7c) FWB2
i+1/2 = FEC

i+1/2 −
1
2
DWB2

i+1/2

(
P̃ `

i+1 − P̃ r
i

)
,

and FEC
i+1/2 is the energy conservative flux defined in (2.7). This scheme is termed WB2 scheme.

Lemma 3.5. The WB2 scheme is second-order accurate and preserves the discrete steady state (3.4).

We omit the proof as it is very similar to the proof of Lemma 3.3. The key fact used in the proof is that the
reconstruction is done with the equilibrium variables.

Remark 3.6. The WB1 and WB2 schemes are easy to implement and computationally inexpensive. In partic-
ular, the equilibrium variables P are computed from by evaluating them at each time step from the conservative
variables U . We emphasize that no algebraic equations are to be solved in either the reconstruction or the
evolution step of these schemes.

3.4. Numerical experiments with moving equilibrium states. We consider a series of numerical experi-
ments proposed in [41] and reported in [28].

3.4.1. Subsonic steady state. The domain is [0, 20] and the bottom topography is given by (2.13). The initial
conditions are

pi ≡ 22.07, Mi+1/2 ≡ 4.42 ∀ i.

We use g = 9.812. The resulting states are subsonic for the whole domain. The configuration of this problem is
given in Figure 7. The algebraic relation (3.2) is solved using a Newton solver. We compute solutions with the
EC scheme (2.8), the WB1 scheme (3.6c) and the second-order WB2 scheme (3.7b) and present the L1 errors
in height at time t = 1.5 on a sequence of meshes in Table 2. For the sake of comparison, the results obtained
with a standard Roe scheme are also presented. The table clearly shows that the EC, WB1 and WB2 schemes
are well-balanced and preserve the subsonic state to machine precision. The Roe scheme produces large errors
(note that these errors are much larger than those obtained for the lake at rest in Table 1). Furthermore, it is
only first-order accurate on this moving steady state.

3.4.2. Perturbed subsonic steady state. As for the lake at rest, we will study the efficiency of the well-balanced
schemes by perturbing the subsonic steady state. The initial conditions are the same as the previous experiment
but with a perturbation of the height by a magnitude of +0.01 in the region |x− 6| < 1/4. The perturbation is
similar to the one considered in (2.14). The solutions computed at time t = 1.5 with 200 mesh points are shown
in Figure 8. For clarity, we present the deviations from the subsonic steady state. The exact solution breaks
into two waves, one moving to the left and the other to the right. The Figure 8 shows that the standard Roe
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Figure 7. Initial surface level for the subsonic steady state.

N Roe EC WB1 WB2
50 1.37e-1 0 8.88e-17 8.88e-17
100 7.59e-2 0 2.22e-16 2.22e-16
200 4.06e-2 2.22e-17 1.55e-16 1.55e-16
400 2.10e-2 1.78e-16 1.33e-16 1.33e-16

Table 2. The L1 error in height for the subsonic steady state with different schemes on a
sequence of N mesh points at time t = 1.5.

scheme fails to resolve the solution correctly and creates spurious waves as well as oscillations. Furthermore,
these errors are an order of magnitude greater than the strength of the perturbation. This is to be expected as
this scheme is not well-balanced.

The EC scheme captures the waves quite sharply but with unacceptably large post-shock oscillations. The
oscillations are dampened considerably (but not entirely, with some very small residual oscillations) in the WB1
scheme, but the waves are smeared. The WB2 scheme increases the accuracy quite a bit and gives the best
numerical results.
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Figure 8. Perturbed subsonic moving steady state at t = 1.5

3.4.3. Transonic steady state. Next, we consider the same domain and bottom topography as in the previous
experiment and the initial conditions

pi ≡
3
2
(mg)2/3 +

g

5
, Mi+1/2 ≡ m ∀ i,
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with m = 1.53 and g = 9.812. The solution is a steady state that is part subsonic (on the left of the domain)
and part supersonic (on the right) with a smooth transition in the middle of the domain (see Figure 9). This
steady state is hence transsonic. We compute with the Roe, EC, WB1 and WB2 schemes up to time t = 1.5

0 5 10 15 20
0

0.2

0.4

0.6

0.8

1

Figure 9. Initial surface level of the transsonic steady state.

and present L1 errors in height in Table 3. As expected, the EC, WB1 and WB2 are all well-balanced and lead
to very small errors, whereas the Roe scheme leads to unacceptably large errors.

N Roe EC WB1 WB2
50 1.42e-1 3.29e-15 3.51e-15 3.02e-15
100 7.41e-2 3.63e-14 1.63e-14 9.17e-15
200 3.79e-2 2.92e-14 2.16e-14 1.60e-14
400 1.92e-2 3.32e-14 2.43e-14 9.00e-15

Table 3. The L1 error in height for the transsonic steady state with different schemes on a
sequence of N mesh points at time t = 1.5

3.4.4. Perturbed transonic steady state. We perturb the above transsonic steady state by adding +0.01 to height
in the region |x− 6| < 1/4. All the other conditions are identical to the previous experiment. The results with
the Roe, EC, WB1 and WB2 schemes are shown in Figure 10. We show the deviation from the transsonic
steady state. We see that the Roe scheme produces spurious solutions. The EC scheme captures the small
perturbations quite well, but with oscillations. The oscillations are reduced considerably with the first-order
WB1 scheme but the waves are smeared. The high diffusion is demonstrated in the reduction of maximum wave
height as compared to the EC scheme. Furthermore, there are small amplitude oscillations even with the WB1
scheme in this case. The WB2 scheme increases the sharpness and the wave height. Thus, the best numerical
results at this resolution are obtained with the WB2 scheme. The results are very similar to those obtained
with the subsonic steady state.

4. The two-dimensional problem

We consider the shallow water equations in two space dimensions given by (1.1). The energy preservation is
given by the identity (1.6). The most interesting steady state in two space dimensions is the lake at rest given
by (1.11). Our aim is to design numerical schemes that are energy preserving (energy stable) and preserve a
discrete version of the lake at rest (1.11).
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Figure 10. Perturbed transonic moving steady state at t = 1.5 using 200 mesh points.

4.1. Energy stable schemes. First, we extend the one-dimensional EC scheme (2.8) to two space dimensions.
The extension is quite straightforward and follows the approach of [9]. The following notation is used:

ai+1/2,j =
ai,j + ai+1,j

2
, ai,j+1/2 =

ai,j + ai,j+1

2
,

[[a]]i+1/2,j = ai+1,j − ai,j , [[a]]i,j+1/2 = ai,j+1 − ai,j .

We define the following fluxes and sources, which are straightforward generalizations of their one-dimensional
counterparts (2.7)

(4.1)

FEC
i+1/2,j =

 hi+1/2,jui+1/2,j

hi+1/2,j

(
ui+1/2,j

)2 + g
2 (h2)i+1/2,j

hi+1/2,jui+1/2,jvi+1/2,j

 , GEC
i,j+1/2 =

 hi,j+1/2vi,j+1/2

hi,j+1/2ui,j+1/2vi,j+1/2

hi,j+1/2

(
vi,j+1/2

)2 + g
2 (h2)i,j+1/2

 ,

SEC
i,j =


0

1
2∆x

(
hi+1/2,j [[b]]i+1/2,j + hi−1/2,j [[b]]i−1/2,j

)
1

2∆y

(
hi,j+1/2[[b]]i,j+1/2 + hi,j−1/2[[b]]i,j−1/2

)
 ,



22 U. S. FJORDHOLM, S. MISHRA, AND E. TADMOR

The resulting two-dimensional scheme is then

(4.2)
d

dt
Ui,j = − 1

∆x

(
FEC

i+1/2,j − FEC
i−1/2,j

)
− 1

∆y

(
GEC

i,j+1/2 −GEC
i,j−1/2

)
− SEC

i,j .

We denote this scheme as the two-dimensional EC scheme. The properties of this scheme are summarized below.

Theorem 4.1. The EC scheme (4.2) satisfies the following.
(i) Accuracy: It is a second-order accurate approximation of the two-dimensional shallow water equations

(1.1).
(ii) Energy conservation: It is energy conservative, satisfying the discrete energy identity

d

dt
Ei,j +

1
∆x

(
Ĥi+1/2,j − Ĥi−1/2,j

)
+

1
∆y

(
K̂i,j+1/2 − K̂i,j−1/2

)
= 0,

where the numerical energy fluxes are

Ĥi+1/2,j = 〈V i+1/2,j , Fi+1/2,j〉 −Ψi+1/2,j − ghi+1/2,j [[u]]i+1/2,j [[b]]i+1/2,j ,

K̂i,j+1/2 = 〈V i,j+1/2, Gi,j+1/2〉 − Φi,j+1/2 − ghi,j+1/2[[v]]i,j+1/2[[b]]i,j+1/2,

where

Vi,j =

g(hi,j + bi,j)−
u2

i,j+v2
i,j

2
ui,j

vi,j

 , Ψi,j =
1
2
gui,jh

2
i,j , Φi,j =

1
2
gvi,jh

2
i,j .

(iii) Well-balanced: It preserves the discrete lake at rest steady state

(4.3) ui,j ≡ 0, vi,j ≡ 0, hi,j + bi,j ≡ Constant.

The proof of the above theorem is similar to the proof of Theorem 2.3 and we omit it here. The structure of
the energy preserving fluxes and the source in (4.1) is essential in the proof.

As observed in the one dimensional case, the energy conservative EC scheme needs to be combined with
suitable numerical diffusion operators to dampen oscillations and maintain energy stability. Furthermore, the
energy stable scheme should preserve a discrete version of the lake at rest (4.3). We extend the numerical
diffusion operator (2.16a) to two space dimensions to construct such a scheme. The extension follows the
approach of [9] and involves the following matrices,

(4.4)

Rx
i+1/2,j =

1√
2g


1 0 1

ui+1/2,j −
√

ghi+1/2,j 0 ui+1/2,j +
√

ghi+1/2,j

vi+1/2,j

√
ghi+1/2,j vi+1/2,j

 ,

Ry
i,j+1/2 =

1√
2g


1 0 1

ui,j+1/2 −
√

ghi,j+1/2 ui,j+1/2

vi,j+1/2 −
√

ghi,j+1/2 0 vi,j+1/2 +
√

ghi,j+1/2

 ,

and

|Λx
i+1/2,j | = diag

(∣∣ui+1/2,j −
√

ghi+1/2,j

∣∣, ∣∣ui+1/2,j

∣∣, ∣∣ui+1/2,j +
√

ghi+1/2,j

∣∣) ,

|Λy
i,j+1/2| = diag

(∣∣vi,j+1/2 −
√

ghi,j+1/2

∣∣, ∣∣vi,j+1/2

∣∣, ∣∣vi,j+1/2 +
√

ghi,j+1/2

∣∣) .

The numerical fluxes are given by

(4.5)
FES1

i+1/2,j = FEC
i+1/2,j −

1
2
Rx

i+1/2,j |Λ
x
i+1/2,j |(R

x
i+1/2,j)

>[[V ]]i+1/2,j

GES1
i,j+1/2 = GEC

i,j+1/2 −
1
2
Ry

i,j+1/2|Λ
y
i,j+1/2|(R

y
i,j+1/2)

>[[V ]]i,j+1/2
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where FEC
i+1/2,j and GEC

i,j+1/2 are defined in (4.1). The resulting scheme is given by

(4.6)
d

dt
Ui,j = − 1

∆x

(
FES1

i+1/2.j − FES1
i−1/2,j

)
− 1

∆y

(
GES1

i,j+1/2 −GES1
i,j−1/2

)
− SEC

i,j ,

where SEC
i,j is the discretized source in (4.1). We refer to this scheme as the two-dimensional ES1 scheme. The

properties of this scheme are summarized below.

Theorem 4.2. The ES1 scheme (4.6) satisfies the following.

(i) Accuracy: It is a first-order accurate approximation of the two-dimensional shallow water equations (1.1).
(ii) Energy Stability: It satisfies the discrete energy inequality:

d

dt
Ei,j +

1
∆x

(
Ĥi+1/2,j − Ĥi−1/2,j

)
+

1
∆y

(
K̂i,j+1/2 − K̂i,j−1/2

)
≤ 0.

The numerical fluxes Ĥ and K̂ are defined as in theorem 4.1.
(iii) Well-balanced: It preserves the discrete lake at rest steady state

(4.7) ui,j ≡ 0, vi,j ≡ 0, hi,j + bi,j ≡ Constant.

The proof of the above assertions follow in a similar way as the proof of Theorem 2.4, and so we omit the
details.

The two-dimensional ES1 scheme can be extended to second-order accuracy by using the approach of recon-
structing in terms of the energy variables, as described in Section 2. This approach leads to a second-order
accurate scheme that preserves the discrete lake at rest. We denote this second-order scheme as the two-
dimensional ES2 scheme.

Figure 11. Water level and bottom topography for the two-dimensional lake at rest.

4.2. Numerical experiments.
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4.2.1. Two-dimensional lake at rest. We consider the configuration used in [25, 27] among others and set the
bottom topography to be

b(x, y) = 0.8 exp
(
−5(x− 0.9)2 − 50(y − 0.5)2

)
in the domain (x, y) ∈ [0, 2]× [0, 1]. We use the lake at rest initial condition

h + b ≡ 1, u ≡ v ≡ 0.

The gravitational constant is set to g = 9.812. The configuration is shown in Figure 11.
We compute with standard Roe, EC, ES1 and ES2 schemes on a sequence of meshes up to t = 1 and show

the L1 errors in height in Table 4. The table clearly shows that the EC, ES1 and ES2 preserve the steady states
quite close to machine precision, whereas the standard Roe scheme produces large errors.

N Roe EC ES1 ES2
50 1.71e-1 2.30e-15 2.95e-15 3.53e-15
100 8.73e-2 3.50e-14 3.48e-15 5.76e-15
200 5.81e-2 2.06e-11 3.95e-15 4.70e-15

Table 4. The L1 error in height for the two-dimensional lake at rest with different schemes
on a sequence of 2N ×N meshes at time t = 1

4.2.2. Perturbed two-dimensional lake at rest. Next, we consider a small perturbation to the above lake at rest
by perturbing the height by +0.01 in the region x ∈ [0.1, 0.2]. The solutions computed by the ES1 scheme
and ES2 scheme on a 600 × 300 mesh are shown in Figure 12. The solution exhibits complex features: It
consists of both left- and right-going waves. As the right-going wave moves over the hump in the bottom, the
middle part of the wave slows down and rises. The resulting wave patterns are quite intricate and consists of
waves of different magnitudes. The left going wave hits the boundary at time t = 0.03 and we use Neumann
type boundary conditions (based on zero order extrapolation [24]) to ensure that the wave leaves the domain
without numerical reflections. The figure shows that the first-order ES1 scheme captures the complex solution
features qualitatively but smears them considerably. The second-order ES2 scheme is much more accurate
and approximates the solution quite well. The results are comparable to those obtained in [25, 27] and other
references therein.

Remark 4.3. The above discussion focuses on the lake at rest in two space dimensions. As in the one
dimensional case, it is natural to ask about interesting moving equilibrium states in two space dimensions.
However, there exist a large variety of such steady states like jets, rotational flows and others. The subject
of two dimensional moving equilibria as not been investigated in any detail so far. Hence, we omit discussion
about 2-d moving equilibria in this paper and hope to address this topic in the near future.

5. Conclusions

The shallow water equations with bottom topography are considered in both one and two spatial dimensions.
The smooth (weak) solutions of the equations are energy conservative (dissipating). Furthermore, the equations
posses interesting steady states like the lake at rest (1.11) in both one and two space dimensions as well as
general moving equilibrium states in one space dimension. Standard finite volume schemes for the shallow
water equations are not energy conservative (energy stable), nor do they preserve discrete versions of interesting
steady states. As a result, computations involving long time scales and perturbations of steady states are
challenging.

We design a simple finite volume scheme termed the EC scheme (2.8) ((4.2) in two dimensions). This scheme
is second-order accurate and conserves energy. Furthermore, it preserves discrete versions of the lake at rest in
both one and two space dimensions. It also preserves a discrete version of the more general moving equilibrium
state (3.4) in one space dimension. However, the scheme induces unphysical oscillations near shocks due to
energy conservation. Shocks lead to energy dissipation in the continuous problem.
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(a) t = 0.2

(b) t = 0.4

(c) t = 0.6

Figure 12. A simulation of the two-dimensional lake at rest with perturbation using the ES1
and ES2 scheme with 600× 300 mesh points. Left column: ES1; right column: ES2.

The EC scheme can be used as a basis to construct non-oscillatory energy stable schemes that preserve
interesting steady states. Novel diffusion operators based on energy variables lead to energy stable schemes.
Both the first- and second-order accurate versions of these schemes preserve the lake at rest (in both one and
two space dimensions). Constructing a suitable numerical diffusion that preserves general moving equilibrium
states (3.4) in one space dimension is trickier. We propose a diffusion operator based on equilibrium variables.
Combined with the EC scheme, this diffusion operator leads to first- and second-order accurate schemes that
preserve moving equilibrium states.

All the schemes designed in this paper are very simple to implement and computationally cheap. They
require no special design features like hydrostatic reconstructions or solving nonlinear algebraic equations at
each time step. They are natural extensions of the class of schemes proposed in [9] to the case of shallow water
equations with topography. Numerical experiments demonstrating the robustness of the schemes in different
configurations are presented and illustrate their computational efficiency. Given their simplicity of design and
implementation, energy stability and low computational cost, the schemes of this paper appear to be attractive
alternatives for computing flows involving the shallow water equations with realistic bottom topography.
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We plan to extend the energy conservative and energy stable schemes to higher than second order of accuracy
in a forthcoming paper. The approach of this paper will be extended to more complicated models like the multi-
layer shallow water equations, the Euler equations for gas flows in nozzles and MHD equations for stratified
magneto-atmospheres in the future.
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