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A new simulation approach for high Reynolds number turbulent flows is developed,
combining concepts of monotonicity in nonlinear conservation laws with concepts
of large-eddy simulation. The spectral vanishing viscosity (SVV), first introduced by
E. Tadmor [SIAM J. Numer. Anal.26, 30 (1989)], is incorporated into the Navier–
Stokes equations for controlling high-wavenumber oscillations. Unlike hyperviscos-
ity kernels, the SVV approach involves a second-order operator which can be readily
implemented in standard finite element codes. In the work presented here, discretiza-
tion is performed using hierarchical spectral/hpmethods accommodating effectively
anab initio intrinsic scale separation. The key result is that monotonicity is enforced
via SVV leading to stable discretizations without sacrificing the formal accuracy, i.e.,
exponential convergence, in the proposed discretization. Several examples are pre-
sented to demonstrate the effectiveness of the new approach including a comparison
with eddy-viscosity spectral LES of turbulent channel flow. In its current implemen-
tation the SVV approach for controlling the small scales is decoupled from the large
scales, but a procedure is proposed that will provide coupling similar to the classical
LES formulation. c© 2000 Academic Press

1. INTRODUCTION

Thirty years after intense research on large-eddy simulations (LES) of turbulent flows
based on the eddy-viscosity subfilter models [1], there is now consensus that such an
approach is subject to fundamental limitations. It has been demonstrated for a number of
different flows that the shear stress and strain tensors involved in subfilter eddy-viscosity
models have different topological features [2–5]. In particular, it was reported in [4] that the
dynamics of the local energy flux, even in the inertial range, is poorly correlated with the
locally averaged energy dissipation rate, an assumption employed in most eddy-viscosity
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models [6]. To this end,alternativeLES formulations have been investigated based on either
the filtered or the original Navier–Stokes equations.

A filtered non-eddy-viscosity approach is the scale-similarity model, first proposed by
Bardina [7], and its subsequent variants (e.g., [8]). It assumes that the subfilter stress is
proportional to the so-called Leonard stresses, which are expressed in terms of the fil-
tered velocity gradients. Preliminary results with mixed models that include a dissipative
component for numerical stability (e.g., see [9]) have shown significant improvement over
eddy-viscosity models. However, such mixed models are typically computationally more
expensive and their implementation incomplex-geometry flowsis not straightforward. Inde-
pendent of this approach, there has been also an effort to abandon the classical formulation
and employ instead the original (unfiltered) Navier–Stokes equations. In this case, one could
useab initio scale separation (see, for example, [10] and [11]) with an additional assump-
tion for stabilization, or invokemonotonicityvia nonlinear limiters that implicitly act as a
filtering mechanism for the small scales [12–15]. Regarding the latter, the original ideas of
von Neumann and Richtmyer on artificial dissipation motivated Smagorinsky in developing
his model (C. Leith, private communications).

Turbulence simulations usingmonotonicity-preservingschemes have concentrated on
homogeneous turbulence, employing both PPM- and FCT-type algorithms [12, 14], as well
as on wall-bounded flows using FCT-based limiting [16]. Unlike other strictly monotonic
discretizations of nonlinear conservation laws, which are total-variation-diminishing (TVD)
and thus first-order accurate (see theorem of LeVeque and Goodman [17]), the PPM and
FCT algorithms employ nonlinear limiters and guarantee monotonicity locally while pre-
serving at least second-order accuracy in both phase and amplitude [18, 19]. These schemes
honor the weaker total-variation-bounded (TVB) condition which allows for small ampli-
tude oscillations. The intriguing feature of the monotonically integrated LES (or MILES)
approach [14] is the activation of the limiter on the convective fluxes and its role in generat-
ing implicitly a tensorial form of eddy viscosity that acts to stabilize the flow and suppress
oscillations. It was reported in [14] that if the resolution is fine enough to ensure that the cut-
off wavenumber lies in the inertial range, then the simulation results seem to be independent
of the generated viscosity.

In the aforementioned PPM and FCT algorithms for convection, use of nonlinear lim-
iters or reconstruction procedures is in some form equivalent to adding diffusion to
the hyperbolic conservation laws so that entropy dissipation is created and a unique so-
lution is obtained (see Lax [20]). If the discretization lacks entropy dissipation, then
Gibbs oscillations are produced and eventually render the solution unstable. In convection-
dominated high Reynolds number flows the situation is analogous. However, this mech-
anism is implicit and although the induced artificial diffusion may scale with the local
resolution as∝ (1x)s, s> 1, it is an uncontrollable process that may compromise the
solution accuracy. This conflict between monotonicity and accuracy, first analyzed by
Godunov [21], was more recently revisited by Tadmor [22], who has developed thefirst
theoretical resulton the convergence and stability of spectral approximations for non-
linear conservation laws [22]. Specifically, Tadmor introduced artificial dissipation via
the spectral vanishing viscosity (SVV), which is sufficiently large to suppress oscilla-
tions, yet small enough not to affect the solution accuracy. In the context of spectral
discretizations, for example, SVV can be viewed as a compromise between the classi-
cal TVB viscosity approximation and the exponentially accurate yet unstable spectral ap-
proximation.
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The spectral vanishing viscosity approach guarantees an essentially nonoscillatory behav-
ior although some small oscillations ofbounded amplitudemay be present in the solution.
This theory is based on three key components:

1. a vanishing viscosity amplitude which decreases with the mode number;
2. a viscosity-free spectrum for the lower, most energetic modes; and
3. an appropriate viscosity kernel for the high wavenumbers.

If hierarchical discretizations are employed, the combined formulation inherents the afore-
mentioned scale separation attempted by other authors, e.g., in the multiscale variational
method of Hughes [11] or in the nonlinear Galerkin method of Temam [10]. On the other
hand, monotonicity of the TVB kind is preserved, but the high-frequency regularization
employed is controlled by parameters whose range is given directly by the theory. This the-
ory has been extended to spectral collocation discretizations in [23] and to superviscosity
formulations, first by Tadmor [24] and more recently by Ma [25, 26], in order to extend the
range of theviscosity-freespectrum.

All applications of the SVV method so far deal with one-dimensional conservation laws
apart from the work of Andreassenet al. [27], who have used SVV for two-dimensional
simulations of waves in a stratified atmosphere; see also [28] for two-dimensional examples
for the Euler equations. Standard Fourier or Legendre discretizations were employed by
Tadmor and his colleagues while Chebyshev discretization was employed by Andreassen
et al. In the current work, the SVV concept is used in the context of simulating incompress-
ible turbulent flows using multidomain spectral methods, based on the spectral/hpGalerkin
approach (see Appendix I and [29]). The equations used are the unfiltered Navier–Stokes
equations which are enhanced on the right-hand side with a spectral vanishing viscous
operator. For underresolved or marginally resolved simulations, rapid-solution variations
appear as discontinuity as sketched in Fig. 1 and this can be described locally by an invis-
cid Burgers-type equation. For standard Fourier methods and simulations of homogeneous
turbulence, SVV can be thought of as using hyperviscous dissipation that will affect only
the high Fourier modes. This approach has been used successfully, for example, by Borue
and Orszag [4] in achieving high Reynolds number simulations. The proposed method ex-
tends such capability to complex-geometry discretizations using a standard finite element
framework. To this end, superviscous operators are not used, as they cannot be handled in
the standard Galerkin framework that requiresC0 continuity for the trial basis. We note,
however, that discontinuous Galerkin methods can handle high-order SVV operators, but
at higher computational complexity.

It is worth pointing out an important distinction between the classical LES formula-
tion and the currently proposed SVV formulation. In particular, unlike standard large-
eddy formulations where the small-scale dynamics is coupled to the dynamics of the large
scales with explicit contributions from the subgrid scales, in the current implementation the
SVV approach ignores this coupling. This rather strong assumption is also typical of other
monotonicity-based LES approaches; however, in the SVV approach a coupling similar to
eddy viscosity subgrid models can be implemented, and it will be discussed in Section 6.

In the current paper, the SVV method is first extended to spectral discretizations using
general Jacobi polynomials, in single and multiple domains, with solutions of the Burgers
equations compared to previously published results; the emphasis is on the performance
of SVV using multidomains. An SVV-based formulation is then developed for the two-
dimensional Navier–Stokes equation concentrating on preserving spectral accuracy. The
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FIG. 1. Although a well-resolved velocity field may be smooth, when it is underresolved, the discretization
may interpret a variation as a discontinuity. In these cases, SVV may be introduced in order to damp the oscillations
and reproduce a smooth velocity field.

Kovasznay flow [29] is simulated to investigate the effect of the SVV method on the solution
accuracy. Finally, the new method is applied to simulations of the standard three-dimensional
turbulent channel flows at Reynolds numbers 180 and 395 (based on wall shear velocity).
We conclude with a brief discussion on possible extensions of the proposed methodology,
including a strategy for coupling the SVV approach to the dynamics of large scales.

2. THE SPECTRAL VANISHING VISCOSITY METHOD

Tadmor [22] first introduced the concept of SVV using the inviscid Burgers equation

∂

∂t
u(x, t)+ ∂

∂x

(
u2(x, t)

2

)
= 0, (1)

subject to given initial and boundary conditions. The distinct feature of solutions to this
problem is that spontaneous jump discontinuities (shock waves) may be developed, and
hencea classof weak solutions can be admitted. Within this class, there are many possi-
ble solutions, and in order to single out the physically relevant one an additional entropy
condition is applied, of the form

∂

∂t

(
u2(x, t)

2

)
+ ∂

∂x

(
u3(x, t)

3

)
≤ 0. (2)

In practical applications, spectral methods are often augmented with smoothing proce-
dures in order to reduce the Gibbs oscillations [30] associated with discontinuities arising
at the domain boundaries or due to underresolution. However, with nonlinear problems,
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convergence of the Fourier method, for example, may fail despite additional smoothing
of the solution. Tadmor [22] introduced the SVV method, which adds a small amount of
controlled dissipation that satisfies the entropy condition, yet retains spectral accuracy. It
is based on viscosity solutions of nonlinear Hamilton–Jacobi equations, which have been
studied systematically in [31]. Specifically, the viscosity solution for the Burgers equation
has the form

∂

∂t
u(x, t)+ ∂

∂x

(
u2(x, t)

2

)
= ε ∂

∂x

[
Qε

∂u

∂x

]
, (3)

whereε(→ 0) is a viscosity amplitude andQε is a viscosity kernel, which may be nonlinear
and, in general, a function ofx. Convergence may then be established by compactness
estimates combined with entropy dissipation arguments [22]. To respect spectral accuracy,
the SVV method makes use of viscous regularization and Eq. (3) may be rewritten in discrete
form (retainingN modes) as

∂

∂t
uN(x, t)+ ∂

∂x

[
PN

(
u2(x, t)

2

)]
= ε ∂

∂x

[
QN ∗ ∂uN

∂x

]
, (4)

where the star(∗) denotes convolution andPN is a projection operator.QN is a (possibly
nonlinear) viscosity kernel, which is only activated for high wave numbers. In Fourier space,
this kind of spectral viscosity can be efficiently implemented as multiplication of the Fourier
coefficients ofuN with the Fourier coefficients of the kernelQN , i.e.,

ε
∂

∂x

[
QN ∗ ∂uN

∂x

]
= −ε

∑
M≤|k|≤N

k2Q̂k(t)ûk(t)e
ikx,

wherek is the wavenumber,N the number of Fourier modes, andM the wavenumber above
which the SVV is activated.

Originally, Tadmor [22] used

Q̂k =
{

0, |k| ≤ M
1, |k| > M,

(5)

with εM ∼ 0.25 based on the consideration of minimizing the total variation of the nu-
merical solution. In subsequent work, however, a smooth kernel was used, since it was
found that theC∞ smoothness ofQ̂k improves the resolution of the SVV method. For
Legendre pseudo-spectral methods, Madayet al. [32] usedε ≈ N−1, activated for modes
k > M ≈ 5

√
N, with

Q̂k = e
− (k−N)2

(k−M)2 , k > M. (6)

In order to see the difference between the convolution operator on the right-hand side in
Eq. (4) and the usual viscosity regularization, following Tadmor [33], we expand as

ε
∂
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= ε ∂

2uN

∂x2
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where

RN(x, t) ≡
N∑

k=−N

R̂k(t)e
ikx; R̂k(t) ≡

{
1− Q̂k(t) |k| ≥ M
1 |k| < M.

(8)
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The extra term appearing in addition to the first standard viscosity term makes this method
different. It measures the distance between the spectral (vanishing) viscosity and the standard
viscosity. This term is bounded in theL2 norm similarly to the spectral projection error. In
this paper we refer to the viscosity as vanishing, as the theory requires that

ε ≈ 1

Nθ log N
, θ ≤ 1

and thusε → 0 for high wavenumbers. In more recent work, Tadmor and his collaborators
[23] refer to it as simplyspectral viscosity, but this terminology may be confused with the
one used by Lesieur and his group [34].

At this point it is also instructive to compare the spectral vanishing viscosity to the
aforementioned spectral eddy viscosity introduced by Kraichnan [35] and Chollet–Lesieur
[34, 36]. The latter has the nondimensional form [36]

ν(k/N) = K−3/2
0 [0.441+ 15.2 exp(−3.03N/k)], K0 = 2.1. (9)

Comparing the Fourier analog of this eddy viscosity employed in LES [34] to the viscosity
kernel Qk(k,M, N) introduced in the SVV method, Fig. 2 shows both viscosity kernels
normalized by their maximum value atk = N. For SVV, two different values of the cut-off
wavenumber are considered,

M = C
√

N for C = 0 andC = 5. (10)

FIG. 2. Normalized viscosity kernels for the spectral vanishing viscosity (dashed lineC = 0 and solid line
C = 5) and the Kraichnan/Chollet–Lesieur viscosity (dash-dot line).
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This range has been used in most of the numerical experiments so far (see, for example,
[27, 32]) and is consistent with the theoretical results [22]. In the plot it is shown that, in
general, the two forms of viscosity have similar distributions, but the SVV form does not
affect the first one-third or one-half of the spectrum (viscosity-free portion) and it increases
faster than the Kraichnan/Chollet–Lesieur eddy viscosity in the higher wavenumber range,
e.g., in the second-half of the spectrum.

3. EXPERIMENTS WITH 1-D BURGERS’ EQUATION

One-dimensional results are first presented, applying the SVV method to inviscid Burgers’
equation in order to assess the range of the parameters involved in the viscosity kernel. The
more general multidomain discretization is reviewed in Appendix I, i.e., the spectral/hp
element method. A multidomain implementation for nonlinear hyperbolic problems has
also been reported in [37].2

The Fourier method as well as the spectral/hp element method with SVV is applied to
the periodic inviscid Burgers equation, using

u(x, t = 0) = sin(πx)

as initial conditions. The domain considered extends from−1≤ x ≤ 1, and a smooth kernel
QN is used.

3.1. SVV–Fourier Spectral Method: Results

The SVV method is first briefly presented with the Fourier method, as proposed by Chen
et al. [24a]. Hereε ≈ N−1 andM ≈ 2N1/2 are used, with the Burgers equation integrated
up to timet = 1.0. Figure 3 shows the effect of the SVV method on the 1-D Burgers so-
lution, for different values ofε, with aC∞ kernelQk. It is clear that with the introduction
of SVV, the solution converges strongly inL p for p <∞ (but not uniformly) to the exact
entropy solution, in sharp contrast to the oscillatory behavior of the viscosity-free Fourier
method. A third-order Adams–Bashforth time-stepping scheme is used, with a time step
1t = 0.001. It should be noted that withε = 0 the solution diverges. This is somewhat
obvious from the plot, which shows that as the viscosity amplitude decreasesbelow the
theoretical limit, the amplitude of the oscillations increases significantly. It is also noted
that the aforementionedspectral convergenceis not obvious in this stable, but still wiggly
solution. To recover spectral convergence, further postprocessing is required to eliminate the
still visible Gibbs phenomenon. This, for example, can be obtained by reconstruction as doc-
umented in [38], in conjunction with an edge detection technique; this has been successfully
demonstrated by Gelb and Tadmor [39]. No postprocessing or other type of reconstruction
is necessary at each time step, but only at the final time step, allowing this method to be
particularly efficient.

3.2. SVV–Jacobi Spectral Method: Results

Next, the global spectral method (single domain) is employed usingP = 64 hierarchical
Jacobi modes as the basis (see Appendix I), and repeat the previous experiment. In Fig. 4

2 We thank the anonymous referee for suggesting this unpublished work.
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FIG. 3. Solution of 1-D Burgers’ equation withN = 64 Fourier modes andM = 16= 2
√

N: solid line—very
high resolution (512 modes); circles—ε = 1/N; squares—ε = 1/2N; crosses—ε = 1/5N.

results from these simulations are shown with different values ofε andM used; the Fourier
method forN = 64 is also included for reference. It is clear that asε increases, the amplitude
of oscillations decreases. By increasing the cut-off wavenumberM the amplitude increases,
although the amplitude is more sensitive to changes inε rather thanM .

3.3. SVV–Jacobi Spectral/hp Element Method: Results

Multidomain discretization (see Appendix I) is next investigated with the same test case
performed withK = 2 andK = 3 elements (Fig. 5). For the 2-element caseP = 32 is used,
while the 3-element case usesP = 21. Overall, similar behavior to that with the 1-element
case is noted. For 3 elements (Fig. 5, right), there is improvement similar to that with the
use of the SVV method. Comparing the results of Figs. 4 and 5 reveals that as the number of
elements increases the discretization is more stable even without the incorporation of SVV.

3.4. Conclusion

The numerical experiments with the 1-D Burgers equation indicate stability consistent
with the theory and the suggested range of parameters. The scaling with respect toε andM
is consistent with the theoretical prediction. In the multidomain discretization many more
experiments are required to rigorously define trends that cannot be predicted by the theory.
However, it is evident from these experiments that comparable accuracy may be obtained
using parameterizations similar to those used for the Fourier method.
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FIG. 4. One-element discretization. Top:P = 64;M = 16= 2
√

P. Solid thick line: Fourier discretization—
ε = 1/P; solid thin line: Jacobi discretization—ε = 1/P; dashed line: Jacobi discretization—ε = 1/2P; doted
line: Jacobi discretization—ε = 2/P. Bottom: P = 64;M = 26. Same legend as the plot on the top. (P is the
number of Jacobi modes.)

4. CONVERGENCE FOR 2-D NAVIER–STOKES EQUATIONS

The main discretization steps of the incompressible Navier–Stokes equations are sum-
marized in Appendix II. The main point is that the SVV operator can be treated simi-
larly to the variable viscosity operator in traditional LES [40]. It is noted that the reso-
lution per element (spectral orderP) may vary and so do the SVV parameters. The 2-D
spatial discretization is similar to the 1-D case (see Appendix I) since a tensor product
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FIG. 5. Top: Two-element discretizationP = 32;M = 11= 2
√

P. Solid thick line: Fourier discretization—
ε = 1/P; solid thin line: Jacobi discretization—ε = 1/P; dashed line: Jacobi discretization—ε = 1/2P; doted
line: Jacobi discretization—ε = 2/P. Dash-Dot line: Jacobi discretization—ε = 0. Bottom: Three-element dis-
cretizationP = 21;M = 9= 2

√
P. Same legend as the plot on the top. (P is the number of Jacobi modes per

element.)

rule is employed to obtain the 2-D trial basis including triangular domains (see [29]
for details). Similarly, the one-dimensional formulation of the SVV method may be ex-
tended to two dimensions for quadrilateral and triangular elements by redefining the kernel
Qp as

Qp = e−
(

(px−Px )(px−Px )
(px−Mx )(px−Mx )

+ (py−Py)(py−Py)
(py−My)(py−My)

)
, Mx < px ≤ Px, My < py ≤ Py. (11)
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FIG. 6. Streamline pattern (left) and quadrilateral and triangular mesh (center and right, respectively) for the
Kovasznay flow. Streamwise velocity contours are superimposed on the streamlines pattern.

In order to numerically validate the 2-D methodology, the 1-D Burgers equation was
applied to a 2-D domain, with an initial conditionu(x, y, t = 0) = sin(πx)+ sin(πy), in a
−1≤ x ≤ 1,−1≤ y ≤ 1 domain. For an isotropic mesh, the two directions are identical,
and results identical to the 1-D results were obtained.

In order to evaluate the effect of SVV on the quality of Navier–Stokes solutions, the exact
Kovasznay solution is employed for laminar flow behind a two-dimensional grid (see [29,
Chap. 9]). The solution is a function of the Reynolds number, Re, and is of the form

u = 1− eλx cos(2πy), v = 1

2π
eλx sin(2πy),

whereλ = Re2/2− (Re2/4+ 4π2)0.5. All boundary conditions are Dirichlet conditions,
defined by the above exact solution.

Two domains are employed, one consisting of 8 quadrilateral elements and one consisting
of 2 triangular elements shown in Fig. 6. The computed steady-state streamline pattern is
plotted in Fig. 6 (left) at Re= 40. A parametric study onε andM is conducted, with em-
phasis placed on the effect of the SVV method on the accuracy. The results are summarized
in Table I. UsingK = 1, 4 andK = 8 elements, it is clear that the SVV method either
improves or retains the accuracy of the solution. It is important to note that the addition of
SVV to the Navier–Stokes equations does not affect adversely the convergence rate. Due
to the smooth character of the Kovasznay flow, spectral accuracy may be achieved very
quickly. This is documented in the convergence plot shown in Fig. 7. In order to contrast
the results with the traditional artificial dissipation method, the solution is also computed
by keeping only the first term in Eq. (7). We see that the error decays extremely slowly
in this case. Therefore,the remaining term in the convolution in Eq. (7) is important in
guaranteeing spectral convergence as argued by the theory [22].

This test case is important, as it indicates the minimal effect of the SVV method in smooth
well-resolved regions if the theoretically predicted parameters are used. Furthermore, at low
resolutions, enhanced accuracy is achieved.

5. SVV SIMULATIONS OF TURBULENT CHANNEL FLOWS

The extension of the SVV method to three dimensions is straightforward using tensor
products. The effectiveness of the SVV spectral method is evaluated in the context of
turbulent channel flow. To this end, a Fourier discretization is used along the flow direction
and spectral/hpquadrilateral elements in the cross-flow and wall-normal directions.
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TABLE I

Kovasznay Flow

P Elements ε M L∞ error L2 error H1 error

10 1 (Quads) 0.0 0 0.2182 0.089 0.855
10 1 (Quads) 1/P 5 0.217 0.088 0.85

16 1 (Quads) 0.0 0 0.001164 0.00039 0.0069
16 1 (Quads) 1/P 8 0.00113 0.00038 0.0068

18 1 (Quads) 0.0 0 0.00018 4.99E-5 0.000967
18 1 (Quads) 1/P 9 0.000176 4.98E-5 0.000946

7 4 (Quads) 0.0 0 0.00319 0.014 0.0179
7 4 (Quads) 1/P 4 0.00319 0.014 0.0179

11 4 (Quads) 0.0 0 5.1172E-5 1.93E-5 0.00018
11 4 (Quads) 1/P 7 5.1172E-5 1.93E-5 0.00018

7 8 (Quads) 0.0 0 0.000245 8.57E-5 0.00226
7 8 (Quads) 1/P 3 0.000245 8.57E-5 0.00226

10 1 (Triangles) 0.0 0 0.2062 0.0906 0.817
10 1 (Triangles) 1/P 5 0.2058 0.0904 0.8149

16 1 (Triangles) 0.0 0 0.008 0.00105 0.0224
16 1 (Triangles) 1/P 8 0.0079 0.00105 0.0223

18 1 (Triangles) 0.0 0 0.001749 0.000179 0.0045
18 1 (Triangles) 1/P 9 0.001746 0.000179 0.0045

Note. This smooth solution demonstrates that the addition of spectral vanishing viscosity does not affect
adversely the exponential convergence of the spectral element/hpdiscretization.

5.1. Results at Reτ = 180

Channel flow at Reτ = 180 is simulated, with periodic boundary conditions in the stream-
wise and spanwise directions following the benchmark solutions of Kimet al.[41]. Figure 8
shows the computational domain used, withLx = 5, L y = 2, andLz = 2. Two different
meshes are used; the first one (Table II) hasK = 4 elements in the cross-flow plane, with
uniform P = 21 in all elements. In the streamwise direction 16 Fourier modes are em-
ployed. This translates toaverageresolution of1x+ = 56,1z+ = 26,1y+ = 26. The
second mesh (Table II) hasK = 25 elements in the cross-flow plane, with polynomial

TABLE II

Test Cases for Channel Flow at Reτ = 180

Case Elements ε M P

1 4 0.0 0 21
2 4 1/21 15 21
3 25 0.0 0 21
4 25 1/21 15 21
5 4 1/21 10 21
6 4 1/21 18 21
7 4 1/42 15 21
8 4 2/21 15 21
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FIG. 7. Spectral (exponential) convergence is demonstrated for the exact Kovasznay Navier–Stokes solution
using the SVV method. Plotted with solid line is the maximum pointwise error versus the spectral order (Jacobi
polynomial degree). The dashed line shows the error if the standard artificial dissipation method is followed
corresponding to the first term of the right-hand side in Eq. (7).

FIG. 8. Computational domain for channel flow at Reτ = 180.
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FIG. 9. Cross-flow plane for channel flow at Reτ = 180: Left, mesh 1; right, mesh 2.

order P = 21. This translates toaverageresolution of1z+ = 11,1y+ = 11. The same
resolution is used in the streamwise direction as for mesh 1 (Fig. 9).

In the benchmark DNS of Kimet al. [41], the grid resolution was very fine, with a
192× 129× 160 grid on a domain of 4π × 2× 2π , resulting in1x+ = 12,1z+ = 7 and
a maximum wall-normal spacing of1y+max= 4.4. It was shown that most of the energetic
scales were resolved even though the resolved scales were larger than the Kolmogorov
scale of 2 wall units. As far as other work is concerned, the finest mesh used in [42]
was 1x+ = 35,1z+ = 18,1y+ > 0.5, while in [43] it was1x+ = 17,1z+ = 5.8,
2.1< 1y+ < 10.8. Both simulations were using eddy-viscosity models, and the results
were close to those of the available DNS.

The initial field used in the current work has been interpolated from simulations of earlier
eddy-viscosity spectral LES [40]. A three-dimensional mesh (see Fig. 10) was used con-
sisting ofK = 200 prismatic elements with triangular base in the cross-flow plane, at spec-
tral orderP = 5, for a computational domain ofLx = 13, L y = 2, Lz = 6. The resulting
averageresolution is1x+ = 108,1z+ = 45 and 2.83< 1y+ < 25. A Smagorinsky con-
stant ofcs = 0.032, with a Panton wall damping function [44], was applied. Some details of
this LES approach with a modified subfilter model to account for thesubcellresolution dis-
cretization (in each element) are presented in Appendix III. In the spectral element/hpLES
subcell resolution is possible by increasing the polynomial order, and thus an appropriate
equivalent length scale needs to be defined as shown in Appendix III.

5.1.1. Baseline simulations.First, two simulations are performed for each mesh, one
without SVV, and one withε = 1/P andM = 15; i.e.,M ≈ 3

√
P. The interpolated fields

were integrated in time for 50 convective time units. Statistics were gathered for the last
convective 20 time units. With regard to the mean streamwise velocity profiles, the differ-
ences are rather small and agree with the results of [41]. Here a comparison of turbulence
intensities is presented. In Figs. 11 and 12 all components of turbulence intensities are

FIG. 10. Left: Mesh for Smagorinsky spectral LES. Right: Detail of near-wall mesh.
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FIG. 11. Low-resolution, mesh 1: Turbulence intensities. Doted line—no SVV; solid line—SVV/Filter; dash-
dot—SVV; dashed line–spectral LES; circles—Kreplin and Eckelmann [45] at Reτ = 194.

FIG. 12. High-resolution, mesh 2: Turbulence intensities. Doted line—no SVV; solid line—SVV/filter; dashed
line—spectral LES; circles—Kreplin and Eckelmann [45] at Reτ = 194.
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compared against the experimental results of Kreplin and Eckelmann [45] and against the
spectral LES of [40]. For cases 1 and 2 of Table II (Fig. 11), the turbulence intensities
increase substantially in the streamwise and spanwise directions by introducing SVV, while
in the wall-normal direction the effect is less. The general trend noted is an increase of the
turbulence intensities toward the experimental data of Kreplin and Eckelmann [45], which
were obtained at Reτ = 194. A similar trend is also noted for mesh 2 (Fig. 12), where in
this case the SVV simulation results better match the experimental data.

Also in Fig. 11 simulation results with the SVV approach implemented in all three
directions are compared against the case where the SVV approach is used in the spectral
element planes (cross-flow only) with slight Gaussian filtering applied to the upper one-
third of the Fourier modes in the streamwise direction. This is indicated with the dash-dot
versus the solid line in the plot, respectively. We see that there are some differences, but
the differences with the simulations without the SVV (dot line) are much greater. For the
finer resolution case (Fig. 12) the spectral element planes and there is slight filtering in the
streamwise direction. In this latter case the SVV results are clearly superior to the spectral
LES results of [40].

In Fig. 13, the SVV results for meshes 1 and 2 are plotted against the benchmark DNS
results of Kimet al. [41]. The experimental data and the spectral LES results of [40] are also
included, with the high-resolution SVV simulation being in good agreement with the DNS.

5.1.2. Effects of SVV parameters.Four additional simulations for the low-resolution
(i.e., 4 elements; see cases 5–8 in Table II), were also performed corresponding to variations

FIG. 13. Comparisons with DNS and experiments: Turbulence intensities. Doted line—low-resolution
(mesh 1) SVV; solid line—high-resolution (mesh 2) SVV; dashed line—spectral LES; circles–Kreplin and
Eckelmann [45] at Reτ = 194; Triangles—Kimet al. [41].



38 KARAMANOS AND KARNIADAKIS

FIG. 14. Effect of wavenumber cut-off (low resolution): Turbulence intensities. Solid line—M = 15; dashed
line—M = 18; doted line—M = 10; circles—Kreplin and Eckelmann [45] at Reτ = 194.

of the wavenumber cut-offM and the amplitude of the SVV viscosityε. In Fig. 14 we plot
the results for cases 5 and 6 in Table II corresponding toM = 10 (dot line) andM = 18
(dash line) and compare against the standard case 2 (solid line). The trends with respect to
this parameter are mixed: The streamwise turbulence fluctuations increase with lowering
cut-off and decrease for higher cut-off values and so do the spanwise turbulence fluctuations.
However, this monotonic trend does not hold for the wall-normal turbulence fluctuations. In
Fig. 15 we plot cases 7 and 8 of Table II corresponding toε = 1/42 (dot line) andε = 2/21
(dash line), respectively. Again the trends are mixed for the three different components, but
at least for the streamwise turbulence fluctuations the trends are consistent with the variation
of the wavenumber cut-off. In particular, as the effect of SVV is enhanced, the streamwise
turbulence intensity is closer to the experimental results. Clearly, we cannot draw general
conclusions from these low-resolution simulations and more extensive studies concentrating
on the effects of SVV parameters would provide empirical rules for the selection of optimum
values ofM andε.

5.1.3. Computational cost.With regard to computational complexity and associated
cost, the SVV simulations involve an extra matrix-vector multiply which corresponds to
an overhead of about 1% compared to the cost of simulations without SVV. In contrast, in
spectral eddy-viscosity LES the overhead cost is approximately 25% [40].

5.2. Results at Reτ = 395

A simulation at higher Reτ = 395 is also performed and compared to DNS of Moser
et al.[2] at the same Reynolds numbers. A computational domain of 2πδ × 3× 2 is used in
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FIG. 15. Effect of SVV amplitude (low-resolution): Turbulence intensities. Solid line—ε = 1/21; dashed
line—ε = 2/21; doted line—ε = 1/42; circles—Kreplin and Eckelmann [45] at Reτ = 194.

the streamwise, spanwise, and wall-normal directions, respectively, using the mesh shown
in Fig. 16. A polynomial order ofP = 21 is used, with 64 Fourier modes in the streamwise
direction. The resultingaverageresolution is1x+ = 10,1z+ = 6.5, and1y+ = 11.6 at
the centerline.

FIG. 16. Cross-flow plane for channel flow at Reτ = 395. The spectral order isP = 21.
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FIG. 17. Reτ = 395 simulations and comparisons with DNS: Turbulence intensities. Solid line—SVV; dashed
line–spectral LES; points–Moseret al. [2].

Two simulations are presented, one with SVV and the other one following the classical
LES approach; all discretization parameters are the same in the two simulations. A velocity
field from a previous channel flow simulation at lower Reynolds number was interpolated
to the new mesh. At this Reynolds number and for the resolution used, simulations without
any SVV treatment were not possible; SVV was employed, withε = 1/P and M = 15.
It was compared to LES using the Smagorinsky model withcs = 0.032, and the Panton
wall-damping function in the near-wall region. Figure 17 shows turbulence intensities of the
two simulations, compared with the DNS of Moseret al. Excellent agreement is achieved
between the SVV simulation and DNS; however, the LES is overdissipative in the near-wall
region, while closer to the center line all the simulations converge.

6. SUMMARY AND DISCUSSION

The method presented here may be viewed as analternative LESapproach, in the sense
of directly computing the large energetic scales while controlling the smaller scales via
a spectral vanishing viscous (SVV) operator. The new second-order convolution operator
introduced in the Navier–Stokes equations is parameterized by an amplitudeε and a spectral
kernelQ. The latter selects which portion of the spectrum will be viscosity-free and which
portion will be in the dissipative subrange. Both parameters depend on the local resolution,
i.e., the number of modes. Their range is given by a theory for nonlinear conservation laws,
first developed by Tadmor [22] and used mostly in solutions of 1-D and 2-D hyperbolic
problems [28].
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The new method can also be viewed as a hybrid approach between monotonicity-
preserving schemes (like the PPM and FCT algorithms) and nonlinear Galerkin methods
where the large and small scales are separated explicitly. Both of these schemes have been
proposed as alternative LES for turbulence, and preliminary results have been encouraging
[14, 16]. The important difference in the stability of the proposed SVV spectral/hpmethod
is that it is based on theoretical framework, even for the nonlinear case. Therefore, despite
the extra SVV term in the Navier–Stokes equations, spectral convergence is preserved as
shown in this paper (Section 4) in accordance with the theory.

Compared to traditional eddy-viscosity LES, the new method does not employ filtered
equations, and this eliminates inaccuracies due to commutation errors associated with non-
uniform grids. In addition, its computational complexity is insignificant compared to the
eddy-viscosity or mixed-model LES. With respect to accuracy, the current results indicate
that the SVV simulation results are better than the LES for channel flow, using in both
cases spectral/hpdiscretizations. However, many more numerical experiments are required
to assess the accuracy of SVV simulations in turbulence. One of the problems with the
SVV approach is that the viscosity kernel does not use information from the resolved scales
directly. While this is true in the current implementation, in adaptive p-refinement theP
modes per element will be changing dynamically to resolve the local flow physics. Therefore,
in this case and depending on the implementation details, e.g., adaptive strategy, the SVV
approach will incorporate physics for updating the spectral vanishing viscosity similar to
those of the eddy-viscosity models in traditional LES. Such results will be reported in the
future.

Another approach that will couple the SVV procedure to the dynamics of the flow can
be formulated by considering the viscosity amplitude,

ε = C(x; t)
P

,

to be a function of position and time through the variableC(x; t). This variable can be
selectedadaptivelyby relating it to the dynamics of the flow, i.e., the strain field. More
specifically, the following equation is proposed for Navier–Stokes,

C(x, t) = νe(x; t)
ν

,

whereν is the physical viscosity andνe is the eddy viscosity obtained, for example, by
the Smagorinsky formula enhanced with the Panton modification for correct wall behavior.
Clearly, at regions of low strain rates the effect of SVV is minimized and becomes zero
right at the wall. In regions with high strain rate,C may achieve values larger than 1, which
is consistent with the classical LES premise. The appropriate calibration of such a model
should be tested via systematic simulations of various flows, but here we have revisited
the inviscid Burgers equation presented in Section 3. The analog of the aforementioned
idea is to scale the amplitude viscosity proportional to the magnitude of first derivative
ux, i.e.,

εB ∝ |ux|
|ux|∞

1

N
, (12)

normalized with its maximum pointwise norm. Several such tests have been performed
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FIG. 18. Solution of inviscid Burgers equation using the proposed coupling procedure: Solid line—C =
10|ux|/|ux|∞; dashed line—C = 10.

and a typical result is shown in Fig. 18 for discretization withN = 64 modes. For this
resolution, the Fourier method is unstable without any SVV treatment. Here we obtain
solutions corresponding to constantC = 10 (dash line) and toC based on Eq. (12) and
multiplied by 10. From this preliminary numerical result it can be seen that a better solution
is clearly obtained with the proposed adaptive procedure around the discontinuity, whereas
the smooth region is not affected. This solution is also improved compared to the solution
corresponding toC = 1 shown in Fig. 3.

There are other open questions with the current SVV implementation that require reso-
lution in the near future, which we list in the following:

• What is the relation between the SVV kernel and the hyperviscous kernel, and how is
the quality of solutions affected in simulations of homogeneous turbulence?
• From the numerical point of view, can the SVV approach be extended to collocation

methods and finite-difference methods, and what is the associated cost of computing the
convolution operator?
• Can the SVV method be extended to compressible turbulence simulations, thus elim-

inating the often-used Favre approximate averaging procedure?
• Are the parametersε and M employed in the numerical experiments in the current

paper optimal, and what is their dependence on grid distortion and flow geometry?

Clearly, we do not have a definitive answer to these issues, and some of these questions
are more difficult to answer than others as the preliminary simulation results of section 5.1.2
suggest. The one-dimensional version has already been extended to collocation methods
[32], and the fact that the SVV is a second-order operator allows a straightforward imple-
mentation in finite element codes unlike hyperviscous kernels. On the other hand, at present
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it is not clear how to develop rigorously the SVV method for finite difference methods
avoiding the current empiricism, although some progress on this front has been made by
employing similar ideas [47]. With regard to the parameter range, it is clear that studies
more systematic than the ones presented in Section 5.1.2 are needed to answer questions of
optimality and dependence on the flow geometry.

APPENDIX I

The Spectral/hp Method

The main discretization concepts of the spectral/hp method are reviewed in the context
of the 1-D inviscid Burgers equation enhanced with the SVV second-order operator. The
objective is to introduce the hierarchical trial basis of the method which is derived from
Jacobi polynomials and to discuss some of the implementation details.

Equation (1) is considered, in a domain−1≤ x ≤ 1, with a Dirichlet boundary condition
and a Neumann boundary condition; i.e.,u(−1, t) = g, u′(1, t) = h. The initial condition
is a sine waveu(x, 0) = sin(πx). The residual of Eq. (3) is

R(u) =
∫
Ä

w

[
ε
∂

∂x

[
Qε

∂u

∂x

]
− ∂

∂t
u(x, t)− ∂

∂x

(
u2(x, t)

2

)]
dx, (13)

whereu is thetrial solution, the set of which is denoted byS, andw ∈ V is a test function.
Each test function should satisfyw(−1) = 0 and be homogeneous on a Dirichlet boundary.
Here the spaces are defined as

S= {u | u ∈ H1, u(−1) = g}, V = {w | w ∈ H1, w(−1) = 0}.

Integrating Eq. (13) once by parts and settingR(u) = 0 give

εw(1)Qεh−
∫
Ä

εw′Qεu
′ dx−

∫
Ä

w

[
∂

∂t
u(x, t)+ ∂

∂x

(
u2(x, t)

2

)]
dx = 0.

Introducing the notation

a(w, u) =
∫
Ä

εQε

∂w

∂x

∂u

∂x
dx,

(14)

f (w) = −
∫
Ä

w

[
∂

∂t
u(x, t)+ ∂

∂x

(
u2(x, t)

2

)]
dx,

the above equation may be rewritten as

a(w, u) = f (w)+ εQεw(1)h. (15)

Searching for solutions in finite subspaces, i.e.,Sh(Sh ⊂ S),Vh(Vh ⊂ V), Eq. (15) may be
rewritten as

a(wh, uh) = (wh, f )+ εQεw
h(1)h. (16)
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Thus, the functionuh is decomposed into a known component,uhD, which satisfies the
Dirichlet boundary condition and lies in the trial space, and an unknown term,uhH , which
lies in the test space and is zero on the Dirichlet boundary; i.e.,uh = uhD + uhH . By
reducing an infinite-dimensional problem to ann-dimensional one, each member ofSh and
Vh is represented by a set ofn basis functions(φ1, φ2, . . . , φn), φp(0) = 0, admitting all
linear combinations; i.e.,wh = c1φ1+ c2φ2+ · · · cnφn. Also,uh = uhD + uhH = gφn+1+∑n

p=1 dpφp, φn+1(0) = 1. Substitutinguh for u andwh for w, Eq. (16) takes the form

n∑
p=1

cpGp = 0,

where

Gp =
n∑

q=1

a(φp, φq)dq − (φp, f )− εQεφp(1)h+ a(φp, φn+1)g.

Since this is true for anycp, Gp is necessarily equal to 0 and the above equation may be
rewritten as

∑
p

(
n∑

q=1

εQεdqφ
′
pφ
′
q − φp f − εQεφp(1)h+ εQεφ

′
pφ
′
n+1g

)
= 0. (17)

Equivalently to the Fourier representation of Tadmor [22],QN (which will replaceQε in
the above expression) may be approximated by a kernelQp, of the form

Qp = e−
(p−P)(p−P)

(p−mp)(p−mp) , mp < p ≤ P. (18)

In essence, the multiplication of Fourier coefficients, in the Fourier method, is translated
into a multiplication of modal coefficients, hence an introduction of dissipation at the high
modes. Equation (17), therefore, takes the form

∑
p

(
n∑

q=1

dqεQpQqφ
′
pφ
′
q − φp f − εQpφp(1)h+ εQpQn+1φ

′
pφ
′
n+1g

)
= 0. (19)

The computational domain is subsequently divided into a number of elementsk. On
each element, a set of local functions is introduced that providepth order accuracy for the
solution over thekth element. In spectral/hpmethods, these local functions are calledbasis
functionsand are invariably polynomials.

The modal expansions adopted in this work are Jacobi polynomials,Pα,β
p (x) [29]. Jacobi

polynomials are the family of polynomial solutions to a singular Sturm–Louiville problem
and, for−1< x < 1, can be written as

d

dx

[
(1− x)1+α(1+ x)1+β

d

dx
up(x)

]
= λp(1− x)α(1+ x)βup(x),

with up(x)= Pα,β
p (x), λp =−p(α+ β + p+ 1). Jacobi polynomials have the
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orthogonality property∫ 1

−1
(1+ x)β(1− x)αPα,β

p (x)Pα,β
q (x) dx = Cδpq

with C depending onα, β, p. Thus, Pα,β
p (x) is orthogonal to all polynomials of order

less thanp when integrating with(1+ x)β(1− x)α and the modal expansion basis is then
defined as

φp(ξ) = 1

4
(1− ξ)(1+ ξ)P1,1

p−2(ξ), 0< p < P

φ0(ξ) = 1− ξ
2

, p = 0 (20)

φP(ξ) = 1+ ξ
2

, p = P

in the standard intervalÄ = {ξ | −1< ξ < 1}.
Unlike the nodal basis where every basis function is anNth-order polynomial, in the

modal basis there is a hierarchy of modes starting from the linear, proceeding with the
quadratic, cubic, etc. (Fig. 19).

Returning to the Burgers equation, Eq. (17) may be rewritten in matrix form as

[ A]x
¯
= B

¯
B
¯
= φp f + εQpφp(1)h− εQpQn+1φ

′
pφ
′
n+1g

(21)
[ A] = εQpQqφ

′
pφ
′
q

x
¯
= dq,

where[ A]k
pq =

∫
Äk εQpQqφ

′
pφ
′
q dx.

So far only one element has been considered and thus convergence depends solely on the
increase in the polynomial order. Extending the above to multiple element domains with
varying coordinate systems requires a procedure to transform the elemental matrices [A],
x
¯
, B

¯
to their equivalent submatrices in the global multielement domain. The global element

FIG. 19. Shape of modal expansion modes for a polynomial order of polynomial orderP = 5.
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FIG. 20. Schematic of direct stiffness summation of local matrices to form the global matrixA.

Äg can be mapped to any elemental (or local) domainÄl via the transformationXe(ξ)

which expresses the global coordinatex in terms of the local coordinateξ ; i.e.,

x = Xe(ξ) = 1− ξ
2

xe−1+ 1+ ξ
2

xe, ξ ∈ Äg.

Therefore, the global expansion basis takes the form

8p(x) = φ(Xe(ξ)),
(22)

8′p(x) =
∂8

∂x
= φ′p(ξ)

∂ξ

∂x
,

where∂ξ
∂x = J−1, with J the Jacobian. Once all the local matrices have been transformed to

global submatrices they need to be assembled, by summing contributions from the elemental
matrices. The procedure is illustrated in Fig. 20.

Matrix [ A] is banded as a result of using local basis functions, with its nonzero entries
located in theN diagonals above and below the main diagonal. Each element is placed on
the matrix, as shown in Fig. 20, with the edges of each element added to the neighboring
elements. Due to the Galerkin approximation, matrix [A] is also symmetric and positive
definite.

The main aspects of spectral/hpmethod have been presented through the example of the
solution of a 1-D Burgers equation. This may be summarized as:

1. Determine the number of elements and the number of modes.
2. Determine the global coordinatesx.
3. Determine the local to global transformation matrix.
4. Calculate the elemental matrices [A], x

¯
, B

¯
for each element and transform the ele-

mental matrices to global sub-matrices.
5. Assemble the global matrices.
6. Solve the system of equations [A]x

¯
= B

¯
.

7. Form the solutionu(x) =∑nnel−1
k=0

∑nm−1
i=0 ûi8i (x).

It should be mentioned that when the Dirichlet boundary conditions are used, the rows
and columns containing the corresponding Dirichlet boundary points are not included
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when inverting the matrix [A], since they have been condensed out and are included
in B

¯
.

APPENDIX II

Time-Stepping Scheme

For the temporal discretization of the Navier–Stokes equations we use a standard Adams–
Bashforth/Crank–Nicolson algorithm (a theta scheme) with an improved pressure boundary
condition to enhance the temporal accuracy [48], as

V̂ − Vn

1t
=

Je−1∑
q=0

βq[−(V · ∇)V]n−q

∇2 pn+1 = ∇ ·
(

V̂
1t

)
(23)

ν∇2V∗ − 1

1t (1− θ)V
∗ = −

ˆ̂V + θ
1−θVn

1t
,

where ˆ̂V = V̂ +1t∇ pn+1 and V∗ = (Vn + Vn+1)/2. The pressure equation is supple-
mented with the boundary condition

∂pn+1

∂n
= n ·

− Je−1∑
q=0

βq[(V · ∇)V]

− n ·
Je−1∑

q=0

βq[ν∇ × (∇ × V)]n−q

 .
In order to efficiently implement the SVV method, the SVV termε∇(Qε∇V) may be
included in the Helmholtz equation; therefore, the Helmholtz equation takes the form

ε∇(Qε∇V∗)+ ν∇2V∗ − 1

1t (1− θ)V
∗ = −

ˆ̂V + θ
1−θVn

1t
. (24)

APPENDIX III

Subfilter Model

The spectral LES formulation used is briefly reviewed in the results presented in the
current work as there is a new issue not presented elsewhere before: that of the appropriate
length scale in a multiresolution method as the spectralhpmethod. The equations of motion
for a large-eddy simulation are

∂(ũi )

∂xi
= 0,

∂(ũi )

∂t
+ ∂(ũi ũ j )

∂x j
= − ∂ p̃

∂xi
+ ∂

∂xi

{
(ν + νs)

[
∂ũi

∂x j
+ ∂ũ j

∂xi

]}
, (25)

where the termνs represents the Smagorinsky eddy-viscosity model, defined asνs = l 2
s |S̃|,

with |S̃| = (2S̃i j S̃i j )
1/2 the magnitude of the filtered strain-rate tensor. Here,ls is the

Smagorinsky length scaleor subfilter length scale. It is equal tols = cs1, wherecs is
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the Smagorinsky constant, and1 is the filter width. In structured grids typically1 =
(1x1y1z)

1/3, where1x,1y,1z are the filter widths in each direction. For the spectral/hp
method on quadrilateral and triangular prisms with Fourier expansions along the streamwise
(x direction), the filter width1 has to be defined properly in order to account for thesubcell
resolution. Following the heuristic argument in [49], the polynomial order,P, and resolved
half-wave number,k, are related byP = kπ . A new definition of1 is thus proposed based
on the area of the triangle,A, and the grid spacing,1x, in the Fourier direction, of the form

1 =
(

A

(
π

P

)2

1x

)1/3

. (26)

Numerical experiments with decaying homogeneous turbulence and turbulent channel
flow have justified this choice (see [40, 50]). In the near-wall region, the Panton [44] wall-
damping function is used which follows the correct shear stressy3 asymptotic behavior in
the near wall. Spectral element/hp-LES based on this choice of subfilter behaves similar to
standard LES but because of the dual path of convergence, i.e., reducing the element size or
increasing the polynomial order, more flexibility and better diagnostics of underresolution
are available.
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