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Summary. We introduce a new technique for proving a priori error esti-
mates between the entropy weak solution of a scalar conservation law and
a finite–difference approximation calculated with the scheme of Engquist-
Osher, Lax-Friedrichs, or Godunov. This technique is a discrete counterpart
of the duality technique introduced by Tadmor [SIAM J. Numer. Anal. 1991].
The error is related to the consistency error of cell averages of the entropy
weak solution. This consistency error can be estimated by exploiting a reg-
ularity structure of the entropy weak solution. One ends up with optimal
error estimates.
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1 Introduction

In this paper we consider the following convex scalar conservation laws

∂tu+ ∂xf(u) = 0, in R × R
+,(1.1)

u(., 0) = u0, in R,

with f ∈ C2(R) being strictly convex; without loss of generality we assume
that f(0) = 0. The initial data is supposed to satisfy u0 ∈ L∞ ∩ BV (R)
and especially

(1.2) Um ≤ u0(x) ≤ UM for almost all x ∈ R.

On these conditions it is clear that there exists a uniquely determined entropy
solution in L∞ ∩BV (R × R

+) to (1.1), see, e.g., [11, Theorem 3.1, p. 69].
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A commonly used numerical approximation to the entropy weak solution
is given by a scheme in conservation form with numerical flux g : R

2 → R

satisfying

1. (Monotony) g is non-decreasing with respect to its first argument and
non-increasing with respect to its second argument.

2. g ∈ C1(R2). In particular, g is locally Lipschitz continuous, i.e. for every
compact interval I ⊂ R there exists a constant Lg > 0, depending on I
and f only, such that for all u1, u2, v1, v2 ∈ I

|g(u1, v1) − g(u2, v2)| ≤ Lg
[|u1 − u2| + |v1 − v2|

]
.

3. (Consistency)
g(s, s) = f(s) ∀s ∈ R.

A well-known example for such a numerical flux is the Engquist-Osher
flux which is defined by

(1.3) g(v, w) :=

v∫
0

max{f ′(s), 0}ds+

w∫
0

min{f ′(s), 0}ds.

Let the real line be partitioned by an equidistant grid (xj+1/2)j∈Z with
xj+1/2 := (j + 1/2)∆x. The time axis R

+ is partitioned by an equidistant
grid of grid size ∆t. The numerical scheme then reads as follows.
For i ∈ Z set

(1.4) v0
i :=

1
∆x

xi+1/2∫
xi−1/2

u0(y)dy.

Let (vni )i∈Z be given for n ∈ N. Define

(1.5) vn+1
i := vni − ∆t

∆x

[
g(vni , v

n
i+1) − g(vni−1, v

n
i )
]
.

Set

(1.6) vh(x, t) = vni for (x, t) ∈ [xi−1/2, xi+1/2[×[tn, tn+1[.

We are interested in a priori error estimates for the error between the
numerical approximation vh and the entropy solution u. In an a priori er-
ror estimate the error between the entropy weak solution and a numerical
approximation is bounded by some expression that solely depends on the
entropy weak solution. In contrast, in an a posteriori error estimate the error
is bounded in terms of the numerical approximation which can be used for
designing adaptive methods.
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We want to derive an a priori error estimation technique which takes the
approximation of the continuous flux f by a numerical flux g into account,
that is a technique that relies up on the consistency error which has to be
measured appropriately. Up to now we do not know of any such technique
in the literature.

It is known that for convex conservation laws the rate of convergence in
theL∞(L1) norm is (∆x)1/2, see [16]. However, this technique, which uses
the uniqueness proof of Kruzkov, is in fact an a posteriori technique. It has
been turned by Cockburn and Gremaud [1–3] into an a priori technique, but
it does not give any relation between the numerical flux and the continuous
flux, that is it does not relate the error to the consistency error. However,
such a relation would be needed essentially if one would like to prove er-
ror estimates for higher order schemes like MUSCL schemes which show
convergence rates higher than those for first order schemes in numerical
experiments [14, Example 3.5.10].

A different approach to prove error estimates has been proposed by
Tadmor and co-workers in the last years [27,19–21,28] which utilizes the
uniqueness proof due to Oleinik [22], see also [8, Theorem 3, p. 151]. How-
ever, this Lip+ − Lip′ technique again results in an a posteriori approach
which has been exploited numerically by Kurganov and Karni [13]. We will
cast this method into an a priori technique. It is linked to corresponding tech-
niques for parabolic problems. Let us briefly comment on the techniques to
prove error estimates between the solution of a linear parabolic problem and
the numerical approximation given by some finite element method, see, e.g.,
[7, Chapter 16]. The error accumulation is controlled by the solution of a
backward in time dual problem. Using the continuous dual problem leads
to an a posteriori error estimate while the use of a discrete dual problem
gives an a priori error estimate. This is the main idea behind our technique.
However, since we are in the hyperbolic case and have to deal with possibly
strong nonlinearities, the method is more technical.

Let us assume for a moment that the entropy weak solution u to (1.1) is
smooth, i.e. it is a classicalC1 solution to (1.1). Integration of the differential
equation over [xi−1/2, xi+1/2[×[tn, tn+1[ yields

xi+1/2

—
∫

xi−1/2

u(y, tn+1)dy −
xi+1/2

—
∫

xi−1/2

u(y, tn)dy(1.7)

+λ
[ tn+1

—
∫
tn

f(u(xi+1/2, τ))dτ −
tn+1

—
∫
tn

f(u(xi−1/2, τ))dτ
]

= 0,
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where we used the abbreviation

b

—
∫
a

g(s)ds =
1

b− a

b∫
a

g(s)ds, a, b ∈ R, a < b,

and λ := ∆t/∆x. Set

(1.8) uni :=

xi+1/2

—
∫

xi−1/2

u(y, tn)dy.

Hence, we can rewrite (1.7) as follows

(1.9) un+1
i = uni − ∆t

∆x

[
g(uni , u

n
i+1) − g(uni−1, u

n
i )
]

+Rni (u),

where

Rni (u)(1.10)

=
∆t

∆x

[
g
( xi+1/2

–
∫

xi−1/2

u(., tn),
xi+3/2

–
∫

xi+1/2

u(., tn)
)−

tn+1

—
∫
tn

f(u(xi+1/2, τ))dτ
]

−∆t

∆x

[
g
( xi−1/2

–
∫

xi−3/2

u(., tn),
xi+1/2

–
∫

xi−1/2

u(., tn)
)−

tn+1

—
∫
tn

f(u(xi−1/2, τ))dτ
]
.

Note, that Rni (u) is nothing else than the approximation error between the
numerical flux and the continuous flux. Usually this consistency error comes
up in a pointwise sense, but here it appears in the sense of mean values which
is due to our finite volume point of view.

Using that the scheme (1.5) is monotone under a suitable CFL–condition
we get with the Crandall-Tartar Lemma [4] that the method isL1 contractive
and hence we get for the error en := un − vn the estimate

‖e(., tN )‖l1 :=
∑
i∈Z

∆x|uNi − vNi |

≤
∑
i∈Z

∆x|u0
i − v0

i | +
N−1∑
n=0

∑
i∈Z

∆x|Rni (u)|

≤
∑
i∈Z

∆x|u0
i − v0

i | + O(1),

where in the last inequality we have used a simple Taylor series expansion
up to first order to estimate the consistency error in (1.10).
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Unfortunately, we do not get a convergence rate, i.e. power of ∆x for
the second term. The reason for this is that an order of 1/2 is optimal in
case of linear equations as shown by Tang and Teng [32] and with this
simple approach we can only expect an integer order of convergence. We
have to weaken the sense in which we measure the consistency. As Tadmor
suggested, an appropriate space is Lip′ to measure the consistency in. Lip′
is the dual of Lip which is roughly speaking the space of all L∞ functions
that have bounded difference quotients (for the exact definition see Sect. 2).
In Sect. 4 we shall prove that the following weak error estimate holds (see
Theorem 10)

(1.11) ‖eN‖lip′ ≤ S(tN ) sup
n=0,...,N−1

∥∥∥∥ 1
∆t

Rn(u)
∥∥∥∥
lip′

,

where lip′ is a discrete version of the space Lip′. The factor S(tN ) mea-
sures the stability of the discretization and is related to Oleinik’s entropy
condition. The second factor measures the consistency of the scheme. The
most important point to note is that the consistency errorRn(u) is written in
terms of cell averages. Exploiting regularity properties of the entropy weak
solution we shall show (Proposition 27) that

(1.12)

∥∥∥∥ 1
∆t

Rn(u)
∥∥∥∥
lip′

= O(∆x).

By interpolating between lip′ and bv which are discrete analogies to Lip′
and BV one can control the l1 error and we end up with the well-known
result, see, e.g., [19, Thm. 3.1] or [11, Thm. A.1, p.162]

Theorem 1 Assume the the initial data u0 ∈ Lip+ ∩ BV (R) and that the
entropy solution u to (1.1) with strictly convex f is piecewise smooth and
satisfies the regularity Assumption 24 below (see Sect. 7). The numerical
approximation is defined by the scheme (1.4), (1.5) with the numerical flux
of Engquist-Osher (1.3) where the following CFL–condition is supposed to
hold

(1.13)
∆t

∆x
max

[Um,UM ]
|f ′| ≤ 1

2
.

Then, for all n ∈ N there exists a constant C > 0 depending only on tn, f
and u0 such that

(1.14) ‖un − vn‖l1 ≤ C(∆x)1/2,

where un are the cell averages of the entropy weak solution defined in (1.8)
and the norms and spaces are defined in the next section.
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Remark 2 1. For the ease of presentation we have formulated this result in
case of the Engquist-Osher scheme. However, the explicit form of the
numerical flux enters only at one specific point, see Lemma 14. Hence
one has to check a similar results for a given numerical flux. We indicate
the argumentation for the fluxes of Lax-Friedrichs and Godunov, see
Lemma 15 below.

2. Note, that the error estimate (1.14) can be casted into an error estimate
for the corresponding functions as follows. Define

uh(x, t) = uni for (x, t) ∈ [xi−1/2, xi+1/2[×[tn, tn+1[,

and similarly define vh from (vn)n∈N. It is straightforward to check that
with a constant C > 0

‖u(., t) − uh(., t)‖L1(R) ≤ C∆x|u(., t)|BV (R) ≤ C∆x|u0|BV (R).

Using the triangle inequality, one gets from (1.14)

‖u(., tn) − vh(., tn)‖L1(R) ≤ C(∆x+ (∆x)1/2).

3. If the continuous flux f is linear Tang and Teng [32] have proved that
the order 1/2 is optimal. If f is strictly convex, the case we consider
here, Teng and Zhang [33] proved that for special solutions which are
piecewise constant and consist only of shock discontinuities one can
achieve an order 1 of convergence. Finally, Sabac [23] proved that in
general the order 1/2 is optimal.

4. The condition that u0 ∈ Lip+ means that we exclude the case of initial
data corresponding to an initial rarefaction, that is initial data

u0(x) =
{
ul if x < 0,
ur if x ≥ 0,

with ul < ur, ul, ur ∈ R. Nessyahu and Tassa [21] have modified
Tadmor’s a posteriori approach and have been able to prove in the case
of Lip+ unbounded initial data a convergence rate of the error between
the entropy weak solution of (1.1) and a viscosity approximation of order
O(ε1/2| ln ε|). The main step in their proof is a sharp stability estimate for
|f ′(u(., t)|Lip+ . Up to now, similar results using this duality technique
have not been proven for monotone schemes. We are able to treat this
case within the framework of our a priori technique based upon duality
techniques. If f(w) = cw2 with a positive constant c then we get the
same convergence rate O((∆x)1/2| ln∆x|) for approximations defined
by the Engquist-Osher scheme. However, in the general case we have
only been able to prove the non-optimal convergence rate of O((∆x)1/3),
see [15].
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The rest of this paper is organized as follows. First, we introduce some
notations in Sect. 2. Then, we present a discrete interpolation result (Theo-
rem 7) which guides the further program. In order to apply this interpolation
result, we need a weak error estimate, i.e. an estimate in a negative norm,
see Theorem 10. For this result, we need a stability result of a discrete dual
problem which reduces to Oleinik’s entropy condition for the entropy solu-
tion and the numerical solution, see Sect. 5 and 6. Finally, the weak error
estimate mentioned before gives a relation to the approximation error be-
tween the numerical flux and the continuous flux. This consistency error is
estimated in Sect. 7. In Sect. 8 we put all results together and prove our main
result Theorem 1. We end with a conclusion and an outlook.

2 Notations

We denote spaces of functions by capital letters and spaces of sequences by
lower case letters.

Let I ⊆ R be an open interval. By Lp(I), 1 ≤ p ≤ ∞, we denote
the well-known Lebesgue space of functions f : I → R with finite ‖.‖Lp

norm, see e. g. [9]. Furthermore, we need the set of functions with bounded
variation, see e. g. [9,11], which is defined as follows

(2.1) BV (I) := {f ∈ L1(I)| |f |BV (I) < ∞},
where the BV semi-norm is given by

(2.2) |f |BV (I) := sup
{∫
I

f(x)g′(x)dx
∣∣ g ∈ C1

0 (I), ‖g‖L∞(I) ≤ 1
}
.

Here, C1
0 (I) denotes the set of continuously differentiable functions f :

I → R with compact support (in I). Finally, we need the spaces Lip and
Lip+ which are defined as follows

Lip := {f ∈ L∞(R) | |f |Lip < ∞},
Lip+ := {f ∈ L∞(R) | |f |Lip+ < ∞},

where the corresponding semi-norms are given by

|f |Lip := ess sup
x �=y

∣∣∣∣f(x) − f(y)
x− y

∣∣∣∣ ,
|f |Lip+ := ess sup

x �=y

(
f(x) − f(y)

x− y

)+

, (a)+ := max{a, 0} a ∈ R.
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By N we denote the set of positive integers and by Z the set of integers.
Let (φi)i∈Z be a sequence of real numbers that is associated with a partition
of R into intervals Ii, i ∈ Z, of length ∆x > 0. Define for 1 ≤ p < ∞

(2.3) ‖φ‖lp(∆x) :=
(∑
i∈Z

∆x|φi|p
)1/p

.

The discrete maximum norm is denoted by

(2.4) ‖φ‖l∞(∆x) := sup
i∈Z

|φi|.

We shall need a discrete space of sequences with zero mass. We define

(2.5) l10(∆x) :=

{
(φi)i∈Z ∈ l1(∆x) |

∑
i∈Z

∆xφi = 0

}
.

Moreover, we shall need discrete counterparts of BV , Lip, Lip+, Lip′
and W−1,1 (for the definitions of these spaces see [28]). Define

bv(∆x) := {φ ∈ l1(∆x) | |φ|bv(∆x) < ∞},
lip(∆x) := {φ ∈ l∞(∆x) | |φ|lip(∆x) < ∞},
lip+(∆x) := {φ ∈ l∞(∆x) | |φ|lip+(∆x) < ∞},
lip′(∆x) := {φ ∈ l10(∆x) | ‖φ‖lip′(∆x) < ∞},

w−1,1(∆x) := {φ ∈ l10(∆x) | ‖φ‖w−1,1(∆x) < ∞},
where the norms and semi-norms are defined as follows

|φ|bv(∆x) :=
∑
i∈Z

|φi − φi−1|,

|φ|lip(∆x) := sup
i∈Z

|φi − φi−1|
∆x

,

|φ|lip+(∆x) := sup
i∈Z

(φi − φi−1)+

∆x
, (a)+ := max{a, 0},

‖φ‖lip′(∆x) := sup
ψ∈lip(∆x), |ψ|lip=1

|(φ, ψ)∆x|,

‖φ‖w−1,1(∆x) :=
∑
i∈Z

∆x
∣∣∣ ∑
j≤i−1

∆xφj

∣∣∣,
where we used the abbreviation

(2.6) (φ, ψ)∆x :=
∑
i∈Z

∆x φiψi.
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For ease of notation we shall omit the argument ∆x in the discrete spaces
whenever it is obvious from the context that there is an underlying grid with
grid-size ∆x associated with the sequences.

Subsequently, we shall need a relation between the spaces lip′(∆x) and
w−1,1(∆x). We start with the following result on summation by parts.

Lemma 3 Let φ ∈ l10(∆x) and ψ ∈ l∞(∆x). Then

(2.7) (φ, ψ)∆x = −
∑
i∈Z

(ψi − ψi−1)
∑
j≤i−1

∆xφj .

Proof. Let φ ∈ l10(∆x) and ψ ∈ l∞(∆x) be given. For n ∈ N we get by
using summation by parts

n∑
i=−n

∆xφiψi = −
n∑

i=−n
∆x(ψi − ψi−1)

∑
j≤i−1

φj

+ψn
∑
j≤n

∆xφj − ψ−n−1
∑

j≤−n−1

∆xφj .

Letting n tend to infinity gives the assertion. ��
Using this result we can prove

Lemma 4 If φ ∈ w−1,1(∆x) then φ ∈ lip′(∆x) and

(2.8) ‖φ‖lip′(∆x) ≤ ‖φ‖w−1,1(∆x).

Proof. Let φ ∈ w−1,1(∆x). Then, using summation by parts (Lemma 3)
we get for any ψ ∈ lip

(φ, ψ)∆x = −
∑
i∈Z

∆x
1
∆x

[ψi − ψi−1]∆x
∑
j≤i−1

φj

≤ ‖φ‖w−1,1 |ψ|lip.
Consequently, we have

‖φ‖lip′ ≤ ‖φ‖w−1,1 . ��

3 Interpolation between lip′(∆x) and bv(∆x)

In this section we prove a discrete interpolation results between the spaces
lip′ and bv which is a discrete counterpart of Corollary 3.5 in [27].

One main idea to do so is to interpret sequences of real numbers as
piecewise constant functions (this is not surprising since this is the way
numerical approximations are defined, see (1.6)).

First, we need some relation between BV and bv.
It is easy to prove the following equivalence between |.|BV and |.|bv.
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Proposition 5 Let (ui)i∈Z ∈ bv(∆x) be given. Set

uh(x) := ui for x ∈ [xi−1/2, xi+1/2[, i ∈ Z.

Then,

(3.1) uh ∈ BV (R) and |uh|BV (R) = |u|bv(∆x).
The next result is well-known in the literature, see, e.g., [10, Lemma

6.9].

Lemma 6 Let f ∈ BV (R) and η ∈ R. Then

(3.2) ‖f(.+ η) − f‖L1(R) ≤ |η| |f |BV (R).

Now, we can state our interpolation result between lip′(∆x) and bv(∆x).

Theorem 7 Let e ∈ lip′(∆x)∩bv(∆x). Then, there exists a constantK > 0
independent from ∆x and e such that the following estimate holds

(3.3) ‖e‖l1(∆x) ≤ K‖e‖1/2
lip′(∆x)|e|

1/2
bv(∆x).

Proof. We follow mostly the continuous analogue in [27, Corollary 3.5].
For ease of notation we omit the argument∆x in discrete norms and spaces.

Let ζ ∈ C1
0 (−1, 1) be an even and positive function with

∫
R
ζ = 1. For

δ > 0 set

ζδ(x) :=
1
δ
ζ
(x
δ

)
.

Let φ ∈ l∞ be given. Set φh(x) := φi for x ∈ [xi−1/2, xi+1/2[, i ∈ Z.
Obviously, we have

(3.4) ‖φh‖L∞ = ‖φ‖l∞ and ‖φh‖L1 = ‖φ‖l1 .
Set

φδh := φh ∗ ζδ,
where ∗ denotes the convolution. Define φδ ∈ l∞ by φδi := φδh(xi).

We consider∑
i∈Z

∆xeiφi =
∑
i∈Z

∆xeiφ
δ
i +

∑
i∈Z

∆xei(φi − φδi )(3.5)

=: T1 + T2.

By definition of the lip′ norm we get for T1.

T1 ≤ |φδ|lip‖e‖lip′ .

At this stage it is not clear that |φδ|lip < ∞, but this point will be clarified
in the next step.
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Using the definition of φδi we calculate

φδi − φδi−1 =
∫
R

φh(y)
[
ζδ(xi − y) − ζδ(xi−1 − y)

]
dy

≤ ‖φh‖L∞(R)‖ζδ(xi − .) − ζδ(xi−1 − .)‖L1(R)

≤ ‖φ‖l∞∆x

δ
‖ζ ′‖L1(R).

Hence, we get

(3.6) |φδ|lip ≤ 1
δ
‖φ‖l∞‖ζ ′‖L1(R).

Next, we consider the term T2 in (3.5). Decompose T2 as follows

T2 =
∑
i∈Z

∆xeiφi −
∑
i∈Z

∆xeiφ
δ
i =: T3 − T4.

First, we rewrite the term T4. Let us use the following abbreviation: for
j ∈ Z set Ij := [xj−1/2, xj+1/2[. Using again the definition of φδi and some
substitution we get

T4 =
∑
i∈Z

∆xei
∑
j∈Z

φj

∫
Ij

ζδ(xi − y)dy

=
∑
i,j

∆xeiφj

∫
Ii−j

ζδ(z)dz

=
∑
i,j

∆xei+jφi

∫
Ij

ζδ(z)dz.

Since
∫
R

ζδ = 1 we can continue and estimate

T3 − T4 =
∑
i∈Z

∑
j∈Z

∆x(ei − ei+j)φi
∫
Ij

ζδ(z)dz

=
∑
i∈Z

∑
j∈Z

∆x(eh(xi) − eh(xi+j))φi
∫
Ij

ζδ(z)dz

≤ ‖φ‖l∞
(

sup
|z|≤δ

∑
i∈Z

∫
Ii

|eh(x) − eh(x+ z)|dx
)
‖ζδ‖L1(R).

Using Lemma 6 and Proposition 5 we get

(3.7) T3 − T4 ≤ ‖φ‖l∞δ|e|bv‖ζ‖L1(R).
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Using (3.6) and (3.7) we can estimate∑
i∈Z

∆xeiφi ≤ 1
δ
‖φ‖l∞‖e‖lip′‖ζ ′‖L1(R) + ‖φ‖l∞δ|e|bv‖ζ‖L1(R)

≤ max{‖ζ ′‖L1(R), 1}
(1
δ
‖e‖lip′ + δ|e|bv

)
‖φ‖l∞ .(3.8)

With the choice δ = (‖e‖lip′/|e|bv)1/2 we get

(3.9)
∑
i∈Z

∆xeiφi ≤ K
(‖e‖lip′ |e|bv

)1/2‖φ‖l∞ ,

where K := 2 max{‖ζ ′‖L1(R), 1}.
Assertion (3.3) now follows easily from (3.9)

‖e‖l1 = sup
‖φ‖l∞≤1

∑
i∈Z

∆xeiφi ≤ K
(‖e‖lip′ |e|bv

)1/2
. ��

Remark 8 Note, that this theorem is exactly tailored to our situation. The
sequence e will be replaced by the error between the cell averages of the
entropy weak solution to (1.1) and some numerical approximation at some
time tn, n ∈ N. We will get some consistency error in some weak norm,
namely ‖.‖lip′ , which will give us some power of ∆x. In a higher order
norm, the discrete BV semi-norm |.|bv(∆x), we will get stability.

4 A weak error estimate

We recall that the numerical approximation is defined by

(4.1) vn+1
i := vni − ∆t

∆x

[
g(vni , v

n
i+1) − g(vni−1, v

n
i )
]
,

where the numerical flux is assumed to be in C1. The discrete initial data is
given by

(4.2) v0
i :=

1
∆x

xi+1/2∫
xi−1/2

u0(x)dx, i ∈ Z.

The cell averages (see (1.8)) of the entropy weak solution are supposed
to satisfy

(4.3) un+1
i = uni − ∆t

∆x

[
g(uni , u

n
i+1) − g(uni−1, u

n
i )
]

+Rni (u)

with some error term Rni (u) which will be specified in Sect. 7.
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Set eni := uni −vni . Since the local averaging operator and the continuous
evolution operator are conservative and since the numerical scheme (4.1) is
in conservation form we easily get the following result taking the definition
of the discrete initial data (4.2) into account.

Lemma 9 Let u be the entropy solution to (1.1), (uni )i∈Z its local mean
values at time tn, n ∈ N, defined in (1.8) and (vni )i∈Z the numerical ap-
proximation given by (4.1), (4.2). The error is defined by eni := uni − vni for
i ∈ Z. Then, for all n ∈ N we have

(4.4)
∑
i∈Z

∆xeni = 0.

Furthermore, we have for all i ∈ Z that e0i = 0.

We shall now derive an error equation. Subtracting (4.1) from (4.3) gives

en+1
i = eni − ∆t

∆x

[
g(uni , u

n
i+1) − g(uni−1, u

n
i )

−(g(vni , vni+1) − g(vni−1, v
n
i )
)]

+Rni (u).

Since we assume that the numerical flux g is C1 we can use the mean value
theorem and get

g(u1, u2) − g(v1, v2)

=

1∫
0

∇g(v1 + θ(u1 − v1), v2 + θ(u2 − v2))dθ ·
(
u1 − v1
u2 − v2

)
.

We set

Gn,ji+1/2 :=

1∫
0

∂jg(vni + θ(uni − vni ), vni+1 + θ(uni+1 − vni+1))dθ,(4.5)

where ∂j , j ∈ {1, 2}, denotes the partial derivative of g with respect to the
j-th argument.

Hence, we can continue and get the following error representation for-
mula

1
∆t

[
en+1
i − eni

]
+

1
∆x

[
Gn,1i+1/2e

n
i +Gn,2i+1/2e

n
i+1

−Gn,1i−1/2e
n
i−1 −Gn,2i−1/2e

n
i

]
=

1
∆t

Rni (u).(4.6)
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Multiply (4.6) by∆t∆xφn+1
i , whereφn+1 ∈ l∞ is a test sequence. Then

summation over n = 0, . . . , N − 1 and i ∈ Z gives after some reordering
(which we justify below)

∑
i∈Z

∆xeNi φ
N
i −

∑
i∈Z

∆xe0iφ
0
i +

N−1∑
n=0

∆t
∑
i∈Z

∆xeni

{ 1
∆t

[
φni − φn+1

i

]

+
1
∆x

[
Gn,1i+1/2φ

n+1
i +Gn,2i−1/2φ

n+1
i−1 −Gn,1i+1/2φ

n+1
i+1 −Gn,2i−1/2φ

n+1
i

]}

=
N−1∑
n=0

∆t
∑
i∈Z

∆xφn+1
i

1
∆t

Rni (u).(4.7)

It remains to justify that we can reorder the summation of the terms
coming from the left hand side of (4.6). It is well-known, see, e.g., [10,
Prop. 5.3 and Lemma 5.3], that the entropy weak solution satisfies for all
t > 0

u(., t) ∈ L1(R) and ‖u(., t)‖L∞(R) ≤ ‖u0‖L∞(R),

therefore, the cell averages satisfy for all n ∈ N

un ∈ l1(∆x) ∩ l∞(∆x).

If the CFL–condition

(4.8) λ sup
i∈Z

|f ′(vni )| ≤ 1

holds for all n ∈ N then the numerical approximation defined in (4.1) with
the numerical flux of Engquist and Osher satisfies for all n ∈ N

vn ∈ l1(∆x) and Um ≤ vni ≤ UM , for all i ∈ Z.

From this we conclude that for all n ∈ N and j = 1, 2

en ∈ l1(∆x) and (Gn,ji+1/2)i∈Z ∈ l∞(∆x).

Therefore, the reordering of the summation which leads to (4.7) is justified.

From equation (4.7) we see how we should choose the discrete test
function φn, namely such that the term in curly brackets vanishes, that is
φni should be chosen as solution of a discrete, linear and backward in time
problem. Let (φNi )i∈Z ∈ lip be given. For n = N − 1, . . . , 0 set

(4.9) φni := φn+1
i − ∆t

∆x

[
Gn,1i+1/2(φ

n+1
i −φn+1

i+1 )+Gn,2i−1/2(φ
n+1
i−1 −φn+1

i )
]
.
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Then, using the notation (2.6) and e0 = 0 due to (4.2), the error repre-
sentation formula reduces to

(4.10) (eN , φN )∆x =
N−1∑
n=0

∆t
(
φn+1
i ,

1
∆t

Rni (u)
)
∆x
.

Using Lemma 4 we deduce the following weak error estimate which is
the discrete analogue to [19, Theorem 2.1].

Theorem 10 Assume that the consistency error satisfies Rn(u) ∈ lip′ for
all n ∈ N. Then, the error between the numerical solution defined in (4.1)
and the cell averages of the entropy weak solution to (1.1) at time tN satisfies
the following error estimate:

(4.11) ‖eN‖lip′ ≤ sup
0 �=φN∈lip

(
S(φN )

)
sup

n=0,...,N−1

∥∥∥ 1
∆t

Rn(u)
∥∥∥
lip′
,

where the stability factor S(φN ) is defined by

(4.12) S(φN ) :=
1

|φN |lip
N−1∑
n=0

∆t|φn+1|lip

and φn+1, n = 0, . . . , N − 2, is defined in (4.9) and depends on φN .

Hence, we have to study the stability properties of the discrete dual
problem (4.9) and we have to examine the consistency error Rn(u).

5 Discrete dual problem

In this Section we study the discrete linear backward problem (4.9). Recall,
that for given (φNi )i∈Z ∈ lip we define for n = N − 1, . . . , 0

(5.1) φni := φn+1
i − ∆t

∆x

[
Gn,1i+1/2(φ

n+1
i −φn+1

i+1 )+Gn,2i−1/2(φ
n+1
i−1 −φn+1

i )
]
.

Since we want to estimate |φn|lip let us consider differences of the solu-
tion of the backward problem (5.1). Set zni := φni − φni−1. Then zni satisfies

zni = zn+1
i − ∆t

∆x

[
−Gn,1i+1/2z

n+1
i+1 −Gn,2i−1/2z

n+1
i

+Gn,1i−1/2z
n+1
i +Gn,2i−3/2z

n+1
i−1

]
.(5.2)

This linear difference equation has the following properties.
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Lemma 11 If the CFL–condition

(5.3) 1 − ∆t

∆x

(
Gn,1i−1/2 −Gn,2i−1/2

) ≥ 0

holds, then the scheme (5.2) is monotone, that is zni depends from zn+1
i−1 ,

zn+1
i and zn+1

i+1 in a monotone increasing manner.

Remark 12 If the numerical flux g is the flux of Engquist-Osher, then con-
dition (5.3) is satisfied if

∆t

∆x
max

[Um,UM ]
|f ′| ≤ 1

2
.

That is, we have to strengthen the CFL–condition (4.8) in order to guarantee
that (5.2) is monotone.

For estimating |φn|lip it is sufficient to estimate ‖z‖l∞ . Rewrite (5.2)
with λ = ∆t/∆x as

zni =
(
1 − λ(Gn,1i−1/2 −Gn,2i−1/2)

)
zn+1
i

+λGn,1i+1/2z
n+1
i+1 + λ(−Gn,2i−3/2)z

n+1
i−1 .

Due to the monotony of g and the CFL–condition (5.3) we have

‖zn‖l∞ ≤ sup
i∈Z

[1 + λ(Ani −Ani−1) ]‖zn+1‖l∞

≤ (1 +∆t|An|lip+)‖zn+1‖l∞
≤ exp

(
∆t|An|lip+

)‖zn+1‖l∞ ,

where

(5.4) Ani := Gn,1i+1/2 +Gn,2i−1/2.

Hence, we have proven the following result which is the discrete counterpart
of [27, Theorem 2.2].

Proposition 13 Let φN ∈ lip be given and φn be given by (5.1) for n =
N−1, . . . , 0. LetAni be defined in (5.4). Then the following stability estimate
holds for n ∈ {0, 1, . . . , N}

(5.5) |φn|lip ≤ exp

(
N−1∑
k=n

∆t|Ak|lip+
)

|φN |lip.
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If the numerical flux g in (4.1) is the Engquist-Osher flux we have that

Ani =

1∫
0

f ′(uni + θ(vni − uni ))dθ.

Using the convexity of f and the uniform L∞ bound for un and vn we get

Ani −Ani−1

=

1∫
0

f ′(uni + θ(vni − uni ))dθ −
1∫

0

f ′(uni−1 + θ(vni−1 − uni−1))dθ

≤ max
[Um,UM ]

f ′′
1∫

0

(
(uni + θ(vni − uni ) − (uni−1 + θ(vni−1 − uni−1)

)+
dθ

≤ max
[Um,UM ]

f ′′
1∫

0

(
(1 − θ)(uni − uni−1)

+ + θ(vni − vni−1)
+
)
dθ

=
1
2

max
[Um,UM ]

f ′′
(
(uni − uni−1)

+ + (vni − vni−1)
+
)
.

Therefore, we have proven

Lemma 14 Let the numerical flux in (4.1) be the Engquist-Osher flux. Then,
we have

(5.6) |An|lip+ ≤ 1
2

max
[Um,UM ]

f ′′(|un|lip+ + |vn|lip+
)
,

where An is defined in (5.4).

Therefore, we have reduced the stability problem of the discrete back-
ward problem to a one-sided Lipschitz-estimate for the cell averages of
the entropy weak solution and for the numerical solution. This one-sided
Lipschitz estimate is nothing else than Oleinik’s entropy-condition [22].

Finally, we comment on other numerical fluxes like Godunov’s flux and
the Lax-Friedrichs flux. Let us start with the numerical flux of Lax and
Friedrichs which is defined by, see, e.g., [11, p.111]

g(u, v) =
1
2
[f(u) + f(v)] − ∆x

2∆t
(v − u).

Obviously, we have that g ∈ C2(R2) and

Ani =

1∫
0

f ′(uni + θ(vni − uni ))dθ
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which is the same as for the Engquist-Osher flux and we can proceed as
before.

Godunov’s numerical flux is defined for convex f by, see, e.g., [14, p.70]

g(u, v) =




f(u) u ≥ v, f(u) ≥ f(v),
f(v) u ≥ v, f(u) < f(v),
f(u) u < v, f ′(u) ≥ 0,
f(v) u < v, f ′(v) ≤ 0,

f((f ′)−1(0)) u < v, f ′(u) < 0 < f ′(v).

Hence, Godunov’s numerical flux is Lipschitz continuous, but not globally
differentiable, which means that our assumption g ∈ C1(R2), stated in the
introduction, is not satisfied. However, since it is Lipschitz continuous and
piecewiseC1 we can again apply the mean value theorem to deduce the error
formula (4.6) and the derivatives of the numerical flux in (4.5) are defined
almost everywhere with respect to the two dimensional Lebesgue measure.
In order to write its derivatives in a compact form we introduce two sets

A+ := {(u, v) ∈ R
2|u ≥ v, f(u) ≥ f(v)}

∪{(u, v) ∈ R
2|u < v, f ′(u) ≥ 0},

A− := {(u, v) ∈ R
2|u ≥ v, f(u) < f(v)}

∪{(u, v) ∈ R
2|u < v, f ′(v) ≤ 0}.

The characteristic functions associated with these sets are given by

IA±(u, v) :=
{

1 (u, v) ∈ A±,
0 else.

Hence, we can calculate the derivatives of Godunov’s flux explicitly and get

∂1g(u, v) = f ′(u)IA+(u, v) ≥ 0,
∂2g(u, v) = f ′(v)IA−(u, v) ≤ 0,

where the sign of the derivatives can be deduced from the definition of the sets
A± and taking into account that f is convex. Withwni (θ) := vni +θ(uni −vni )
we get

Ani =

1∫
0

f ′(wni (θ))IA+(wni (θ), wni+1(θ))dθ

+

1∫
0

f ′(wni (θ))IA−(wni−1(θ), w
n
i (θ))dθ.

The following observation on the sign of the integrands in the two integrals
is important: if the integrand in the first integral is positive then the integrand
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in the second integral is zero. And similarly, if the integrand in the second
integral is negative then the integrand in the first integral must vanish. Using
this observation in a distinction of cases one can show that (5.6) holds for
Godunov’s flux as well.

Summarizing, we have proven

Lemma 15 Let the numerical flux in (4.1) be the Lax-Friedrichs or Godunov
flux. Then the estimate (5.6) holds.

Remark 16 Note that it is not obvious if one can deduce the estimate (5.6)
for any monotone numerical flux from Lemma 15. It is known [26] that
any monotone numerical flux can be written as a convex combination of
the numerical fluxes of Lax-Friedrichs and Godunov. The problem is that
the weights in this convex combination depend on the arguments of the
numerical flux.

6 Stability properties

In this section we recall and derive the stability properties for the numerical
solution, defined in (4.1), and for the cell averages of the entropy weak
solution to (1.1). We need lip+ bounds in order to treat the stability of the
discrete dual problem (see also Theorem 10, Proposition 13 and Lemma 14)
and we need bv bounds for our interpolation result in Theorem 7

6.1 Stability properties of the cell averages of the entropy weak solution

The lip+ bound for the mean values of the entropy weak solution follows
from a Lip+ bound for the solution. We get from [27, p. 899] that the
following estimate holds for the entropy weak solution to (1.1)

(6.1) |u(., t)|Lip+ ≤ 1
minx∈R f ′′(x)

1
|f ′(u0)|−1

Lip+
+ t

, t ≥ 0.

We need a relation between the discrete lip+ semi-norm and the contin-
uous Lip+ semi-norm.

Lemma 17 Let w ∈ Lip+. Recall that the cell averages are defined as
follows: for i ∈ Z set

(6.2) wi =
1

|Ii|
∫
Ii

w(y)dy, Ii := [xi−1/2, xi+1/2[.

Then,

(6.3) |w|lip+ ≤ |w|Lip+ .
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Proof. Using the definition of wi we get

wi − wi−1 =
1

(∆x)2

xi+1/2∫
xi−1/2

xi−1/2∫
xi−3/2

(w(x) − w(y))dydx.

In the range of integration we have that x− y ≥ 0. Consequently, we get

(wi − wi−1

∆x

)+ =
1

(∆x)3

xi+1/2∫
xi−1/2

xi−1/2∫
xi−3/2

(x− y)
(

(w(x) − w(y))
x− y

)+

dydx

≤ |w|Lip+
1

(∆x)3

xi+1/2∫
xi−1/2

xi−1/2∫
xi−3/2

(x− y)dydx

= |w|Lip+ . ��
Putting (6.1) and Lemma 17 together proves

Proposition 18 Let u be the unique entropy weak solution to (1.1) and
(uni )i∈Z its cell averages defined in (1.8). Then, for n ∈ N

(6.4) |un|lip+ ≤ 1
minx∈R f ′′(x)

1
|f ′(u0)|−1

Lip+
+ tn

.

For the discrete bv semi-norm of the cell averages of the entropy weak
solution we get the following estimate.

Proposition 19 Let u denote the entropy solution to (1.1), where the initial
data u0 ∈ L∞ ∩ BV (R). For n ∈ N let (uni )i∈Z denote the cell averages
of u(., tn) defined in (1.8). Then, for all n ∈ N

(6.5) |un|bv ≤ |u0|BV (R).

Proof. It is straightforward to prove, see, e.g., [10, Remark 5.4, Lemma
6.4], that for any n ∈ N

(6.6) |un|bv =
∑
i∈Z

|uni − uni−1| ≤ |u(., tn)|BV (R).

The entropy weak solution satisfies for all t > 0 the following stability in
BV , see, e.g., [11, Theorem 3.1, p. 69]

(6.7) |u(., t)|BV (R) ≤ |u0|BV (R).

Putting (6.6) and (6.7) together concludes the proof. ��
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6.2 Stability properties of the numerical solution

The lip+ bound for numerical solutions can be found in a paper by Tadmor
[19, p.1514–1515] which we quote in

Proposition 20 Let vn, n ∈ N, be defined in (4.1) with the numerical flux
of Engquist and Osher and assume that the following CFL–condition holds

(6.8)
∆t

∆x
max

[Um,UM ]
|f ′| ≤ 1

2
.

Then, the following estimate for the lip+ semi-norm of the numerical ap-
proximation holds

(6.9) |vn|lip+ ≤ 1
|v0|−1

lip+
+ βtn

, n ∈ N,

where β := 1
4 minx f ′′(x).

Remark 21 Similar estimates hold for the Lax-Friedrichs and the Godunov
scheme [25,12].

The second stability result concerns the bv stability. This is a well-known
result following from the TV D property of monotone schemes, see, e.g.,
[11,14].

Proposition 22 Let vn be generated by (4.1) with the numerical flux of
Engquist and Osher and let the CFL–condition

(6.10)
∆t

∆x
max

x∈[Um,UM ]
|f ′(x)| ≤ 1

be satisfied. Then,

(6.11) |vn|bv ≤ |v0|bv.

6.3 Estimation of the stability factor S(φN )

Recall that the stability factor defined in theorem 10 is given by

S(φN ) :=
1

|φN |lip
N−1∑
n=0

∆t|φn+1|lip,

where φN ∈ lip, N ∈ N, is given and φn, n ∈ {1, . . . , N − 1}, is defined
in (5.1).
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Proposition 23 Let u0 ∈ Lip+ ∩BV (R). Assume that the following CFL–
condition is satisfied in the numerical scheme (4.1)

∆t

∆x
max

[Um,UM ]
|f ′| ≤ 1

2
.

Then, for all N ∈ N and φN ∈ lip the estimate holds

(6.12) S(φN ) ≤ C,

where C > 0 depends from tN , f and u0 only.

Proof. From Proposition 13 we know that for n ∈ {1, . . . , N − 1}

|φn|lip ≤ exp

(
N−1∑
k=n

∆t|Ak|lip+
)

|φN |lip.

Using Lemma 14, Proposition 18 and Proposition 20 we can estimate for
k ∈ N

|Ak|lip+ ≤ 1
2

max
[Um,UM ]

f ′′
[
|uk|lip+ + |vk|lip+

]
≤ γ

α+ βtk
,

where

α := min
{

min
R

f ′′|f ′(u0)|−1
Lip+

, |u0|−1
Lip+

}
,

β :=
1
4

min
x∈R

f ′′(x),

γ := max
[Um,UM ]

f ′′.

Note, that α > 0 since we have assumed that u0 ∈ Lip+ and f ∈ C2(R) is
strictly convex. For n ∈ {1, . . . , N} we get from this estimate

N−1∑
k=n

∆t|Ak|lip+ ≤
N−1∑
k=n

tk∫
tk−1

γ

α+ βt
dt

=
γ

β
ln
(
α+ βtN−1

α+ βtn−1

)

≤ ln
(

1 +
β

α
tN
)γ/β

.
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Inserting this we get

S(φN ) ≤ tN
(

1 +
β

α
tN
)γ/β

,

where the right hand side in this estimate defines the constant C in (6.12).
��

7 Regularity properties of the entropy weak solution

In this section we first derive the explicit form of the consistency errorRn(u)
in (4.3), and then we exploit regularity properties of the entropy solution to
estimate this term.

It is well-known that solutions to (1.1) in general exhibit discontinuities.
Therefore, one cannot expect a regularizing effect for hyperbolic problems
such as, for example, for parabolic initial value problems. Nevertheless,
solutions of hyperbolic problems have a special regularity structure.

First results on the structure of the entropy weak solution to (1.1) go
back to Lax [17], Oleinik [22], Dafermos [5] and Schaeffer [24]. For smooth
initial data, we know from these results that the entropy weak solution is
continuous except on the union of an at most countable set of Lipschitz
continuous shock curves. The complement of the shock set is open and
from each point (x, t) in this open set one can trace a straight line backward
in time to t = 0, and along that line the solution is constant, i.e. it is given
by the initial data.

More recently, regularity results have been obtained by Tadmor and Tassa
[30], DeVore and Lucier [6] and Tang and Teng [31].

We make the following structural assumption on the entropy weak solu-
tion to (1.1).
Assumption 24 We assume the entropy solution has the following proper-
ties

1. The entropy weak solution u is piecewise C1. To be more precise, there
exist a finite number of Lipschitz continuous curves Sk = (sk(t), t) ⊂
R × R

+, k = 1, . . . ,K, that partition R × R
+ in a finite number of sets

Dl ⊂ R × R
+, l = 1, . . . , L, and u|Dl

∈ C1(Dl) and u|Dl
can be con-

tinuously extended up to the boundary ofDl. Furthermore, across such a
Lipschitz curve u is either only continuous, but not differentiable, (which
corresponds to a rarefaction) or discontinuous (which corresponds to a
shock).

2. For any Lipschitz curve S = (s(t), t) the Rankine-Hugoniot condition
is satisfied, that is for almost all t > 0

s′(t)
[
u(s(t)+, t) − u(s(t)−, t)

]
= f(u(s(t)+, t)) − f(u(s(t)−, t)),(7.1)
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where

(7.2) u(s(t)±, t) := lim
ε↓0

u(s(t) ± ε, t).

Remark 25 1. Assumption 24 is fulfilled, for example, if the following
conditions are met [30, Thm. 2.1 and Thm. 4.1]:
– u0 ∈ L∞ ∩BV (R) is piecewiseC1, that is u0 isC1 except in a finite

number of points.
– The initial data have the following behavior at infinity

lim
|x|→∞

d

dx
f ′(u0(x)) = 0

and the number of negative minima of d
dxf

′(u0(x)) is finite. The
derivative has to be understood in a generalized sense, for the details
we refer to [30].

2. Assumption 24 is also satisfied for Riemann initial data.

Now, we are able to state the explicit form of the consistency error term
Rn(u) in (4.3). It is straightforward, using the Rankine-Hugoniot condition
(7.1) and the piecewise smoothness of the entropy weak solution, to prove

Proposition 26 Let u be the entropy weak solution to (1.1) subject to an
initial condition u0 such that Assumption 24 holds. Then, the following
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integral formula holds for any n ∈ N, i ∈ Z:

0 =

xi+1/2

—
∫

xi−1/2

u(y, tn+1)dy −
xi+1/2

—
∫

xi−1/2

u(y, tn)dy(7.3)

+
∆t

∆x

[ tn+1

—
∫
tn

f(u(xi+1/2 − 0, τ))dτ

−
tn+1

—
∫
tn

f(u(xi−1/2 + 0, τ))dτ

]
.

Next, we will estimate the consistency error which appears in Theorem
10.

Proposition 27 Assume that the entropy weak solution u to (1.1) satisfies
Assumption 24. Then, Rn, which can be interpreted as a consistency error
in the mean, satisfies for n ∈ N

(7.4) ‖Rn(u)‖lip′ ≤ C∆x∆t|u0|BV (R),

where the constant C > 0 depends on f and u0 only.

Proof. We proceed in several steps. It shall turn out that in fact Rn(u) ∈
w−1,1 and with Lemma 4 we can estimate

‖Rn(u)‖lip′ ≤ ‖Rn(u)‖w−1,1 .

Step 1: By Proposition 26 we know that the integral formula (7.3) holds.
Hence,

Rni (u)

=
∆t

∆x

[
g
( xi+1/2

–
∫

xi−1/2

u(., tn),
xi+3/2

–
∫

xi+1/2

u(., tn)
)

−
tn+1

–
∫
tn

f(u(x−
i+1/2, τ))dτ

]

−∆t

∆x

[
g
( xi−1/2

–
∫

xi−3/2

u(., tn),
xi+1/2

–
∫

xi−1/2

u(., tn)
)

−
tn+1

–
∫
tn

f(u(x+
i−1/2, τ))dτ

]
.
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We set

Rn
i (u) :=

∑
j≤i

∆xRnj (u)

= ∆t
∑
j≤i

[
g
( xj+1/2

–
∫

xj−1/2

u(., tn),
xj+3/2

–
∫

xj+1/2

u(., tn)
)

−g
( xj−1/2

–
∫

xj−3/2

u(., tn),
xj+1/2

–
∫

xj−1/2

u(., tn)
)]

−∆t
∑
j≤i

[
tn+1

–
∫
tn

f(u(x−
j+1/2, τ))dτ −

tn+1

–
∫
tn

f(u(x+
j−1/2, τ))dτ

]

=: T1 + T2.

Since the sum T1 is bounded by C‖u0‖L1 , C > 0 a constant depending
from ∆t and f , we can reorder terms and get

T1 = ∆t g
( xi+1/2

–
∫

xi−1/2

u(., tn),
xi+3/2

–
∫

xi+1/2

u(., tn)
)
.

Similarly, we can reorder the terms in T2 since the BV stability estimate
(6.7) holds. Using the Rankine-Hugoniot condition (7.1) across the curves
S = (xj+1/2, t), j ≤ i, we conclude that

T2 = −∆t
tn+1

—
∫
tn

f(u(x−
i+1/2, τ))dτ.

We summarize that

Rn
i (u) = ∆t

[
g
( xi+1/2

–
∫

xi−1/2

u(., tn),
xi+3/2

–
∫

xi+1/2

u(., tn)
)

−
tn+1

—
∫
tn

f(u(x−
i+1/2, τ))dτ

]
.(7.5)

Step 2: The idea to estimate the right hand side in (7.5) is to use the piecewise
smoothness of the entropy solution and to employ techniques resembling
Taylor expansion.
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Since f ∈ C1 we have (recall that uni is the cell average of u(., tn) over
[xi−1/2, xi+1/2[, see (1.8))

f(u(x−
i+1/2, τ)) = f(uni ) +

u(x−
i+1/2,τ)∫
un

i

f ′(s)ds.

Since u satisfies the maximum principle we can estimate

tn+1

—
∫
tn

f(u(x−
i+1/2, τ))dτ

≤ f(uni ) + max
[Um,UM ]

|f ′|
tn+1

—
∫
tn

∣∣∣u(x−
i+1/2, τ) − uni

∣∣∣ dτ.

We continue with the last term and insert some term. With the triangle
inequality we get

tn+1

—
∫
tn

∣∣∣u(x−
i+1/2, τ) − uni

∣∣∣ dτ

≤
tn+1

—
∫
tn

∣∣∣∣∣u(x−
i+1/2, τ) −

xi+1/2

–
∫

xi−1/2

u(., τ)

∣∣∣∣∣ dτ

+

tn+1

—
∫
tn

∣∣∣∣∣
xi+1/2

–
∫

xi−1/2

u(., τ) −
xi+1/2

–
∫

xi−1/2

u(., tn)

∣∣∣∣∣ dτ
=: T3 + T4.

In order to estimate T3 note, that u(., t) is piecewise smooth for all t > 0
and due to the regularity Assumption 24 there exists for all t > 0 and all
i ∈ Z a positive integer Ki(t) and a partition xi−1/2 = xi,1 < xi,2 < . . . <
xi,Ki(t) = xi+1/2 such that

u(., t)|Ii,k ∈ C1 Ii,k := [xi,k, xi,k+1[, k = 1, . . . ,Ki(t) − 1.
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Using this partition we get for any t > 0

u(x−
i+1/2, t) −

xi+1/2

—
∫

xi−1/2

u(., t) =
Ki(t)−1∑
k=1

|Ii,k|
∆x

—
∫
Ii,k

[u(x−
i+1/2, t) − u(y, t)]dy

≤
Ki(t)−1∑
k=1

|Ii,k|
∆x

x−
i+1/2∫
xi,k

|∂xu(y, t)|dy

≤ |u(., t)|BV (xi−1/2,xi+1/2).

Hence, we have

T3 ≤
tn+1

—
∫
tn

|u(., t)|BV (xi−1/2,xi+1/2).

Step 3: It remains to estimate

T5 := g(uni , u
n
i+1) − f(uni ).

Since the numerical flux is consistent and Lipschitz we get with the mean
value theorem (with a density argument analogous to [10, Lemma 6.4])

T5 ≤ max
[Um,UM ]

|f ′|
∣∣∣ xi+1/2

–
∫

xi−1/2

u(., tn) −
xi+3/2

–
∫

xi+1/2

u(., tn)
∣∣∣

≤ max
[Um,UM ]

|f ′||u(., tn)|BV (xi−1/2,xi+3/2).

Step 4: Let us put the estimates from Step 2 and 3 together.

Rn
i (u) = ∆t

[
g(uni , u

n
i+1) −

tn+1

—
∫
tn

f(u(x−
i+1/2, τ))dτ

]

≤ ∆t
[
T5 + max

[Um,UM ]
|f ′|(T3 + T4)

]

≤ ∆t max
[Um,UM ]

|f ′|
{

|u(., tn)|BV (xi−1/2,xi+3/2)

+

tn+1

—
∫
tn

|u(., τ)|BV (xi−1/2,xi+1/2)dτ

+

tn+1

—
∫
tn

xi+1/2

—
∫

xi−1/2

|u(y, τ) − u(y, tn)|dydτ
}
.
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Consequently,

‖Rn(u)‖w−1,1 =
∑
i∈Z

∆x|Rn
i (u)|

≤ ∆x∆t max
[Um,UM ]

|f ′|
{

2|u(., tn)|BV (R) +

tn+1

—
∫
tn

|u(., τ)|BV (R)dτ

+

tn+1

—
∫
tn

1
∆x

‖u(., τ) − u(., tn)‖L1(R)dτ

}
.

From [11, Thm. 3.1, p. 69] or [18, Thm. 4.22] we get that there exists a
constant C > 0, depending on f and u0 only, such that for all t1, t2 ≥ 0 the
following estimate holds

‖u(., t1) − u(., t2)‖L1(R) ≤ C|u0|BV (R)|t1 − t2|.
Using this estimate together with the BV stability of the entropy solution,
see (6.7), we get the assertion. ��

8 Proof of our main result

In this section we prove our main result Theorem 1.

Proof. Let u be the entropy weak solution and let (uni )i∈Z denote its mean
values at time tn, n ∈ N, which are defined in (1.8). Let (vni )i∈Z denote
the numerical approximation defined in (1.5) with the numerical flux of
Engquist-Osher (1.3). For n ∈ N and i ∈ Z set eni := uni − vni . Let N ∈ N

be fixed. Using Lemma 9 we know by our interpolation result Theorem 7
that

‖eN‖l1 ≤ K
[‖eN‖lip′ |eN |bv

]1/2
.

From Theorem 10 and Proposition 23 we know that there exists a constant
C > 0, depending from tN , f and u0 only such that

‖eN‖lip′ ≤ C sup
n=0,...,N−1

∥∥∥∥ 1
∆t

Rn(u)
∥∥∥∥
lip′

.

The consistency error Rn(u) is estimated in Proposition 27. Hence, we get

‖eN‖lip′ ≤ C|u0|BV (R)∆x.

The bv bound for eN follows from Proposition 19 and Proposition 22, and
we get with the triangle inequality

|eN |bv ≤ |uN |bv + |vN |bv ≤ 2|u0|BV (R).

This concludes the proof. ��



726 M. Küther

9 Conclusion and outlook

In this paper we have introduced a technique to prove a priori error estimates
using the concept of stability and consistency. The stability is related to
the entropy condition of Oleinik. The consistency error comes up in the
sense of cell averages and is measured in a negative norm. This technique
is the discrete analogue to the duality technique of Tadmor [27]. We have
proven error estimates between the entropy weak solution and numerical
approximations given by the (first order) schemes of Engquist-Osher, Lax-
Friedrichs and Godunov.

Now, it is natural to ask if the use of cell averages limits this technique
to first order schemes. A formal argumentation shows that the consistency
error for second order schemes of MUSCL type, see [11, Chapter 4], is of
second order which would lead to a convergence rate of one in the l1 norm.
However, we have not been able to prove the required stability estimates for
those second order schemes.

Finally, one may deduce discrete counterparts of several results that have
been proven using the duality technique of Tadmor, for example one may
try to prove a discrete analogue to the one-sided interpolation result in [29,
Lemma 2.1], see also [19], which has been the key result in proving pointwise
error estimates. This issue will be studied in future.
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