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Abstract. We prove the test function conjecture of Kottwitz and the first named author for local

models of Shimura varieties with parahoric level structure attached to Weil-restricted groups, as
defined by B. Levin. Our result covers the (modified) local models attached to all connected

reductive groups over p-adic local fields with p ≥ 5. In addition, we give a self-contained study
of relative affine Grassmannians and loop groups formed using general relative effective Cartier

divisors in a relative curve over an arbitrary Noetherian affine scheme.
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1. Introduction

Building upon the work of Pappas and Zhu [PZ13], B. Levin defines in [Lev16] candidates for
parahoric local models of Shimura varieties for reductive groups of the form ResK/F (G0) where G0

splits over a tamely ramified extension of K, and K/F is a finite (possibly wildly ramified) extension.
The present manuscript is a follow-up of [HaRi], in which we prove the test function conjecture for
these local models. The method follows closely [HaRi], and we only explain new arguments in detail,
but repeat as much as necessary for readability. For a detailed introduction and further references
we refer the reader to the introduction of [HaRi].

Let us mention that the article is supplemented in §3 by a general study of relative affine
Grassmannians and loop groups formed using a general Cartier divisor as in the work of Beilin-
son and Drinfeld [BD]. This unifies the frameworks of [PZ13, Lev16] in mixed characteristic, of
[He10, Zhu14, Zhu15, Ri16b] in equal characteristic, and of the work of Fedorov and Panin [FP15, Fe]
on the Grothendieck-Serre conjecture, cf. Examples 3.1 below. As an application, we identify the
torus fixed points and their attractor and repeller loci in the sense of Drinfeld [Dr] (cf. also [He80])
for these relative affine Grassmannians, cf. Theorem 3.17.

1.1. Formulation of the main result. Let p be a prime number. Let F/Qp be a finite extension
with residue field kF of cardinality q. Let F̄ /F be a separable closure, and denote by ΓF the Galois
group with inertia subgroup IF and fixed geometric Frobenius lift ΦF ∈ ΓF .
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Let K/F be a finite extension, and let G0 be a (connected) reductive K-group which splits over
a tamely ramified extension. We are interested in the group of Weil restrictions G = ResK/F (G0)
which is a reductive F -group but now possibly wildly ramified depending on K/F .

Let G be a parahoric OF -group scheme in the sense of Bruhat-Tits [BT84] with generic fiber G.
Note that G = ResOK/OF (G0) for a unique parahoric OK-group scheme G0 with generic fiber G0,
cf. Corollary 4.8. We fix {µ} a (not necessarily minuscule) conjugacy class of geometric cocharacters
in G defined over a finite (separable) extension E/F .

Attached to the triple (G, {µ},G) is the (flat) local model

M{µ} = M(G,{µ},G),

which is a flat projective OE-scheme, cf. [PZ13] if K = F and [Lev16] for general K/F (cf. also Def-
inition 4.18). The generic fiber M{µ},E is naturally the Schubert variety in the affine Grassmannian
of G/E associated with the class {µ}. The special fiber M{µ},kE is equidimensional, but neither
irreducible nor a divisor with normal crossings in general.

Fix a prime number ` 6= p, and fix q−1/2 ∈ Q̄` in order to define half Tate twists. Let dµ be the
dimension of the generic fiber M{µ},E , and denote the normalized intersection complex by

IC{µ}
def
= j!∗Q̄`[dµ](dµ/2) ∈ Db

c(M{µ},E , Q̄`)
cf. §5.2.1. Under the geometric Satake equivalence [Gi, Lu81, BD, MV07, Ri14a, RZ15, Zhu], the
complex IC{µ} corresponds to the LGE = G∨oΓE-representation V{µ} of highest weight {µ} defined

in [Hai14, 6.1], cf. [HaRi, Cor 3.12]. Note that we have G∨ = IndΓF
ΓK

(G∨0 ) as groups over Q̄` under
which V{µ} = �ψVµψ (cf. Lemma 5.6).

Let E0/F be the maximal unramified subextension of E/F , and let ΦE = ΦE0
= Φ

[E0:F ]
F and

qE = qE0
= q[E0:F ]. The semi-simple trace of Frobenius function on the sheaf of nearby cycles

τ ss
{µ} : M{µ}(kE)→ Q̄`, x 7→ (−1)dµ trss(ΦE |ΨM{µ}(IC{µ})x̄),

is naturally a function in the center Z(G(E0),G(OE0
)) of the parahoric Hecke algebra, cf. [PZ13,

Thm. 10.14], [Lev16, Thm. 5.3.3] and §6.3. We remark that τ ss
{µ} lives in the center of the Q̄`-valued

Hecke algebra attached to function field analogues of (GE0 ,GOE0
, E0); we are implicitly identifying

this with Z(G(E0),G(OE0)) via Lemma 4.12.
Our main result, the test function conjecture for local models for Weil restricted groups, charac-

terizes the function τ ss
{µ}, extending the main result of [HaRi] to the Weil-restricted situation. It

confirms that even for these local models, the local geometry of Shimura varieties at places of para-
horic bad reduction can be related to automorphic-type data, as required by the Langlands-Kottwitz
method.

Main Theorem. Let (G, {µ},G) be a triple as above. Let E/F be a finite separable extension over
which {µ} is defined, and let E0/F be the maximal unramified subextension. Then

τ ss
{µ} = zss

{µ}

where zss
{µ} = zss

G,{µ} ∈ Z(G(E0),G(OE0
)) is the unique function which acts on any G(OE0

)-spherical

smooth irreducible Q̄`-representation π by the scalar

tr
(
s(π)

∣∣ Ind
LGE0
LGE

(V{µ})
1oIE0

)
,

where s(π) ∈ [(G∨)IE0 o ΦE0 ]ss/(G
∨)IE0 is the Satake parameter for π [Hai15]. The function

q
dµ/2
E0

τ ss
{µ} takes values in Z and is independent of ` 6= p and q1/2 ∈ Q̄`.

The construction of s(π) is also reviewed in [HaRi, §7.2], and the values of zss
{µ} are studied in

[HaRi, §7.7], cf. §6.5. The definition of the local models M{µ} depends on certain auxiliary choices
(cf. Remark 4.19), but the function τ ss

{µ} depends canonically only on the data (G, {µ},G).

As an application of our main theorem we prove in §7 the test function conjecture for (modified)
local models attached to all groups and prime numbers p ≥ 5. This relies on the fact that when
p ≥ 5 any adjoint reductive F -group is isomorphic to a product of Weil restrictions of scalars of
tamely ramified groups, cf. (7.1) below. In Theorem 6.7 and §6.3 we also show that the variant of
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the Main Theorem holds, where semisimple traces are replaced by traces with respect to any fixed
lift ΦE of geometric Frobenius.

1.2. Other results. Our methods can be used to obtain results on the fixed point (resp. attractor
and repeller) locus of Gm-actions on Fusion Grassmannians (cf. Theorem A below), and the special
fiber of local models (cf. Theorem B below).

1.2.1. Fusion Grassmannians. Let F be any field, and let G be a reductive F -group. For each n ≥ 0,
there is the fusion Grassmannian GrG,n → AnF defined in [BD] which parametrizes isomorphism
classes of G-bundles on the affine line together with a trivialization away from n points. Given a
cocharacter χ : Gm,F → G we obtain a fiberwise Gm-action on the family GrG,n → AnF , and we are
interested in determining the diagram on the fixed point ind-scheme and attractor (resp. repeller)
ind-scheme

(GrG,n)0 ← (GrG,n)± → GrG,n,

cf. (2.1). Let M ⊂ G be the centralizer of χ, which is a Levi subgroup. The dynamic method
promulgated in [CGP10] defines a pair of parabolic subgroups (P+, P−) in G such that P+ ∩P− =
M ; see the formulation of Theorem 3.17. The natural maps M ← P± → G induce maps of fusion
Grassmannians

GrM,n ← GrP±,n → GrG,n.

An extension of the method used in the proof of [HaRi, Prop. 3.4] allows us to prove the following
result.

Theorem A. For each n ∈ Z≥0, there is a commutative diagram of AnF -ind-schemes

GrM,n GrP±,n GrG,n

(GrG,n)0 (GrG,n)± GrG,n,

' ' id

where the vertical maps are isomorphisms.

Theorem A is a special case of Theorem 3.17 which applies to general reductive group schemes
over AnF which are not necessarily defined over F . Let us point out that [HaRi, Prop. 3.4] implies
that Theorem A holds fiberwise. However, we do not know how to prove sufficiently good flatness
properties of GrG,n → AnF in order to deduce the more general result from the fiberwise result.

The tensor structure on the constant term functors in geometric Langlands is constructed in
[BD, MV07]. In [Ga07, Re12], it is explained how to use the nearby cycles to define the fusion
structure used in the geometric Satake isomorphism. Theorem A together with [Ri19, Thm. 3.3]
gives another way of constructing the tensor structure on the constant term functors - even without
passing to the underlying reduced ind-schemes, cf. proof of [HaRi, Thm. 3.16].

1.2.2. Special fibers of local models. As in [HaRi, §6.3.1], we use the commutation of nearby cycles
with constant terms to determine the irreducible components of the geometric special fiber M{µ},k̄
of the local models. Recall that by construction (cf. Definition 4.18), there is a closed embedding

M{µ},k̄ ↪→ F`G[,k̄,

where F`G[ is the (partial) affine flag variety attached to the function field analogue G[/kF [[u]] of
G/OF , cf. Theorem 4.13 and Proposition 4.15 ii). As envisioned by Kottwitz and Rapoport, the

geometric special fiber M{µ},k̄ should be the union of the Schubert varieties F l≤wG[,k̄ ⊂ F`G[,k̄ where w

ranges over the {µ}-admissible set Admf
{µ} ⊂Wf\W/Wf where G = Gf and W = W (G,F ) denotes

the Iwahori-Weyl group. Here we are identifying the Iwahori-Weyl groups attached to G/F and
G[/kF ((u)) by Lemma 4.11. The following result verifies their prediction (cf. Theorem 5.14).
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Theorem B. The smooth locus (M{µ})
sm is fiberwise dense in M{µ}, and on reduced subschemes a

union of the Schubert varieties

(M{µ},k̄)red =
⋃

w∈Admf
{µ}

F l≤wG[,k̄.

In particular, the geometric special fiber M{µ},k̄ is generically reduced.

If p - |π1(Gder)|, then Theorem B is [PZ13, Thm. 9.3] for K = F , and [Lev16, Thm. 2.3.5] when
K 6= F . We have removed this condition on p and thereby conclude that the Kottwitz-Rapoport
strata in the special fiber are enumerated by the {µ}-admissible set for all local models constructed
in [PZ13, Lev16].

1.3. Overview. In §2 we recall a few facts about Gm-actions for convenience. The following §3
studies relative affine Grassmannians formed using a general Cartier divisor. In §4, we recall the
definition of Weil-restricted local models and results from [Lev16] which are needed in the sequel.
These results are applied in §5 to study Gm-actions on Beilinson-Drinfeld affine Grassmannians for
Weil-restricted groups. In §6, we formulate and prove the test function conjecture for Weil-restricted
local models.

1.4. Acknowledgements. The authors thank Michael Rapoport for funding, the University of
Maryland for logistical support which made this research possible, and the anonymous referee for
useful suggestions leading to the results in §7. The second named author thanks the DFG (German
Research Foundation) for financial support during the academic year 2018.

1.5. Conventions on Ind-Algebraic Spaces. Let O be a ring, and denote by O -Alg the category
of O-algebras equipped with the fpqc topology. An O-space X is a sheaf on the site O -Alg, and
we denote the category of O-spaces by SpO. As each object in the site O -Alg is quasi-compact, the
pretopology on O -Alg is generated by finite covering families, and hence filtered colimits exist in
SpO and can be computed in the category of presheaves.

The category SpO contains the category of O-schemes SchO as a full subcategory. An O-algebraic
space is a O-space X such that X → X ×O X is relatively representable, and such that there exists
an étale surjective map from a scheme U → X. By a Theorem of Gabber [StaPro, Tag 03W8] this
agrees with the usual definition of algebraic spaces using étale or fppf sheaves.

The category of O-algebraic spaces is denoted AlgSpO. There are full embeddings SchO ⊂
AlgSpO ⊂ SpO. A map of O-spaces X → Y is called representable (resp. schematic) if for every
scheme T → Y the fiber product X ×Y T is representable by an algebraic space (resp. scheme).

An O-ind-algebraic space (resp. O-ind-scheme) is a contravariant functor

X : O -Alg → Sets

such that there exists a presentation as presheaves X = colimiXi where {Xi}i∈I is a filtered system
of O-algebraic spaces (resp.O-schemes) Xi with transition maps being (schematic) closed immer-
sions. Since filtered colimits in SpO can be computed in presheaves, every O-ind-algebraic space
(resp. O-ind-scheme) is an O-space. The category of O-ind-algebraic spaces (resp. O-ind-schemes)
IndAlgSpO (resp. IndSchO) is the full subcategory of SpO whose objects are O-ind-algebraic spaces
(resp. O-ind-schemes). If X = colimiXi and Y = colimjYj are presentations of ind-algebraic spaces
(resp. ind-schemes), and if each Xi is quasi-compact, then as sets

HomSpO (X,Y ) = limi colimj HomSpO (Xi, Yj),

because every map Xi → Y factors over some Yj by quasi-compactness of Xi. The category
IndAlgSpO (resp. IndSchO) is closed under fiber products, i.e., colim(i,j)(Xi×O Yj) is a presentation
of X ×O Y . If P is a property of algebraic spaces (resp. schemes), then an O-ind-algebraic space
(resp. O-ind-scheme) X is said to have ind-P if there exists a presentation X = colimiXi where
each Xi has property P. A map f : X → Y of O-ind-algebraic spaces (resp. O-ind-schemes) is
said to have property P if f is representable and for all schemes T → Y , the pullback f ×Y T has
property P. Note that every representable quasi-compact map of O-ind-schemes is schematic.
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2. Actions of Gm on Ind-Algebraic Spaces

We recall some set-up and notation from [Dr] and [Ri19]. Let O be a ring, and let X be an
O-algebraic space (or O-ind-algebraic space) equipped with an action of Gm which is trivial on O.
There are the following three functors on the category of O-algebras

(2.1)

X0 : R 7−→ HomGm
R (R,X)

X+ : R 7−→ HomGm
R ((A1

R)+, X)

X− : R 7−→ HomGm
R ((A1

R)−, X),

where (A1
R)+ (resp. (A1

R)−) is A1
R with the usual (resp. opposite) Gm-action. The functor X0 is

the functor of Gm-fixed points in X, and X+ (resp. X−) is called the attractor (resp. repeller).
Informally speaking, X+ (resp. X−) is the space of points x such that the limit limλ→0 λ · x (resp.
limλ→∞ λ · x) exists. The functors (2.1) come equipped with natural maps

(2.2) X0 ← X± → X,

where X± → X0 (resp. X± → X) is given by evaluating a morphism at the zero section (resp. at
the unit section). We say that the Gm-action on an algebraic space X is étale (resp. Zariski) locally
linearizable if the Gm-action lifts - necessarily uniquely - to an étale cover which is affine, cf. [Ri19,
Def. 1.6]. We say that an Gm-action on an S-ind-algebraic space X is étale (resp. Zariski) locally
linearizable if there is an Gm-stable presentation with equivariant transition maps X = colimiXi

where the Gm-action on each Xi is étale (resp. Zariski) locally linearizable. We use the following
representability properties of the functors (2.1), cf. [HaRi, Thm. 2.1].

Theorem 2.1. Let X = colimiXi be an O-ind-algebraic space equipped with an étale locally lin-
earizable Gm-action.

i) The subfunctor X0 = colimiX
0
i is representable by a closed sub-ind-algebraic space of X.

ii) The functor X± = colimiX
±
i is representable, and the map X± → X is representable and

quasi-compact. The map X± → X0 is ind-affine with geometrically connected fibers and induces a
bijection on connected components π0(X±) ' π0(X0) of the underlying topological spaces.

iii) If X = colimiXi is of ind-finite presentation (resp. an ind-scheme; resp. separated), so are X0

and X±.

The proof is like that of [HaRi, Thm. 2.1], using the representability results of [Ri19, Thm. 1.8].
We record the following lemma for later use.

Lemma 2.2. For n ∈ Z>0, let X1, . . . , Xn be O-algebraic spaces (or O-ind-algebraic spaces)
equipped with an étale locally linearizable Gm-action. Then the diagonal Gm-action on the prod-
uct

∏n
i=1Xi is étale locally linearizable, and the canonical maps

(

n∏
i=1

Xi)
0 '−→

n∏
i=1

X0
i and (

n∏
i=1

Xi)
± '−→

n∏
i=1

X±i

are isomorphisms.

Proof. If, for each i, the map Ui → Xi is an étale local linearization, then the product
∏n
i=1 Ui →∏n

i=1Xi is an étale local linearization. It is easy to check on the level of functors that the maps are
isomorphisms. �

3. Affine Grassmannians for Cartier divisors

In this section, we give a self-contained treatment of affine Grassmannians for non-constant
group schemes over relative curves which are formed using a formal neighborhood of a general
Cartier divisor. This extends the work of Beilinson-Drinfeld [BD], and is inspired by the work of
Fedorov-Panin [FP15, Fe] and Levin [Lev16].
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3.1. Definitions and Examples. Let O be a Noetherian ring. Let X be a smooth O-curve, i.e.,
the structure map X → Spec(O) is of finite presentation and smooth of pure dimension 1. Let
D ⊂ X be a relative effective Cartier divisor which is finite and flat over O. Let G be a smooth
affine X-group scheme.

To the triple (X,G, D), we associate the functor GrG = Gr(X,G,D) on the category of O-algebras
which assigns to every R the set of isomorphism classes of tuples (F , α) with{

F a G-torsor on XR;

α : F|(X\D)R
'−→ F0|(X\D)R a trivialization,

(3.1)

where F0 denotes the trivial G-torsor. Fpqc-descent for schemes affine over XR implies that GrG is
an O-space. As G is smooth affine and hence of finite presentation, the functor GrG commutes with
filtered colimits of O-algebras. Further, if R is a O-algebra, then as functors on R-Alg,

(3.2) GrG ×Spec(O) Spec(R) = GrG |R-Alg = Gr(XR,GXR ,DR).

If we replace D by a positive multiple nD for some n ≥ 1, then X\D = X\nD, and hence as
O-functors

(3.3) Gr(X,G,D) = Gr(X,G,nD).

The following examples are special cases of the general set-up.

Example 3.1. i) Affine Grassmannians/Flag Varieties. Let O = F be a field, and let D = {x}
for some point x ∈ X(F ). Then on completed local rings Ox ' F [[tx]] where tx denotes a local
parameter at x ∈ X. If G = G ⊗F X for some smooth affine F -group G, then GrG := GrG is (by
the Beauville-Laszlo theorem [BL95]) the “affine Grassmannian” formed using the local parameter
tx, i.e., the ind-scheme given by the étale sheafification of the functor R 7→ G(R((tx)))/G(R[[tx]]). In
general, the functor GrG is the “twisted affine flag variety” for the group scheme G ⊗X F [[tx]] in the
sense of [PR08].

ii) Mixed characteristic. Let O = OF be the valuation ring of a finite extension F/Qp. Let K/F be
a finite totally ramified extension with uniformizer $ ∈ K. Let X = A1

OF with global coordinate
denoted z, and let D = {Q = 0}, where Q ∈ OF [z] is the minimal polynomial of $ over F (an
Eisenstein polynomial). Let G be the X-group scheme constructed in [PZ13, Thm. 4.1] if K = F ,
and in [Lev16, Thm. 3.3.3] otherwise; here it is denoted G, see Theorem 4.13. Then GrG is the
OF -ind-scheme defined in [PZ13, Eq (6.11)] if K = F , and in [Lev16, Def 4.1.1] otherwise; here we
denote it GrG̃ , see §4.4.1.

iii) Equal characteristic. Let F be a field, and let C be a smooth affine F -curve. Let O = Γ(C,OC)
be the global sections, and let X = C ×F C = CO. Let G0 be a smooth affine O-group scheme,
and let G = G0 ⊗O X. Let D := ∆(C) be the diagonal divisor in X. If C = A1

F , then GrG is the
ind-scheme defined in [Zhu14, Eq (3.1.1)]. If x ∈ C(F ) is a point, and Ox → %calO denotes the
completed local ring, then GrG ⊗O Ox is the ind-scheme defined in [Ri16b, Def 2.3]. Let us remark
that this is a special case of the general set-up in [He10, §2].

iv) Fusion Grassmannians. Let F be a field, and let C be an affine curve over F . The d-th symmetric
product C(d) is by [SGA IV, Exp. XVII, Prop. 6.3.9] the moduli space of degree d effective Cartier
divisors on C. Let Spec(O) := C(d), and we let D := C(d) be the universal degree d divisor on
X := C ×F C(d) = CO. For a smooth affine F -group scheme G, we let G = G ⊗F X. Then the
ind-scheme GrG ×Spec(O) C

d is the fusion Grassmannian defined in [BD, 5.3.11].

v) Generically trivial bundles. If X = A1
O and G is split reductive, then the functor GrG in (3.1) is

the moduli space of objects used in [Fe, Thm. 2].

3.1.1. Loop Groups. The functor GrG is related to loop groups as follows. For an O-algebra R,
let (XR/DR)̂ be the formal affine1 scheme defined by DR in XR, and denote by R[[D]] its ring of
regular functions. Explicitly, if IR ⊂ OXR is the ideal sheaf for DR, then (DR,OXR/InR) is an affine

scheme Spec(An) for all n ≥ 1, and R[[D]]
def
= lim←−An = lim←−Γ(DR,OXR/InR). Let D̂R = Spec(R[[D]])

1One can show that a formal completion (X/X′)̂of a scheme X along an affine closed subscheme X′ ⊂ X is of

the form Spf(A) for an admissible topological ring A.
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be the associated affine (true) scheme. The map (XR/DR)̂→ XR uniquely extends to a map

p : D̂R → XR by [Bha16, Thm. 1.1]2, and p−1(DR) ' DR defines a relative effective Cartier divisor

on D̂R. Let D̂o
R = D̂R\DR. As DR is a Cartier divisor in D̂R, it is locally principal, and hence the

complement D̂o
R := Spec(R((D))) is an affine scheme. The (twisted) loop group LG = LDG is the

functor on the category of O-algebras

(3.4) LG : R 7→ G(R((D))).

The positive (twisted) loop group L+G = L+
DG is the functor on the category of O-algebras

(3.5) L+G : R 7→ G(R[[D]]).

As every Cartier divisor is locally defined by a single non-zero divisor, we see that L+G ⊂ LG is a
subgroup functor. Let us explain why these functors are representable in this generality.

Lemma 3.2. i) The functor L+G (resp. LG) is representable by an affine scheme (resp. ind-affine
ind-scheme). In particular, L+G and LG are O-spaces.

ii) The scheme L+G is a faithfully flat affine O-group scheme which is pro-smooth.

Proof. Part i) is true for every affine scheme G of finite presentation overO: Let G = A1
O first. Denote

by ID the invertible ideal defined by D in O[[D]]. By the preceding discussion, the ring O[[D]]/ID is
isomorphic to the global sections of D and both are finite locally free O-modules, cf. [StaPro, Tag
0B9C]. For any a ∈ Z, we form IaD as an invertible O[[D]]-module. For a ≤ b, denote by E[a,b] the O-

module IaD/I
b
D which is also finite locally free (hence reflexive) by an induction argument. As b varies,

the set of O-modules {E[a,b]}b≥a forms an inverse system, and O[[D]] = limb≥0E[0,b] by definition.
It follows that IaD = limb≥aE[a,b] for any a ∈ Z. In particular, we get O((D)) = colimalimb≥aE[a,b].
As E[a,b] is a reflexive O-module, we get for every O-algebra R that

(3.6) E[a,b] ⊗O R = HomO-Mod((E[a,b])
∗, R) = HomO-Sch(Spec(R),V[a,b]),

where V[a,b] = Spec(Sym⊗(E[a,b])
∗) for every pair b ≥ a. Taking limits shows that

A1
O(R[[D]]) = R[[D]] = limb≥0(E[0,b] ⊗O R)

is identified with the R-points of the affine O-scheme limb≥0V[0,b]. The same argument shows that

R 7→ A1
O(R((D))) is representable by the ind-affine ind-scheme colimalimb≥aV[a,b]. This gives part

i) in the case G = A1
O. For the general case, one verifies that the L+-construction (resp. L-

construction) commutes with taking finite products and equalizers, and that finite products and
equalizers are constructed termwise in the category of ind-schemes. Hence, the lemma follows for
L+AnO (resp. LAnO). A finite presentation G = Spec(O[t1, . . . , tn]/(f1, . . . , fm)) realizes G as the
equalizer of the two maps ϕ,ψ : AnO → AmO where ϕ is given by the functions f1, . . . , fm and ψ is
the composition of the structure map with the zero section. Hence, L+G (resp. LG) is the equalizer
of L+ϕ and L+ψ (resp. Lϕ and Lψ) in the category of schemes (resp. ind-schemes). As equalizers
define closed subschemes and L+AnO is affine (resp. LAnO ind-affine), i) follows.

Part ii) is true for every smooth affine O-scheme G, necessarily of finite presentation: For n ≥ 0,
let Dn = Spec(O[[D]]/In+1

D ) be the n-th infinitesimal neighborhood of D in X. The Weil restriction
of scalars Gn := ResDn/O(G ×X Dn) is a smooth affine O-group scheme, cf. [BLR90, §7.6, Thm. 4,
Prop. 5]. For varying n, these groups fit into an inverse system Gm → Gn for m ≥ n, and the natural
map of functors

(3.7) L+G '−→ limn≥0 Gn
is an isomorphism. This proves ii), and the lemma follows. �

Remark 3.3. If nD is a positive multiple of D, then there is a canonical isomorphism O[[D]]
'→

O[[nD]] (resp. O((D))
'→ O((nD))). Indeed, as InD = InD ⊂ ID, the ring O[[D]] is complete with

respect to the InD-adic topology, and hence O[[D]] ' limk≥0R[[D]]/IknD = R[[nD]].

2When XR is quasi-projective, one can invoke the more elementary result of [BD, 2.12.6].
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Lemma 3.4. i) The loop group LG represents the functor on the category of O-algebras which
assigns to every R the set of isomorphism classes of triples (F , α, β), where F is a G-torsor on XR,

α : F|XR\DR
'−→ F0 (resp. β : F0

'−→ F|D̂R) is a trivialization over XR\DR (resp. D̂R).

ii) The projection LG → GrG, (F , α, β) → (F , α) is a right L+G-torsor in the étale topology, and

induces an isomorphism of sheaves LG/L+G '−→ GrG.

Proof. Part i) is deduced from the Beauville-Laszlo theorem [BL95], cf. [BD, §2.12] for a further
discussion (cf. also [PZ13, Lem. 6.1]). For ii), it is enough to prove that the projection LG → GrG
admits sections étale locally.

Let R be an O-algebra, and let F → D̂R be a G-torsor. We have to show that F is trivial
étale locally on R, i.e., admits a D̂R-section étale locally on R. By applying the lifting criterion for
smoothness and an algebraization result for sections (algebraization is easy because F is affine), it
is enough to show that the restriction F|DR → DR admits a section étale locally on R. Since the
functor F|DR : R-Alg→ Sets, B 7→ F(DB) commutes with filtered colimits (because F is a scheme
locally of finite presentation [StaPro, 01ZC]), we may asssume without loss of generality that R is
a strictly Henselian local O-algebra. Now by assumption on D the R-algebra R′ := Γ(DR,ODR) is
finite, and hence a direct product of Henselian local rings R′ = R1× . . .×Rn, cf. [StaPro, 04GH]. As
R is strictly Henselian, each Ri is strictly Henselian as well (because a finite extension of a separably
closed field is separably closed). But each non-empty smooth scheme over a finite product of strictly
Henselian local rings admits a section by Hensel’s lemma. This finishes the proof. �

Lemma 3.4 ii) shows that there is a transitive action map

(3.8) LG ×O GrG −→ GrG .

Let us look at the fibers of (3.8) over O.

Corollary 3.5. i) Let F be a field, and let O → F be a ring morphism. The underlying reduced
subscheme DF,red ⊂ DF is an effective Cartier divisor on XF , and we write DF,red =

∑n
i=1Di where

Di are distinct irreducible, i.e., the Di are closed points of XF . There is a canonical isomorphism
of F -spaces

Gr(X,G,D) ⊗O F
'−→

n∏
i=1

Gr(XF ,GF ,Di),

compatible with the action of LG(X,G,D) ⊗O F '
∏n
i=1 LG(XF ,GF ,Di).

ii) Let O = F be a field, and let D = [x] be the divisor on X defined by a closed point x ∈ X. The
residue field K := κ(x) is a finite field extension, and we assume that K/F is separable. There is a
canonical isomorphism of F -spaces

Gr(X,G,D)
'−→ ResK/F (Gr(XK ,GXK ,D))

compatible with the action of LG(X,G,D) ' ResK/F (LG(XK ,GXK ,D)).

Proof. For i), we may by (3.2) assume O = F . It is immediate from Remark 3.3 that for any
O-algebra R, we have R[[Dred]] ' R[[D]] (resp. R((Dred)) ' R((D))). Further, there is a canonical
isomorphism

R[[Dred]]
'−→

n∏
i=1

R[[Di]] (resp. R((Dred))
'−→

n∏
i=1

R((Di)))

because X is of dimension 1, and hence Di ∩ Dj = ∅ for i 6= j. Part i) follows from Lemma 3.4
ii). For ii), first note that if we consider D as the divisor on XK defined by the K-point x, then

Gr(XK ,GXK ,D) is the twisted affine Grassmannian over K, cf. Example 3.1 i). Let K̃/F be the

splitting field of K which is a finite Galois extension with Galois group Γ̃. There is a canonical
isomorphism of K̃-algebras

K ⊗F K̃
'−→

∏
ψ : K↪→K̃

K̃, a⊗ b 7−→ (ψ(a) · b)ψ,
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which is Γ̃-equivariant for the action γ∗(cψ)ψ 7→ (γ(cψ))γψ on the target. Applying this isomorphism

to D ⊗F K̃, we obtain by i) a Γ̃-equivariant isomorphism

(3.9) Gr(X,G,D) ⊗F K̃
'−→
∏
ψ

Gr(XK ,GXK ,D) ⊗K,ψ K̃,

compatible with the actions of the loop groups. The canonical descent datum on the source in (3.9)
induces a descent datum on the target of (3.9) which implies ii). �

Let us point out some useful compatibility with Weil restriction of scalars.

Corollary 3.6. Let X ′ → X be a finite flat surjective map of smooth quasi-projective O-curves,
and assume G = ResX′/X(G′) for a smooth affine X ′-group scheme G′. If D′ := D ×X X ′, then the
natural map is an isomorphism of O-spaces

(3.10) Gr(X′,G′,D′)
'→ Gr(X,G,D), (F ′, α′) 7→ (ResX′/X(F ′),ResX′/X(α′)).

Proof. Since X ′ → X is finite flat surjective, the closed subscheme D′ ⊂ X ′ is a relative effective
Cartier divisor which is finite flat over O. Hence, the functor Gr(X′,G′,D′) is well defined. Using
Lemma 3.4 ii), the map (3.10) is induced for any O-algebra R by the canonical map of R-algebras

Spec(R[[D′]]) → Spec(R[[D]])×X X ′ (resp. Spec(R((D′))) → Spec(R((D)))×X X ′).

If R is Noetherian, then the first map (hence the second map) is an isomorphism by [StaPro, 00MA]
because X ′ → X is finite. In particular, (3.10) is an isomorphism for any Noetherian O-algebra R.
As both functors in (3.10) commute with filtered colimits of O-algebras, the corollary follows. �

Lemma 3.7. Let O′ → O be a finite étale map of Noetherian rings. Then the composition X →
Spec(O)→ Spec(O′) is a smooth curve as well, and there is a canonical isomorphism of functors

Gr(X/O′,G,D) ' ResO/O′
(
Gr(X/O,G,D)

)
.

Proof. If T → Spec(O′) is a test scheme, then X ×Spec(O) (Spec(O) ×Spec(O′) T ) = X ×Spec(O′) T .
The lemma follows immediately from the definitions. �

3.1.2. Basic representability properties. The starting point is the following lemma, and we sketch
its proof.

Lemma 3.8. If G = Gln,X , then the functor GrG is representable by an ind-projective O-ind-scheme.

Proof. Let R be an O-algebra. If G = Gln,X , then GrG(R) classifies rank n vector bundles E on
XR together with an isomorphism E|UR ' OnUR where UR := (X\D)R. Let IDR ⊂ OXR be the
invertible ideal sheaf defined by DR ⊂ XR. For N ≥ 1, let GrG,N be the O-space whose R-valued
points are rank n vector bundles E on XR such that as OXR -modules(

INDR
)n ⊂ E ⊂ (I−NDR )n .

Every vector bundle is locally free and by bounding the poles (resp. zeros) of basis elements, one
gets as O-spaces

colimN≥1 GrG,N
'−→ GrG .

We claim that each GrG,N is representable by a Quot-scheme as follows. The OXR -module EN,R :=

(I−ND /IND )n⊗OR is coherent and locally free over R. Let QuotN be the O-space whose R-points are
coherent OXR -module quotients EN,R � Q which are locally free R-modules. The functor QuotN
is representable by a projective O-scheme by the theory of Quot-schemes applied to the finite flat
O-scheme 2ND, and the coherent O2ND = OX/I2N

D -module EN,O. More precisely, in the notation
of [FGA, §5.1.4], one has a finite disjoint union

QuotN =
∐
r∈Z≥0

Quotr,O2ND

EN,O/2ND/Spec(O),

and the representability result is then a theorem of Grothendieck [FGA, §5.5.2, Thm. 5.14]. Note
that the structure sheaf O2ND is relatively ample for 2ND → Spec(O) because the map is finite (cf.
[StaPro, Tag 01VG, 28.35.6]). Concretely, QuotN is the closed subscheme of the Grassmannian

QuotN ↪→ Grass(EN,O),
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which is cut out by the condition that the quotients are stable under the finitely many nilpotent
operators u1, . . . , un on EN,O induced by some presentation 2ND = Spec(O[u1, . . . , un]/J). Hence,
to prove the lemma it is enough to show that as functors

(3.11) GrG,N
'−→ QuotN , E 7−→

(
I−NDR

)n
/E .

We need to check thatQ :=
(
I−NDR

)n
/E is a locally free R-module. This follows from the isomorphism

as R-modules OnUR/E ' ⊕k≥0I−k−1
DR

E/I−kDRE , and the short exact sequence

0 →
(
I−NDR

)n
/E → OnUR/E → O

n
UR/

(
I−NDR

)n → 0,

cf. also the argument in [Zhu, Lem. 1.1.5]. Conversely, let Q ∈ QuotN (R), and define the coherent
OXR -module

E def
= ker

((
I−NDR

)n → EN,R → Q) .
We need to show that E is a rank n vector bundle on XR. Covering XR with affine schemes, we may
assume XR = Spec(S) is affine. Let p ⊂ S be a prime ideal lying over a prime ideal m := p∩R ⊂ R.
By [StaPro, Tag 00M] applied to the map of local rings Rm → Sp and the module Ep (note that Ep
is still Rm-flat), to prove Ep is free over Sp we are reduced to the case where R is a field. In the case

where R is a field, E ⊂
(
I−NDR

)n
is a torsion-free rank n submodule, and since XR → Spec(R) is a

smooth curve, E is a vector bundle. �

Remark 3.9. Using Lemma 3.4 ii), the set GrGln,X (O) can be identified with the set of O[[D]]-
lattices in O((D)), i.e., in the notation of Lemma 3.2, the set of O[[D]]-submodules M ⊂ O((D)) such

that for some N >> 0,
(
IND
)n ⊂M ⊂ (I−ND )n

and
(
I−ND

)n
/M is a locally free O-module.

Proposition 3.10. If G ↪→ G is a monomorphism of smooth X-affine X-group schemes such that
the fppf-quotient G/G is a X-quasi-affine scheme (resp. X-affine scheme), then the map GrG → GrG
is representable by a quasi-compact immersion (resp. closed immersion).

Proof. Following the proof of [Zhu, Prop. 1.2.6], it is enough to establish the analogue of [Zhu,

Lem. 1.2.7]. Let R an O-algebra, and let p : V → D̂R be an affine scheme of finite presentation.

Let s be a section of p over D̂o
R. We need to prove that the presheaf assigning to any R-algebra

R′, the set of sections s′ of p over D̂R′ such that s′|D̂o
R′

= s|D̂o
R′

is representable by a closed

subscheme of Spec(R). Indeed, choosing a closed embedding V ⊂ An
D̂R

for some n >> 0 and using

that R[[D]] ⊂ R((D)) is injective, we reduce to the case V = An
D̂R

. The presheaf in question is

representable by the locus on Spec(R) where the class s̄ of the section s ∈ V (D̂o
R) = R((D))n

in (R((D))/R[[D]])n vanishes. With the notation of Lemma 3.2, we have s̄ ∈ E[−N,0] ⊗O R for
some N >> 0. As E[−N,0] is a reflexive O-module, we see that giving an element of E[−N,0] ⊗O R is
equivalent to giving a map of R-schemes Spec(R)→ V(E[−N,0]⊗OR). Then the presheaf in question
is representable by the equalizer of the two maps corresponding to the elements s̄, 0 ∈ E[−N,0]⊗O R
which is a closed subscheme of Spec(R). �

Corollary 3.11. i) If there exists a monomorphism G ↪→ Gln,X such that the fppf-quotient is a
X-quasi-affine scheme (resp. an X-affine scheme), then GrG = colimi GrG,i is representable by a
separated O-ind-scheme of ind-finite type (resp. separated ind-proper O-ind-scheme). Each GrG,i
can be chosen to be L+G-stable.

ii) If in i) the representation G ↪→ Gln,X exists étale locally on O, then GrG = colimi GrG,i is a
separated O-ind-algebraic space of ind-finite presentation (resp. separated ind-proper O-ind-algebraic
space). Each GrG,i can be chosen to be L+G-stable.

iii) If G = G⊗O X is constant and G is a reductive O-group scheme, then GrG is representable by
an ind-proper O-ind-algebraic space.

Proof. Part i) is immediate from Lemma 3.8 and Proposition 3.10. For ii), we use part i) together
with Lemma 3.12 below. Note that the diagonal of GrG being representable by a closed immersion
follows from the same property of GrGln,O and the effectivity of descent for closed immersions.
Further, if O → O′ is étale, then the method of Lemma 3.12 shows that an L+G ⊗O O′-stable
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presentation of GrG ⊗O O′ induces an L+G-stable presentation of GrG (because L+G is affine and
flat, and taking the scheme theoretic image commutes with flat base change). For iii), note that
after an étale cover O → O′, the group scheme GO′ := G⊗O O′ is split reductive, and in particular
linearly reductive. If we choose a closed immersion GO′ ↪→ Gln,O′ , then the quotient Gln,O′ /GO′ is
representable by an affine scheme by [Al14, Cor 9.7.7], and iii) follows from ii). �

Lemma 3.12. Let X be an O-space with schematic diagonal, and such that there exists a étale
surjective (as sheaves) map of O-spaces U → X with U an O-ind-scheme. If either U → X is
quasi-compact or U is quasi-separated, then X is an O-ind-algebraic space.

Proof. Given a presentation U = colimi∈I Ui with Ui being schemes, we need to construct a pre-
sentation X = colimi∈I Xi with Xi being algebraic spaces. For each i, consider Ui ⊂ U → X. We
define X ′i to be the scheme theoretic image of the map

(3.12) Ui ×X U ⊂ U ×X U
p2−→ U.

This well defined for the following reason: Since Ui×X U is a quasi-compact scheme, the map (3.12)
factors through Uj ⊂ U for some j >> i. In either case, U → X quasi-compact or U quasi-separated,
the map (3.12) is quasi-compact. By [StaPro, 01R8], the scheme theoretic image behaves well for
quasi-compact maps, and X ′i ⊂ Uj is a quasi-compact closed subscheme. As scheme theoretic images
of quasi-compact maps commute with flat base change [StaPro, Tag 081I], the scheme X ′i is equipped
with a descent datum relative to U → X, and defines a closed O-subspace Xi ⊂ X together with
an étale surjective map X ′i → Xi. As Xi ⊂ X is closed, the diagonal of Xi is schematic, and Xi is
a quasi-compact algebraic space. By construction the Xi form a filtered direct system indexed by
the poset I, and the canonical map colimi∈I Xi → X is an isomorphism (because U → X is a sheaf
surjection, and colimiX

′
i = U by construction). �

Remark 3.13. It would be nice to give a proof of representability of GrG which does not refer to
the choice of an embedding G ↪→ Gln,X .

3.2. The open cell. In the following two subsections, we apply our methods to prove Theorem
3.17, a generalization of Theorem A from the introduction. The results are not used in the proof of
our Main Theorem.

We specialize to the case where X = A1
O, and where G = G ⊗O X is constant, i.e., the base

change of a smooth affine O-group scheme G of finite presentation. In this case, we denote LDG
(resp. L+

DG; resp. Gr(X,G,D)) by LG = LDG (resp. L+G = L+
DG; resp. GrG = Gr(X,G,D)).

Since D ⊂ A1
O is assumed to be finite over O, the subscheme D ⊂ P1

O is closed and defines a
relative effective Cartier divisor. In particular, Lemma 3.4 ii) (the Beauville-Laszlo lemma) implies
that Gr(A1

O,G,D) = Gr(P1
O,G,D) by extending torsors trivially to ∞.

The negative loop group is the functor on the category of O-algebras

(3.13) L−G : R 7→ G(P1
R\DR).

Then L−G is an O-space which is a subgroup functor L−G ⊂ LG.

Lemma 3.14. The functor L−G is representable by an ind-affine ind-scheme locally of ind-finite
presentation over O.

Proof. That the affine schemes are of finite presentation follows from the fact that L−G commutes
with filtered colimits (because G is of finite presentation). One verifies that L− commutes with finite
products and equalizers, and hence the proof of representability is reduced to the case G = A1

O, cf.
the proof of Lemma 3.2. We have to show that the functor on the category of O-algebras R given by
the global sections R 7→ Γ(OP1

R\DR) is representable by an ind-affine ind-scheme. But as R-modules

Γ(OP1
R\DR) = colimn Γ(OP1

R
(nDR)), and we claim that Γ(OP1

R
(nDR)) is finite locally free: Indeed,

this follows from the short exact sequence

0→ OP1
R
→ OP1

R
(nDR)→ I−1

nDR
/OP1

R
→ 0,

and the vanishing of H1
Zar(P1

R,OP1
R

). This proves the lemma. �



12 T. J. HAINES AND T. RICHARZ

Now define L−−G = ker(L−G→ G) for g 7→ g(∞). Then the intersection L−−G∩L+G is trivial
inside LG, and we consider the orbit map

(3.14) L−−G −→ GrG, g− 7−→ g− · e0,

where e0 ∈ GrG denotes the base point.

Lemma 3.15. The map (3.14) is representable by an open immersion, and identifies L−−G with
those pairs (F , α) where F is the trivial torsor.

Proof. The argument is the same as the deformation argument given in [HaRi, Lem. 3.1], and we
do not repeat it here. �

3.3. Geometry of Gm-actions on GrG. We assume X = A1
O, and G = G ⊗O X with G be-

ing a reductive O-group scheme with connected (and hence geometrically connected) fibers. Let
χ : Gm,O → G be an O-rational cocharacter. The cocharacter χ induces via the composition

(3.15) Gm,O ⊂ L+Gm,O
L+χ−→ L+G ⊂ LG

a left Gm-action on the affine Grassmannian GrG → Spec(O). As in (2.2), we obtain maps of
O-spaces

(3.16) (GrG)0 ← (GrG)± → GrG.

Let us mention the following lemma which implies the ind-representability of the spaces (3.16), in
light of Theorem 2.1 and Corollary 3.11.

Lemma 3.16. The Gm-action on GrG is étale locally linearizable.

Proof. After an étale cover O → O′, there exists a closed immersion GrG′O → GrGln,O′ (cf. Proposi-

tion 3.11 iii)) which is Gm-equivariant with respect to the action on GrGln,O′ given by the cocharacter

Gm,O′
χ→ GO′ → Gln,O′ . The proof of Lemma 3.12 shows that an L+GO′ -stable presentation of

GrGO′ by quasi-compact schemes induces an L+G-stable presentation of GrG by quasi-compact
algebraic spaces. To prove the lemma it is enough to show that the Gm-action on GrGln,O′ is

Zariski locally linearizable, and we reduce to the case O = O′, G = Gln,O. By [Co14, Prop. 6.2.11;
Prop. 3.1.9], Zariski locally on O the cocharacter χ lies in a split maximal torus in Gln,O which is
O-conjugate to the diagonal matrices in Gln,O, and hence is after conjugation with a permutation
matrix dominant. In this way, we reduce to the case where χ is a standard dominant cocharacter
given by λ 7→ diag(λa1 , . . . , λan) for some integers a1 ≥ . . . ≥ an. With the notation of Lemma 3.8,
it is now immediate that the Gm-action on QuotN ⊂ Grass(EN,O) is linear, and compatible with
the transition maps for varying N . The lemma follows. �

Our aim is to express (3.16) in terms of group theoretical data related to the cocharacter χ, cf.
Theorem 3.17 below.

Let χ act on G via conjugation (λ, g) 7→ χ(λ) · g · χ(g)−1. The fixed points M = G0 (resp.
the attractor P+ = G+; resp. the repeller P− = G−) defines a closed subgroup of G which is
smooth of finite presentation over O, cf. [Mar15]. The group M is the centralizer of χ, and is by
the classical theory over a field a reductive O-group scheme which is fiberwise connected (hence
fiberwise geometrically connected). By (2.2) we have natural maps of O-groups

(3.17) M ← P± → G.

Theorem 3.17. The maps (3.17) induce a commutative diagram of O-ind-algebraic spaces

(3.18)

GrM GrP± GrG

(GrG)0 (GrG)± GrG,

ι0 ι± id

where the vertical maps ι0 and ι± are isomorphisms.
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Remark 3.18. i) An interesting example to which Theorem 3.17 applies is the case of fusion
Grassmannians GrG → AnF , cf. Example 3.1 iv) with3 C = A1

F . Hence, Theorem 3.17 implies
Theorem A from the introduction. Note that the group G need not be defined over F , but can be a
general reductive group scheme over the n-th symmetric power (A1

F )(n). Changing the set up slightly,
the group G could even be a general reductive group scheme over AnF (take D = Spec(O) = AnF ,
X = AnF ×F A1

F and consider the divisor AnF → AnF ×A1
F , (xi)i 7→ ((xi)i,

∑
i xi) for i = 1, . . . , n). ii)

Note that Theorem 3.17 also generalizes [HaRi, Lem. 3.6] and justifies [HaRi, sentence containing
(3.33)].

3.3.1. Construction of ι0 and ι±. The strategy of construction is the same as in [HaRi] which we
recall for readability.

As the Gm-action on GrM is trivial, the natural map GrM → GrG factors as GrM → (GrG)0 →
GrG which defines ι0. For the construction of the map ι±, we use the Rees construction explained
in Heinloth [He18, 1.6.2]. The Gm-action P± × Gm,O → P±, (p, λ) 7→ χ(λ±) · p · χ(λ±)−1 via
conjugation extends via the monoid action of A1 on (A1

O)± in (2.1) to a monoid action

(3.19) mχ : P± × A1
O −→ P±

such that mχ(p, 0) ∈ M . We let grχ : P± × A1
O → P± × A1

O, (p, λ) 7→ (mχ(p, λ), λ) viewed as

an A1
O-group homomorphism. Then the restriction grχ |{1} is the identity whereas grχ |{0} is the

composition P± →M → P±. For a point (F±, α±) ∈ GrP±(R), the Rees bundle is

(3.20) Reesχ(F±, α±)
def
= grχ,∗(F±A1

R
, α±A1

R
) ∈ GrP±(A1

R),

where grχ,∗ denotes the push forward under the A1-group homomorphism. Then the restriction

Reesχ(F±, α±)|{1}R is equal to (F±, α±) whereas Reesχ(F±, α±)|{0}R is the image of (F±, α±)

under the composition GrP± → GrM → GrP± . One checks that Reesχ(F±, α±) is Gm-equivariant,
and hence defines an R-point of (GrP±)±. As the Rees construction is functorial, we obtain a map
of O-spaces

(3.21) Reesχ : GrP± → (GrP±)±,

which is inverse to the map (GrP±)± → GrP± given by evaluating at the unit section. We define
the map GrP± → (GrG)± to be the composition GrP± ' (GrP±)± → (GrG)± where the latter map
is deduced from the natural map GrP± → GrG. This constructs the commutative diagram (3.18).

We claim that the map ι0 (resp. ι±) is representable by a quasi-compact immersion. By [Co14,
Thm. 2.4.1], the fppf quotient G/M is quasi-affine, and hence ι0 is representable by a quasi-compact
immersion by Proposition 3.10. Note that since M is reductive, the space GrM is ind-proper and
hence ι0 is even a closed immersion. For ι±, we use that quasi-compact immersions are of effective
descent (cf. [StaPro, Tag 0247, 02JR]), and after passing to an étale ring extension of O, we reduce
to the case where G is linearly reductive. As in the proof of Corollary 3.11, we choose G ↪→ Gln,O
such that Gln,O /G is quasi-affine (or even affine). Let Q+ ⊂ Gln,O (resp. Q− ⊂ Gln,O) be the

attractor (resp. repeller) subgroup defined by the cocharacter Gm,O
χ→ G → Gln,O. Then we have

P± = Q±×Gln,OG. The quotient Q±/P± is an algebraic space of finite presentation over O, and the
map i : Q±/P± ↪→ Gln,O /G is a monomorphism of finite type (hence separated and quasi-finite, by
[StaPro, Tag 0463, 59.27.10]). Thus, Q±/P± is a scheme, and the map i is quasi-affine by Zariski’s
main theorem. In particular, Q±/P± is quasi-affine as well. Now there is a commutative diagram
of O-spaces

(3.22)

GrP±

(GrG)± GrG

GrQ± (GrGln,O )± GrGln,O ,
'

3The case of general smooth F -curves C can be reduced to the special case of A1
F , but we do not need this in the

present article.
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constructed as follows. The map GrG → GrGln,O is a quasi-compact immersion by Proposition
3.10, and as GrG is ind-proper, it is a closed immersion. Hence, the square is Cartesian by general
properties of attractor (resp. repeller) ind-schemes. This also constructs the dotted arrow in (3.22)
which is the map ι±. Further, the map GrQ± → (GrGln,O )± is an isomorphism by Lemma 3.19
below. The map GrP± → GrQ± is a quasi-compact immersion because Q±/P± is quasi-affine.
Since (GrG)± → (GrGln,O )± is a closed immersion, the map ι± is a quasi-compact immersion.

Lemma 3.19. If G = Gln,O, then the maps ι0 and ι± are isomorphisms.

Proof. As in the proof of Lemma 3.16, we reduce to the case where χ is a standard dominant
cocharacter. Then χ corresponds to a Z-grading on V := On, say V = ⊕i∈ZVi, compatible with the
standard O-basis of V . The group M (resp. P+/P−) is a standard Levi (resp. standard parabolic)
of automorphisms of V preserving the grading (resp. the ascending/descending filtration induced
from the grading). In the description of Lemma 3.8, the subfunctor GrM (resp. GrP±) are those
vector bundles E ∈ GrG(R) compatible with the grading (resp. filtration induced by the grading)
on V ⊗O OUR . Likewise, the grading on V induces in the notation of Lemma 3.8 gradings on

EN,O = V ⊗O (I−ND /IND ) for each N ≥ 1. As in Lemma 3.16, we have a closed Gm-equivariant
immersion, and hence the diagram of O-schemes

Quot0
N Grass(EN,O)0

QuotN Grass(EN,O),

is cartesian, and likewise on attractor (resp. repeller) schemes. The equality Grass(EN,O)0 =∏
i∈Z Grass(Vi ⊗O (I−ND /IND )) is immediate, and one checks that Grass(V ⊗O (I−ND /IND ))± is the

subfunctor of those subspaces in EN,O compatible with the filtration. The lemma follows. �

3.3.2. Proof of Theorem 3.17. We need a lemma first. By functoriality of the loop group construc-
tion, the Gm-action on G via χ-conjugation gives an Gm on LG (resp. L+G; resp. L−G). There
are natural monomorphisms on negative loop groups

L−M −→ (L−G)0;(3.23)

L−P± −→ (L−G)±.(3.24)

Lemma 3.20. The maps (3.23) and (3.24) are isomorphisms.

Proof. Replacing O by an étale cover, we may assume that there exists a closed embedding G ↪→
Gln,O. By the proof of Lemma 3.14 (resp. Lemma 3.2 i)), the induced map L−G → L−Gln,O is a
closed immersion.

Let χ′ : Gm,O
χ→ G → Gln,O, and denote the fixed point group (resp. attractor/repeller group)

by L (resp. Q±). It is straight forward to check L−M = L−G∩L−L (resp. L−P± = L−G∩L−Q±)
and (L−G)0 = L−G ∩ (L−Gln,O)0 (resp. (L−G)± = L−G ∩ (L−Gln,O)±). Hence, we may assume
G = Gln,O.

After passing to a Zariski cover of O, we may assume that χ is a standard dominant cocharacter,
cf. proof of Lemma 3.16. We have for every O-algebra R,

(L−Gln,O)0(R) = {g ∈ G(P1
R\DR) | ∀S ∈ (R-Alg), λ ∈ Gm(S) : χ(λ) · g · χ(λ)−1 = g}.

Let g ∈ (L−Gln,O)0(R). To show g ∈ (L−M)(R), we can take S = R[t, t−1] to see that the desired
entries in the matrix g vanish. The case of (L−G)± is similar, and the lemma follows. �

First case. Let O = F be a field. By fpqc-descent, we may assume that F is algebraically closed.

Then Dred =
∑d
i=1[xi] for pairwise distinct points xi ∈ X(F ). If d = 1, the maps ι0 and ι± are

isomorphisms in light of Example 3.1 i) and [HaRi, Prop. 3.4]. In general, by Corollary 3.5 each
ind-scheme in (3.18) is a direct product of d copies (compatible with the maps) of classical affine
Grassmannians formed using local parameters at xi. The Gm-action on the product via

Gm ⊂ L+
DGm ' L+

[x1]Gm ×F . . .×F L
+
[xn]Gm

is the diagonal action, and we conclude using Lemma 2.2 and the case d = 1.
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Second case. Let O be an Artinian local ring with maximal ideal m, and residue field F . Passing to
the strict Heselization, we may assume that F is separably closed. The restriction of ι0 (resp. ι±)
to the open cell L−−M (resp. L−−P±) is an isomorphism by Lemma 3.20. By Lemma 3.15, there
is the open subset

VM
def
=
⋃
m

m · L−−M · e0 (resp. VP±
def
=
⋃
p

p · L−−P± · e0),

of GrM (resp. GrP±), where the union runs over all m ∈ LM(O) (resp. p ∈ LP±(O)). The
LM -equivariance (resp. LP±-equivariance) of ι0 (resp. ι±) implies that ι0|VM (resp. ι±|VP± ) is an
isomorphism. As GrM (resp. GrP±) is a nilpotent thickening of GrM ⊗O F (resp. GrP± ⊗O F ),
it is enough to show that VM (resp. VP±) contains the special fiber. As G splits over F (because
separably closed), the points GrM (F ) ⊂ GrM (resp. GrP±(F ) ⊂ GrP±) are dense which follows
from the density of AnF (F ) ⊂ AnF and the cellular structure of these spaces. Thus, it suffices to show
that GrM (F ) ⊂ VM (resp. GrP±(F ) ⊂ VP±). In view of Lemma 3.4 ii), it suffices to show that
the reduction map LM(O)→ LM(F ) (resp. LP±(O)→ LP±(F )) is surjective. As O is Artinian,
the ring O((D)) is (semi-local) Artinian, and the reduction map O((D)) → F ((D)) is surjective with
nilpotent kernel m((D)). Hence, the desired surjectivity follows from the formal lifting criterion using
the smoothness of M (resp. P±). This handles the second case.

The general case. Passing to an étale extension of O, we may assume that (3.18) is a diagram
of ind-schemes, cf. Corollary 3.11. In view of (3.2), the closed immersion ι0 (resp. quasi-compact
immersion ι±) is fiberwise bijective, and hence bijective. Now Theorem 3.17 follows from Lemma
3.21 below using the second case.

Lemma 3.21. Let O be a Noetherian ring, and let ι : Y → Z be a quasi-compact immersion of
finite type O-schemes. If ι is set-theoretically bijective, and if for every maximal ideal m ⊂ O and
every n ≥ 1, the reduction ι⊗O/mn is an isomorphism, then ι is an isomorphism.

Proof. By [StaPro, Tag 01QV], the map ι factors as an open immersion followed by a closed immer-
sion: Y → Ȳ → Z. As ι is bijective, we have Y = Ȳ and ι is a bijective closed immersion. Being an
isomorphism is local on the target, and we may assume that Z = Spec(A) and hence Y = Spec(B)
are affine. The map of O-algebras ι# : A → B is surjective (because closed immersion), and each
element in I := ker(ι#) is nilpotent (because ι# is bijective on spectra). It is enough to show that
for the localization Im = 0 for all maximal ideals m ⊂ O. Without loss of generality, we may assume
that O is local with maximal ideal m. If mA = A, i.e., the fiber of Z over m is empty, there is
nothing to prove, and we may assume that mA ⊂ A is a proper ideal. As A/mnA → B/mnB is
an isomorphism for all n ≥ 1, we have I ⊂ ∩n≥1m

nA. But since mnA = (mA)n and mA ⊂ A is
a proper ideal in a Noetherian ring, we have ∩n≥1m

nA = 0 by Krull’s intersection theorem. The
lemma follows. �

4. Local models for Weil-restricted groups

In this section, we collect a few properties of the Weil-restricted affine Grassmannians as con-
structed in [Lev16]. We provide proofs for several statements which appear to be well-known but
for which we could not find proofs in the literature.

4.1. Notation. Let F/Qp be a finite extension with ring of integers OF , and residue field k with
q elements. Let K/F be a finite extension with ring of integers OK with residue field k0/k. Let
K0/F denote the maximal unramified subextension of K/F with the same residue field k0/k. Fix
a uniformizer $ of K, and denote by Q ∈ K0[u] the minimal polynomial, i.e. Q is the unique
irreducible normalized polynomial with Q($) = 0. Note that Q ∈ OK0

[u], and that Q ≡ u[K:K0]

mod $.
Let F̆ (resp. K̆; K̆0) denote the completion of the maximal unramified extension of F (resp. K;

K0) inside a fixed algebraic closure F̄ , and let σ ∈ Aut(F̆ /F ) denote the Frobenius generator. We

note that F̆ = K̆0.
In §4.4 below, we specialize the general set-up of §3 to the case where O = OF , X = A1

OK0
is

viewed as a smooth curve over O, and D is defined by {Q = 0}. We first summarize some properties
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of parahoric groups for Weil-restricted groups (cf. §4.2), and the group schemes G0 over X = A1
OK0

constructed in [PZ13, Lev16] (cf. §4.3).

4.2. Parahoric Group Schemes for Weil-restricted groups. Let G0 be a reductive K-group.
Fix a maximal K-split torus A0, a maximal K̆-split torus S0 containing A0 and defined over K.
Let M0 = ZG0

(A0) denote the centralizer of A0 which is a minimal K-Levi subgroup of G0, and let
T0 = ZG0

(S0) be the centralizer of S0. Then T0 is a maximal torus because G0,K̆ is quasi-split by
Steinberg’s theorem.

We are interested in parahoric subgroups of the Weil restriction of scalars G := ResK/F (G0). We
will first need to classify the maximal F -split tori in G.

Lemma 4.1. Suppose T0 is any K-torus, so that T = ResK/F (T0) is an F -torus. Then there is a
canonical isomorphism of groups

(4.1) X∗(T )ΓF = X∗(T0)ΓK .

In particular, the F -split rank of T is the K-split rank of T0.

Proof. Recall that T represents the functor on F -tori which sends the F -torus T ′ to

HomK-tori(T
′ ⊗F K,T0) = HomΓK -Mod(X∗(T

′), X∗(T0)) = HomΓF -Mod

(
X∗(T

′), IndΓF
ΓK

(X∗(T0)
)
.

We deduce that X∗(ResK/F (T0)) = IndΓF
ΓK

(X∗(T0)) ∼= X∗(T0) ⊗Z[ΓK ] Z[ΓF ] (since [ΓF : ΓK ] < ∞).
Then the H0-version of Shapiro’s lemma gives (X∗(T0)⊗Z[ΓK ] Z[ΓF ])ΓF = X∗(T0)ΓK , which implies
the lemma. �

Under the bijection

(4.2) HomF (T ′,ResK/F (G0)) = HomK(T ′K , G0),

T ′ → ResK/F (G0) is injective if and only if the corresponding morphism T ′K → G0 is injective.
Since any K-split torus is of the form T ′K for a unique F -split torus T ′, this shows that the rank of
a maximal F -split torus in ResK/F (G0) is the same as the rank of a maximal K-split torus in G0.
For the maximal K-split torus A0 ⊂ G0, we write A0 = AK for a unique F -split torus A. Using the
canonical embedding A ↪→ ResK/F (AK) = ResK/F (A0), we see that A is the F -split component of
ResK/F (A0) and also a maximal F -split torus in G.

From now on, we will abuse notation and denote by A the image of A ↪→ ResK/F (A0) ↪→
ResK/F (G0) = G (even though A is not a Weil restriction of a torus). The discussion following (4.2)
shows that A0 7→ A gives a bijection between maximal K-split tori in G0 and maximal F -split tori
in G.

Let us note that since S0 is K̆-split (and using K̆0 ⊗K0
K = K̆) there exists a unique subtorus

S′0 ↪→ ResK/K0
(S0) which is a maximal K̆0-split torus in ResK/K0

(G0) defined over K0 and of the
same rank as S0. We let S denote the image of ResK0/F (S′0) ↪→ ResK0/F (ResK/K0

(S0)) = ResK/FS0

which is a maximal F̆ -split torus in G defined over F .

Lemma 4.2. Letting M = ResK/F (M0) and T = ResK/F (T0), we have M = ZG(A) and T = ZG(S)
as subgroups of G = ResK/F (G0).

Proof. Both containments ‘⊆’ are obvious. For ‘⊇’ we note that the torus AF̄ is the diagonal torus
inside

∏
K↪→F̄ A0 ⊗K,ψ F̄ . Considering its centralizer inside

∏
K↪→F̄ G0 ⊗K,ψ F̄ proves M = ZG(A).

Since ZG(S) is necessarily a maximal torus, the inclusion T ⊆ ZG(S) is also an equality. �

The correspondence A↔ A0 induces a correspondence between the apartments in the (extended)
Bruhat-Tits buildings B(G,F ) and B(G0,K). We will show that there is a canonical isomorphism

(4.3) B(G,F ) ' B(G0,K),

equivariant for the action of G(F ) = G0(K), and compatible with an identification of apartments
A (G,A, F ) = A (G0, A0,K).

The Iwahori-Weyl group W = W (G,A, F ) is the group

(4.4) W
def
= NormG(A)(F )/M(F )1,



TEST FUNCTIONS FOR LOCAL MODELS OF WEIL-RESTRICTED GROUPS 17

where M(F )1 is the unique parahoric subgroup of the minimal Levi M , cf. [HR08, Ri16a]. (By

Lemma 4.2, M is a minimal F -Levi subgroup of G.) We define W̆ = W (G,S, F̆ ) analogously. In the

following we will use the identification F̆ ⊗F K =
∏

[K0:F ] K̆ which is σ-equivariant for the action

σ(aj)j = (σaj−1)j on the product.

Lemma 4.3. There is a canonical identification of Iwahori-Weyl groups

W (G,A, F ) = W (G0, A0,K) and W (G,S, F̆ ) = W (G0, S0, F̆ ⊗F K) =
∏

[K0:F ]

W (G0, S0, K̆).

Proof. As in Lemma 4.2, one shows NormG(A) = ResK/F (NormG0
(A0)), and hence NormG(A)(F ) =

NormG0(A0)(K). By Lemma 4.4 below, M(F )1 = M0(K)1. The first equality follows and the second
is similar. �

Lemma 4.4. Let G(F )1 ⊂ G(F ) denote the Kottwitz kernel, i.e.,G(F )1 = G(F ) ∩G(F̆ )1 with

G(F̆ )1 = ker
(
κG : G(F̆ )→ X∗(ZIFG∨)

)
,

where κG is the Kottwitz homomorphism of [Ko97, §7]. Then G(F̆ )1 =
∏

[K0:F ]G0(K̆)1 and G(F )1 =

G0(K)1.

Proof. The result is clear when G0 is a torus: G(F̆ )1 and
∏

[K0:F ]G0(K̆)1 coincide with the unique

maximal bounded subgroup of

G(F̆ ) = G0(F̆ ⊗F K) =
∏

[K0:F ]

G0(K̆).

Thus, by a variation of Lemma 4.1, κG : G(F̆ ) → X∗(G)IF is the direct product over [K0 : K]-

many copies of κG0
: G0(K̆) → X∗(G0)IK . Clearly the result holds for G0 = G0,sc and hence for

G0,der = G0,sc by reduction to the torus case. Finally the general case follows by the method of
z-extensions as in the construction of κG0 ([Ko97, §7.4]). �

Lemma 4.5. There is a canonical isomorphism of apartments A (G,S, F̆ ) = A (G0, S0, F̆ ⊗F K)

compatible with the action of the Iwahori-Weyl groups W (G,S, F̆ ) = W (G0, S0, F̆ ⊗F K) and the
action of the Frobenius σ.

Proof. Let Σ̆G (resp. Σ̆G0) denote the Bruhat-Tits échelonnage root system attached to (G,S)
(resp. (G0, S0)). Taking T0 = T0,sc in Lemma 4.1 and using [HR08, Lem. 15], we obtain an equality
of coroot lattices

Q∨(Σ̆G) = X∗(Tsc)IF =
∏

[K0:F ]

X∗(T0,sc)IK =
∏

[K0:F ]

Q∨(Σ̆G0).

By considering minimal positive generators of these lattices, we deduce that Σ̆G =
∏

[K0:F ] Σ̆G0 .

As all identifications are canonical this isomorphism is compatible with the action of σ on both
sides. This gives the identification of affine root hyperplanes needed to prove the isomorphism of
apartments

A (G,S, F̆ ) = A (G0, S0, F̆ ⊗F K).

The isomorphism is equivariant for W (G,S, F̆ ) = W (G0, S0, F̆ ⊗F K) and σ. �

Proposition 4.6. There is a canonical isomorphism B(G,F ) ' B(G0,K), equivariant for the
action of G(F ) = G0(K), and compatible with an identification of apartments A (G,A, F ) =
A (G0, A0,K).

Proof. By construction B(G0, K̆) = (G0(K̆) × A (G0, S0, K̆))/ ∼, where (g, x) ∼ (g′, x′) if there

exists n ∈ NormG0
(S0)(K̆) such that n · x = x′ and g−1g′n ∈ Ux. Here Ux is the subgroup of

G0(K̆) generated by the affine root groups Uα+r associated to α+ r with α(x) + r ≥ 0, for (α, r) ∈
Σ̆G0 × Z. Because Σ̆G =

∏
[K0:F ] Σ̆G0

, the equivalence relation for G is the [K0 : F ]-fold product

of the equivalence relation for G0. Using Lemma 4.5, this proves B(G, F̆ ) =
∏

[K0:F ] B(G0, K̆) =

B(G, F̆⊗FK), equivariantly for σ, and the proposition follows by étale descent, cf. [BT84, §5.1]. �
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Let f be a facet of A (G,A, F ), and denote by f0 the corresponding facet in A (G0, A0,K). Let
Gf (resp. Gf0) be the associated parahoric group scheme over OF (resp. over OK).

Proposition 4.7. There is a canonical isomorphism of OF -group schemes Gf ' ResOK/OF (Gf0)
inducing the identity on generic fibers.

Proof. By the defining property of parahoric group schemes, it suffices to check that the group H :=
ResOK/OF (Gf0) is a smooth affine OF -group scheme of finite type with (geometrically) connected

special fiber, with the property that H(OF̆ ) is the intersection of the Kottwitz kernel G(F̆ )1 with

the pointwise fixer in G(F̆ ) of f which we view as a subset of the building over F̆ ; cf. [HR08]. The
OF -group H is smooth affine and of finite type by general properties of Weil restriction of scalars,
cf. [BLR90, §7.6, Thm. 4, Prop. 5]. If R = OK/$[K:K0], then the special fiber is given by

H⊗OF k = ResR/k(Gf0 ⊗OK R),

which is a successive extension of smooth (geometrically) connected groups, and hence (geomet-

rically) connected. As
∏

[K0:F ] K̆ = K ⊗F F̆ we have H(OF̆ ) =
∏

[K0:F ] Gf0(OK̆) which is the

intersection of
∏

[K0:F ]G0(K̆)1 = G(F̆ )1 (Lemma 4.4) with the pointwise fixer in
∏

[K0:F ]G0(K̆) of

f , by Lemma 4.5. The proposition follows. �

Corollary 4.8. Every parahoric OF -group scheme of G is of the form ResOK/OF (Gf0) for a unique
facet f0 ⊂ B(G,K).

2
The subgroup Wf = Wf (G,A, F ) of W associated with f is the group

Wf
def
=
(

NormG(A)(F ) ∩ Gf (OF )
)
/M(F )1.

The isomorphism W (G,A, F ) = W (G0, A0,K) induces Wf (G,A, F ) = Wf0(G0, A0,K). Let us point
out a consequence of Proposition 4.6 which is used later.

Corollary 4.9. There is a canonical identification Z(G(F ),Gf (OF )) = Z(G0(K),Gf0(OK)) of cen-
ters of parahoric Hecke algebras compatible with the Bernstein isomorphism of [Hai14, Thm. 11.10.1],
where the Haar measures are normalized to give Gf (OF ) = Gf0(OK) volume 1.

Proof. In view of Gf (OF ) = Gf0(OK), the equality of the centers is clear, and it remains to show
the compatibility with the Bernstein isomorphism. This follows from the equality

ΛM := M(F )/M(F )1 = M0(K)/M0(K)1 =: ΛM0
,

combined with the definition of Bernstein isomorphisms given by the integration formula (e.g. [Hai14,
11.11]) and the isomorphism of finite relative Weyl groups W0(G,A, F ) = W0(G0, A0,K) consistent
with Lemma 4.3. �

4.3. Group schemes over A1
OK0

. Let G0 be a reductive K-group which splits over a tamely

ramified extension, and let G := ResK/F (G0). Fix a chain of subgroups A0 ⊂ S0 ⊂ T0 ⊂ M0 in G0

as in §4.2 with corresponding chain of subgroups A ⊂ S ⊂ T ⊂ M in G. Further, fix a parabolic
K-subgroup P0 containing M0 in G0, and let P := ResK/F (P0) in G.

In [PZ13, §3], a reductive OK [u±]-group scheme G0 admitting a maximal torus, and with con-
nected fibers is constructed. As observed in [Lev16, §3.1; Prop. 3.3], the group scheme G0 is defined
over OK0

[u±] in the following sense.

Proposition 4.10. i) There exists a reductive OK0 [u±]-group G0 together with a tuple of smooth
closed OK0 [u±]-subgroups (A0, S0, T 0,M0, P 0) and an isomorphism of K-groups

(G0, A0, S0, T 0,M0, P 0)⊗OK0
[u±],u7→$ K ' (G0, A0, S0, T0,M0, P0),

where A0 is a maximal OK0 [u±]-split torus, S0 a maximal OK̆0
[u±]-split torus defined over OK0 [u±],

T 0 its centralizer, M0 the centralizer of A0 (a minimal Levi), and P 0 a parabolic OK0
[u±]-subgroup

with Levi M0.

ii) The base change GOK̆0
[u±] is quasi-split. In particular, T 0 is a maximal torus.
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Proof. Let us recall some elements of the construction as needed later. Let K̃/K be a tamely

ramified Galois extension which splits G0. After possibly enlarging K̃, we may assume:

1) the group G0 is quasi-split over the maximal unramified subextension K̃0 of K̃/F ;

2) there is a uniformizer $̃ ∈ K̃ and an integer ẽ ≥ 1 such that $ = $̃ẽ, and therefore

K̃
∼← K̃0[v]/Q(vẽ) via $̃ ← [ v;

3) K̃0 contains a primitive ẽ-th root of unity, cf. [PZ13, §3.1].

There is a cocartesian diagram4 of OK0
-algebras

(4.5)
OK̃0

[v] K̃

OK0
[u] K

v 7→ $̃

u 7→ $

u 7→ vẽ

One can prove that OK̃0
[v]/OK0 [u] is a ramified Galois cover with group isomorphic to Γ̃ :=

Gal(K̃/K); for this we use that K̃0 contains a primitive ẽ-th root of unity. As in [PZ13, §3],
the OK0

[u±]-group scheme G0 is constructed in [Lev16, §3.1] by descending a suitable choice of
Chevalley model for G0,K̃ along the étale ring extension OK̃0

[v±]/OK0 [u±], cf. [PZ13, §3] and

[Lev16, §3.1] for details. See also Example 4.14. �

Let us denote

(4.6) (G[0, A
[
0, S

[
0, T

[
0 ,M

[
0 , P

[
0)

def
= (G0, A0, S0, T 0,M0, P 0)⊗OK0

[u±] k0((u)).

Then G[0 is a reductive group over K[
0 := k0((u)), and (A[0, S

[
0, T

[
0 ,M

[
0 , P

[
0) are analogous to the

corresponding groups above, cf. the discussion in [PZ13, 4.1.2; 4.1.3], [Lev16, 3.3]. Further, we
obtain a canonical identification of the apartments

(4.7) A (G,A, F ) = A (G0, A0,K) = A (G0, A0, κ((u))),

for both κ = K0, k0, cf. [PZ13, 4.1.3], [Lev16, Prop. 3.3.1 ff.]. In particular we have A (G0, A0,K0) =
A (G[0, A

[
0,K

[
0) for κ = k0. Thus, we may think about G[0 as an equal characteristic analogue of G0

of the same Dynkin type.
We now introduce the equal characteristic analogue G[ of G by restriction of scalars along the

unramified extension K0/F : we define the sextuple of k((u))-groups

(4.8) (G[, A[, S[, T [,M [, P [),

where G[ = ResK[
0/F

[(G[0) is a reductive group over F [ := k((u)), and likewise (S[, T [,M [, P [) are

obtained from (S[0, T
[
0 ,M

[
0 , P

[
0) by restriction of scalars along the unramified extension K[

0/F
[. Here

A[ is the maximal F [-split subtorus inside ResK[
0/F

[(A[0).

Combining (4.7) with Proposition 4.6, we obtain a canonical identification of the apartments

(4.9) A (G,A, F ) = A (G[, A[, F [).

We shall use the following two results in §6 below.

Lemma 4.11. There is an identification of Iwahori-Weyl groups W (G,A, F ) = W (G[, A[, F [)
which is compatible with the action on the apartments under the identification (4.9).

Proof. Over F̆ we obtain a σ-equivariant isomorphism according to [PZ13, 4.1.2], [Lev16, 3.3.0.1]
compatible with the action on the apartments. The general case follows by taking σ-fixed points
from [Ri16a, §1.2] (cf. also [PZ13, 4.1.3], [Lev16, Prop. 3.3.1 ii)]). �

Now let G = Gf be a parahoric OF -group scheme of G whose facet f is contained in A (G,A, F ).
Then under (4.9) we obtain a unique facet f [ ⊂ A (G[, A[, F [), and hence a parahoric OF [ -group
scheme G[ := Gf[ of G[.

4This differs from [Lev16, §3.1] in that Levin uses instead of K̃0 the maximal unramified subxtension of K̃/K;

this seems to be a mistake, e.g., the diagram corresponding to (4.5) is not cocartesian.
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Lemma 4.12. There is a canonical identification Z(G(F ),G(OF )) = Z(G[(F [),G[(OF [)) of centers
of parahoric Hecke algebras, where the Haar measures are normalized to give G(OF ) (resp. G[(OF [))
volume 1.

Proof. Applying Lemma 4.11 for M , we obtain an identification of abelian groups

(4.10) ΛM := M(F )/M(F )1 = M [(F [)/M [(F [)1 =: ΛM[ ,

where M(F )1 (resp. M [(F [)1) is the unique parahoric group scheme of M(F ) (resp. M [(F [)). The
result follows via the Bernstein isomorphisms [Hai14, Thm. 11.10.1]

Z(G[(F [),G[(OF [)) ' Q̄`[ΛM[ ]W0(G[,A[,F [) = Q̄`[ΛM ]W0(G,A,F ) ' Z(G(F ),G(OF )),

noting that the finite relative Weyl groups of (G,A, F ) and (G[, A[, F [) are isomorphic compatible
with the action on ΛM = ΛM[ . �

Theorem 4.13. Fix (G0, A0, S0, T 0) and Gf with f ⊂ A (G,A, F ) as above. There exists a tuple of
smooth affine OK0 [u]-group schemes (G0,A0,S0, T 0) with geometrically connected fibers satisfying
the following properties:

i) The restriction (G0,A0,S0, T 0)|OK0
[u±] is (G0, A0, S0, T 0) as OK0 [u±]-groups.

ii) The base change of G0 under OK0 [u]→ OK , u 7→ $ is the parahoric group G = Gf .

iii) The base change of G0 under OK0
[u]→ κ[[u]], u 7→ u for both κ = K0, k0 is the parahoric group

scheme for G0,κ((u)) attached to f under (4.7).

iv) The group A0 is a split OK0
[u]-torus, S a OK0

[u]-torus which splits over OF̆ [u] and T is a
smooth affine OK0 [u]-group scheme such that T 0 ⊗ κ[[u]] is the neutral component of the lft Néron
model of T 0,κ((u)), for κ = K0, k0.

The group G0 is uniquely determined (up to unique isomorphism) by properties i) and iii) for
κ = K0, and so is the tuple (A0,S0, T 0) using iv).

Proof. This is [Lev16, Thm. 3.3.3, Prop. 3.3.4], cf. also [PZ13, Thm. 4.1], esp. 4.2.1, for the unique-
ness assertion. �

Example 4.14. Suppose G0 = T0 is a tamely ramified torus over K. Let TH be the split torus
over OK0

such that T0 is given by a 1-cocycle

[τ ] ∈ H1(Γ̃,Aut(TH ⊗OK0
K̃)).

Explicitly,

T0 =
(

ResK̃/K(TH ⊗OK0
K̃)
)Γ̃

.

We let TH ⊗OK0
Õ0[v] be the split torus over Õ0[v] := OK̃0

[v] (cf. (4.5)), which is endowed with

Galois actions τ(γ) ⊗ γ for γ ∈ Γ̃ which we view as Galois descent data used to give a torus over
OK0

[u]. Explicitly, we define T 0/OK0
[u±] and T 0/OK0

[u] by

T 0 =
(

ResÕ0[v±]/OK0
[u±](TH ⊗OK0

Õ0[v±])
)Γ̃

.

and T 0 as the (fiberwise) neutral component of(
ResÕ0[v]/OK0

[u](TH ⊗OK0
Õ0[v])

)Γ̃

.

Write Gal(K̃/K) = 〈γ〉 o 〈σ〉 where γ generates the inertia subgroup and σ is a lift of a generator

of Gal(K̃un/K) for K̃un/K the maximal unramified subextension of K̃/K. Then T 0 is realized as

a Gal(K̆0/K0)-descent of (
ResOK̆0

[v±]/OK̆0
[u±] (TH ⊗OK0

OK̆0
[v±])

)γ
.

This shows that the formation of T 0 commutes with base change A1
E0
→ A1

K0
, where E0/K0 is any

unramified extension. Similar remarks apply to T 0.
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4.4. Affine Grassmannians and Local Models. We continue with the notation as in §4.1. Recall
that we fix a uniformizer $ ∈ K with Eisenstein polynomial Q ∈ OK0

[u]. Let (G0, A0, S0, T0) be
tamely ramified over K, and fix a spreading (G0, A0, S0, T 0) defined over OK0 [u±] as in Proposition
4.10. Let (G,A, S, T ) be constructed from (G0, A0, S0, T0) by Weil restriction of scalars along K/F
as in §4.2. Choose a facet f ∈ A (G,A, F ), and let G := Gf be the corresponding parahoric OF -group
scheme for G. Associated with these data, we have the tuple (G0,A0,S0, T 0) of smooth affine group
schemes over X := Spec(OK0

[u]) constructed in Theorem 4.13. Since OK0
/OF is finite étale, we

can view X as a smooth curve over OF . Let D ⊂ X be the closed subscheme defined by {Q = 0}
viewed as a relative effective Cartier divisor over OF . We are interested in local models for the group
G = ResK/F (G0) with level structure given by the parahoric OF -group G = Gf = ResOK/OF (Gf0),
cf. Proposition 4.7.

4.4.1. Affine Grassmannians for Weil-restricted groups. The Beilinson-Drinfeld Grassmannian

(4.11) GrG
def
= Gr(X,G

0
,D)

from (3.1) specializes to [Lev16, Def. 4.1.1] for K0 = F . By Lemma 3.7, we have

GrG = Gr(X/OF ,G0
,D) = ResOK0

/OF
(
Gr(X/OK0

,G
0
,D)

)
.

Hence, our definition of GrG agrees with [Lev16, Prop. 4.1.8 ff.].
We think about (4.11) as being the Beilinson-Drinfeld Grassmannian associated with the para-

horic OF -group scheme G. Explicitly, GrG is the functor on the category of OF -algebras R given by
the isomorphism classes of tuples (F , α) with

(4.12)

{
F a G0-torsor on Spec

(
(R⊗OF OK0

)[u]
)
;

α : F|
Spec

(
(R⊗OFOK0

)[u][1/Q]
) ' F0|

Spec
(

(R⊗OFOK0
)[u][1/Q]

) a trivialization,

where F0 denotes the trivial torsor. If Q = u−$, i.e., K = F , then GrG is the BD-Grassmannian
defined in [PZ13, 6.2.3; (6.11)].

For an OF -algebra R, we have the regular functions on the completion of XR along DR, namely
the OK0 [u]-algebra R[[D]] = limN (R⊗OF OK0)[u]/(QN ), and likewise R((D)) = R[[Q]][1/Q]. With the
notation of §3.1.1, we have the loop group

LG(R)
def
= LDG0(R) = G0(R((D))),

and the positive loop group

L+G(R)
def
= L+

DG0(R) = G0(R[[D]]).

By Lemma 3.4, there is a natural isomorphism LG/L+G ' GrG , and thus a transitive action mor-
phism

(4.13) LG ×OF GrG −→ GrG .

The following proposition is [Lev16, Prop. 4.1.6, 4.1.8].

Proposition 4.15. i) The generic fiber of (4.13) is isomorphic to

(4.14) LzG×F GrG −→ GrG,

where LzG(R) = G(R((z))) = G((K⊗FR)((z))) is the loop group for G = ResK/F (G) formed using the
parameter z := u−$ ∈ K[u], and GrG is as in Example 3.1 i) the affine Grassmannian for the group
G⊗F F [[z]], i.e., the étale-sheaf associated with the functor on F -algebras R 7→ G(R((z)))/G(R[[z]]).

ii) The special fiber of (4.13) is canonically isomorphic to

(4.15) LG[ ×kF F`G[ −→ F`G[ ,

where LG[(R) = G[(R((u))) is the twisted affine loop group for the parahoric kF [[u]]-group scheme
G[ = Gf[ of G[ as in (4.9), and F`G[ is the twisted affine flag variety for G[/kF [[u]] defined in [PR08],

i.e., the étale-sheaf associated with the functor on kF -algebras R 7→ G[(R((u)))/G[(R[[u]]).
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Proof. Let L+
D/OK0

G0 denote the positive loop group attached to D and the curve A1
OK0

, and let

LD/OK0
G0 be the corresponding loop group. We then have

LG = LDG0 = ResOK0
/OF

(
LD/OK0

G0

)
,

and likewise for the positive loop group. We may use Theorem 4.13 to compute the generic and
special fibers of the right hand side. For example, if G[0 := G0 ⊗ k0[[u]], then the special fiber of LG
is

(4.16) Resk0/k(LG[0) = L
(
Resk0[[u]]/k[[u]](G[0)

)
= LG[,

and likewise for the positive loop group. This together with Lemma 3.7 reduces us to the case
that K0 = F . Then part ii) is Corollary 3.5 i). For i), note the natural maps ResK/F (LzG0) →
LzResK/F (G0) and ResK/F (GrG0) → GrResK/F (G0) are isomorphisms, cf. [PR08, (1.2)] and [Lev,

§2.6]. Note that Q(z + $) ∈ zK[z]. Hence by induction on n ≥ 1, the map u 7→ z + $ sets up an

isomorphism F [u]/(Qn)
∼→ K[z]/(zn), and hence F [[u]]

∼→ K[[z]]. Similarly, we remark that for any
F -algebra R u 7→ z +$ gives an isomorphism R[[u]] ∼= (R⊗F K)[[z]]. Let GK[[z]] := G0 ⊗OF [u] K[[z]],

and denote by GrG
K[[z]]

the twisted affine Grassmannian for GK[[z]], cf. Example 3.1 i). In view of

Corollary 3.5, or the above remark, the generic fiber of (4.13) is canonically isomorphic to the action
morphism

ResK/F (LGK[[z]])×F ResK/F (GrG
K[[z]]

) −→ ResK/F (GrG
K[[z]]

).

Hence, as in [PZ13, §6.2.6] and [Lev16, Prop. 4.1.6] it suffices to give an isomorphism of K[[z]]-groups
GK[[z]] ' G0 ⊗K K[[z]]. But as u is invertible in K[[z]], we have GK[[z]] = G0 ⊗OF [u±] K[[z]]. With

the notation of (4.5), the group scheme G0 is constructed by descent from OK̃0
[v±] where it is a

constant Chevalley group scheme. As in [PZ13, (6.9)], it is enough to give a commutative diagram

of Γ̃-covers

(4.17)
Spec(OK̃0

[v±]⊗OF [u±] K[[z]]) Spec(K̃[[z]])

Spec(K[[z]])

'

pr2 τ

which matches the Γ̃-action on OK̃0
[v±]/OF [u±] via (4.5) with the Γ̃-action on the coefficients in

K̃[[z]] (see below for why this is enough). As in [PZ13, (6.9)], the isomorphism is given on rings by
v 7→ $̃ · (1 + z) and z 7→ b · z with

b :=
$ · (1 + z)ẽ −$

z
∈ K[[z]]×.

The map τ is the K-algebra morphism given by z 7→ b · z. (To see that the horizontal morphism is
an isomorphism, observe that K[[z]] = K[[bz]], and let f(z) ∈ K[[z]] be such that f(bz) = (1 + z)−1;
then v ⊗ f(z) 7→ $̃ and the morphism is surjective. One sees it is injective using an OF [u]-basis
for OK̃0

[v] of the form aiv
j for ai ∈ OF̃0

to write any element in the source uniquely in the form∑
i,j aiv

j ⊗ fij for fij ∈ K[[z]]. To see that diagram (4.17) suffices, note that the right oblique arrow

is isomorphic via K̃[[z]]
∼→ K̃[[z]], z 7→ b · z, to the arrow Spec(K̃[[z]]) → Spec(K[[z]]) induced by the

inclusion K[[z]] ↪→ K̃[[z]].) �

Recall from [PZ13, Cor 11.7] that there exists a closed immersion of X-groups G0 ↪→ Gln,X such
that the quotient Gln,X /G0 is quasi-affine. Thus, the OF -space GrG = Gr(X,G

0
,D) is representable

by a separated OF -ind-scheme of ind-finite type, cf. Corollary 3.11. We need the following stronger
statement.

Theorem 4.16. The BD-Grassmannian GrG = colimi GrG,i is representable by an ind-projective
OF -ind-scheme, and for each i, the projective OF -scheme GrG,i can be choosen to be L+G-stable
compatible with the transition maps.
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Proof. By Lemma 3.7 we reduce to the case that K0 = F . Then the ind-projectivity is proven in
[Lev16, Thm. 4.2.11, Prop. 5.1.5]. If G is unramified, the proof is considerably simpler, cf. [Lev16,
Prop. 2.2.8]. The proof relies on the existence and properties of specialization morphisms

sp: GrT (F̄ ) −→ GrT (k̄),

where GrT ⊂ GrG is the part induced from the maximal torus, cf. Lemma 4.17 below. Levin
constructs this map “by hand” in [Lev16, Prop. 4.2.8]. We will follow a more conceptual approach
which avoids constructing sp ahead of time and the calculations that entails. Our outline is the
following:

(a) Prove GrT → Spec(OF ) is ind-finite, using the method of [Ri16b, Lem. 2.20], cf. §4.4.2.
(b) Deduce existence of the specialization maps for T via the valuative criterion of properness,

and prove the required compatibility with Kottwitz homomorphisms, cf. §4.4.3.
(c) Use (b) to show that each local model has non-empty special fiber and deduce by [Ri16b,

Lem. 2.22] that each local model is proper, cf. §4.4.5.
(d) Conclude that GrG → Spec(OF ) is ind-proper, cf. §4.4.6.

In view of Lemma 3.8 and Corollary 3.11, the ind-properness of GrG implies the theorem. The steps
(a)-(d) are explicated in the next several subsections, and with them the proof is concluded. �

4.4.2. GrT is ind-finite. Recall that we already reduced to the case K0 = F so that K/F is totally

ramified. Without loss of generality, we further assume that F = F̆ , OF = OF̆ . Here we use that
the formation of the affine Grassmannian (4.11) and the group scheme T 0 from Theorem 4.13 is
compatible with unramified base change, cf. also Example 4.14. We show that GrT := Gr(X,T 0,D)

is ind-proper over OF where X = A1
OF and D = {Q = 0}. It is then ind-finite, since this holds

fiberwise by Proposition 4.15. We proceed in two steps as follows.

Step 1): First assume that T = ResK/F (T0) where T0 is an induced K-torus which splits over
a tamely ramified extension. Then T0 is isomorphic to a finite product of K-tori of the form
T1 := ResK1/K(Gm) where K1/K is a tamely ramified finite field extension. Note that K1/K is

totally ramified by our assumption F = F̆ . Accordingly, the A1
OF -group scheme T 0 is isomorphic

to a finite product of A1
OF -group schemes of the form

T 1 := ResOF [v]/OF [u](Gm),

where v[K1:K] = u. After fixing a uniformizer $1 ∈ K1 with ($1)[K1:K] = $ (possible because F =

F̆ ), this can be verified using Example 4.14 (use that, in this case, TH⊗Õ0[v] ∼= (Gm,Õ0[v])
[K1:K] with

Gal(K1/K) acting via the permutation of the factors). Likewise, the affine Grassmannian GrT is a
finite OF -product of the affine Grassmannians Gr(X,T 1,D), where X = A1

OF and D = {Q(u) = 0}.
Hence, we reduce to the case where T 0 = T 1, i.e., T = ResK1/K(Gm). By Corollary 3.6, there is an
equality of ind-schemes

Gr(X,T 0,D) = Gr(X′,Gm,D′),

where X ′ = A1
OF = Spec(OF [v]) and D′ = {Q(v[K1:K]) = 0}. We reduce to the case X = X ′,

T 0 = Gm and D = D′. Then Gr(X,Gm,D) is ind-projective (hence ind-proper) by Lemma 3.8.

Step 2): Now let T = ResK/F (T0) where T0 is an K-torus which splits over a tamely ramified
extension. As in [Ko97, §7], we choose a surjection of K-tori T1 → T0 where T1 is induced, and
where the kernel T2 := ker(T1 → T ) is a K-torus. Note that T1 can be chosen to split over a tamely
ramified extension (and so does T2 as well). The proof of [KP18, Prop. 2.2.2] adapts to our set-up,
and the map T1 → T0 extends to a map of X-groups T 1 → T 0 with kernel T 2 an X-group scheme
extending T2. (Instead of using [KP18], one can also deduce this making use of the prescription
given in Example 4.14.) We claim that the resulting map of OF -ind-schemes

(4.18) GrT1 = Gr(X,T 1,D) −→ Gr(X,T 0,D) = GrT

is surjective on the underlying topological spaces. Clearly, this can be tested on the fibers of
(4.18) over OF which are determined by Proposition 4.15. The geometric generic fiber of (4.18) is
isomorphic (on the underlying topological spaces) to the map of discrete groups X∗(ResK/F (T1))→
X∗(ResK/F (T0)) which is surjective because T1 → T0 is surjective and its kernel T2 is a torus
(i.e., connected). The geometric special fiber of (4.18) is under the Kottwitz map isomorphic to
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X∗(T
[
1)Ik((u))

→ X∗(T
[
0)Ik((u))

which is induced by T [1 := T 1 ⊗ k((u)) → T 0 ⊗ k((u)) =: T [0 . This

map is isomorphic to X∗(T1)IK → X∗(T0)IK which follows by applying the Kottwitz map to the
identification (4.10). As in [Ko97, §7 (7.2.5)] the desired surjectivity now follows from T2 being a
K-torus. By Step 1), the OF -scheme GrT1

is ind-proper and maps surjectively onto the separated
ind-scheme GrT which is therefore ind-proper as well. This concludes §4.4.2.

4.4.3. The specialization map. Once GrG is known to be ind-proper, by the valuative criterion for
properness there exists a specialization map

(4.19) sp : GrG(F̄ ) = GrG(F̄ ) −→ GrG(k̄) = F`G[(k̄).

In case G0 = T0 is a maximal torus, and hence G0 = T 0 is as in Theorem 4.13 iv), we therefore know
the existence of the specialization map. It is made explicit in [PZ13, Lem. 9.8], [Lev16, Prop. 4.2.8].
Recall the following result for later use (which compared to loc. cit. is proved in a more conceptual
way here).

Lemma 4.17. Let ΓF denote the Galois group of F , and likewise Γk and Γk0 . There is a commu-
tative diagram of abelian groups

(4.20)

GrResK/F (T0)(F̄ ) X∗(ResK/F (T0))

F`T [(k̄) X∗(ResK/F (T0))IF ,

'

pr
'

sp

which is Galois equivariant for the ΓF -action on the top covering the Γk-action on the bottom.

Proof. The top arrow is the natural isomorphism, and the map pr is the canonical projection to the
coinvariants. Let us construct the bottom arrow. Note that X∗(ResK/F (T0)) = IndΓF

ΓK
(X∗(T0)) is

an induced Galois module by the proof of Lemma 4.1. Shapiro’s lemma induces a Γk-equivariant
isomorphism

(4.21) IndΓk
Γk0

(X∗(T0)IK )
'−→ X∗(ResK/F (T0))IF .

(For any Z[ΓK ]-module M , we have (M ⊗Z[ΓK ] Z[ΓF ])IF = MIK ⊗Z[Γk0
] Z[Γk] canonically.) Further,

the Kottwitz map (cf. [Ko97, §7]) applied to (4.10) in the case of T0(K̆) (resp. T [0(k̄((u)))) induces
a Γk0

-equivariant isomorphism X∗(T
[
0)I

K[0

' X∗(T0)IK . Applying the induction functor we deduce

a Γk-equivariant isomorphism

(4.22) IndΓk
Γk0

(
X∗(T

[
0)I

K[0

) '−→ IndΓk
Γk0

(
X∗(T0)IK

)
.

Finally, we use F`T [ = Resk0/k(F`T [0 ) (cf. (4.16)) together with the isomorphism induced by the

Kottwitz map

F`T [0 (k̄) = T [0(k̄((u)))/T [0 (k̄[[u]])
'−→ X∗(T

[
0)I

K[0

,

which is Γk0
-equivariant as well. This induces the Γk-equivariant isomorphism

(4.23) F`T [(k̄)
'−→ IndΓk

Γk0
(X∗(T

[
0)I

K[0

).

The bottom arrow in (4.20) is defined to be the composition of (4.21), (4.22) and (4.23).
It remains to prove the commutativity which is a reformulation of [Lev16, Prop. 4.2.8]: the

composition pr with the inverse of (4.21) is the map given by µ′ 7→ λ̄µ′ in the notation of loc. cit..
We show the commutativity as follows. The diagram is comaptible with unramified extensions, and
we reduce to the case K0 = F . Changing notation, we may now assume that F = F̆ , k = k̄. The
diagram (4.20) is functorial in the tamely ramified K-torus T0. Arguing as in §4.4.2 Step 2), we
choose an induced tamely ramified K-torus T1 � T0 with kernel being a torus. Each item in the
diagram for T1 maps surjectively onto each item in the diagram for T0, and we reduce to the case
where T0 = T1 is an induced tamely ramified K-torus. Arguing as in §4.4.2 Step 1), the torus
T0 is a product of K-tori of the form ResK1/K(Gm) with K1/K being totally (tamely) ramified.
Accordingly, each item in the diagram (4.20) splits as a product compatible with the maps, and we
reduce to the case where T0 = ResK1/K(Gm). Replacing the pair (X,D) with the pair (X ′, D′) as in
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§4.4.2 Step 1), we reduce further to the case where T0 = Gm. In this case, we have for the (global)
loop group

LGm(OF̄ ) = (LGm)(X,Gm,D)(OF̄ ) = OF̄ ((Q))×,

where Q ∈ OF [u] is the minimal polynomial of $ ∈ K over F . Writing Q = (u− a1) · . . . · (u− ad)
for d = [K : F ] and pairwise distinct elements a1, . . . , ad ∈ OF̄ , we compute for the generic fiber

(LGm)(X,Gm,D)(F̄ ) =
∏

i=1,...,n

F̄ ((u− ai))×.

For i = 1, . . . , d, let vi be the (u − ai)-adic valuation of F̄ ((u− ai)). The specialization map (4.19)
is explicitly given by the map∏

i=1,...,d

F̄ ((u− ai))×/F̄ [[u− ai]]× → k((u))×/k[[u]]×, (x1, . . . , xd) 7→ u
∑d
i=1 vi(xi),

where we use that Q ≡ u[K:F ] mod $. One checks that (4.20) commutes for T0 = Gm which
finishes the proof of the lemma. �

4.4.4. Local Models for Weil-restricted groups. We now recall the definition of local models for
the pair (G,G) = (ResK/F (G0),ResOK/OF (Gf0)). Let {µ} be a G(F̄ )-conjugacy class of geometric
cocharacters with reflex field E/F . For a representative µ ∈ {µ}, the associated Schubert variety is
the reduced L+

z GF̄ -orbit closure

(4.24) Gr
≤{µ}
G

def
= L+

z GF̄ · zµ · e0 ⊂ GrG,F̄ .

The F̄ -scheme Gr
≤{µ}
G is defined over the reflex field E = E({µ}), i.e., the field of definition of {µ}

which is a finite extension of F , and is a (geometrically irreducible) projective E-variety.
The following definition is [PZ13, Def 7.1] if K/F is tamely ramified, and [Lev16, Def 4.2.1] in

general, cf. [Lev16, Prop. 4.2.4]).

Definition 4.18. The local model M{µ} = M(G0,Gf , {µ}, $) is the scheme theoretic closure of the
locally closed subscheme

Gr
≤{µ}
G ↪→ GrG ⊗F E ↪→ GrG ⊗OF OE ,

where Gr
≤{µ}
G is as in (4.24).

By definition, the local model M{µ} is a closed flat L+GOE -invariant subscheme of (GrG ⊗OF
OE)red which is uniquely determined up to unique isomorphism by the data (G0,Gf , {µ}, $). Its

generic fiber M{µ} ⊗ E = Gr
≤{µ}
G,E is a (geometrically irreducible) variety, and the special fiber

M{µ} ⊗ kE is equidimensional, cf. [GW10, Thm. 14.114]. By Proposition 4.15, the map GrG →
Spec(OF ) is fiberwise ind-proper, and hence the map M{µ} → Spec(OE) is fiberwise proper. Note
that there is a closed embedding into the flag variety

(4.25) M{µ} ⊗ kE ↪→ GrG ⊗OF kE = F`G[,kE ,

which identifies the reduced locus (M{µ} ⊗ kE)red with a union of Schubert varieties in F`G[,kE .

Remark 4.19. The local model M{µ} should up to unique isomorphism only depend on the data
(G,G, {µ}). The uniqueness of M{µ} is a separate question, and not of importance for the present
article. We refer the reader to [PZ13, Rmk 3.2] for remarks on the uniqueness of G0, and to [Lev16,
Rmk 4.2.5] for remarks on the independence of M{µ} on the choice of the uniformizer $ ∈ K. In
the recent preprint [HPR, Thm. 2.7], it is shown the ind-scheme GrG for K = F depends up to
equivariant isomorphism only on the data (G,G). So M{µ} for K = F depends up to equivariant
isomorphism only on the data (G,G, {µ}). Note that [HPR, Conj 2.12] uniquely characterizes M{µ}
for K = F in the case where {µ} is minuscule.
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4.4.5. Each local model is proper. For every conjugacy class {µ}, we need to show that the local
model M{µ} is proper overOE where E = E({µ}) is the reflex field. In view of [Ri16b, Lem. 2.20] and
the discussion after Definition 4.18, it remains to show that the special fiber of M{µ} is non-empty.
The inclusion T 0 ⊂ G0 induces a map of OF -ind-schemes

(4.26) GrT = Gr(X,T 0,D) → Gr(X,G
0
,D) = GrG .

In the notation of Proposition 4.15, the geometric generic fiber M{µ}(F̄ ) contains the element

µ ∈ GrT (F̄ ) = GrT (F̄ ),

for any representative µ ∈ X∗(T̃ ) of {µ}. As GrT is ind-finite (hence ind-proper) by §4.4.2, the
element µ ∈ GrT (F̄ ) uniquely extends to a point µ̃ ∈ GrT (OF̄ ) by the valuative criterion for
properness. Composed with (4.26), this defines a point (still denoted) µ̃ ∈ GrG(OF̄ ). Since M{µ} ⊂
GrG,OE is a closed subscheme, we have

(4.27) µ̃ ∈M{µ}(F̄ ) ∩GrG(OF̄ ) = M{µ}(OF̄ ),

and its special fiber µ̄ := µ̃k̄ ∈M{µ}(k̄) is non-empty. This concludes §4.4.5.

4.4.6. Conclusion of Proof of Theorem 4.16. We need to show that GrG → Spec(OF ) is ind-proper.
It suffices to prove that the map (GrG ⊗ OF̄ )red → Spec(OF̄ ) is ind-proper. In view of §4.4.5, we
have to show that the closed immersion

(4.28)
⋃
{µ}

(M{µ},OF̄ )red ⊂ (GrG ⊗OF̄ )red

is an equality. Here {µ} ranges over all G(F̄ )-conjugacy classes of geometric cocharacters. As both
ind-schemes in (4.28) are reduced, one can check the equality on the underlying topological spaces.
As in [Ri16b, §2.5] (resp. [Lev16, Thm. 4.2.11]), this follows from Lemma 4.17 combined with (4.25)
and (4.27). This concludes §4.4.6, and hence the proof of Theorem 4.16.

5. Actions of Gm on Weil-restricted affine Grassmannians

5.1. Geometry of Gm-actions on affine Grassmannians. Fix the data and notation as in §4.4.
In particular, we denote the group schemes over X = A1

OK0
by (G0,A0,S0, T 0).

5.1.1. Main geometric result. Let χ : Gm,K → A0 ⊂ G0 be a cocharacter which acts on G0 by con-
jugation. As in (3.17), the centralizer is a Levi subgroup M0 ⊂ G0, and the attractor (resp. repeller)
subgroup P+

0 (resp. P−0 ) is a parabolic subgroup with P+
0 ∩P

−
0 = M0. Further, we have semidirect

product decompositions P±0 = M0 oN±0 defined over K.
Via the fixed isomorphism G0,K ' G compatible with A0,K ' A0, we may view χ as a cocharacter

of A0,K . As X is connected and A a split torus, χ extends uniquely to a cocharacter also denoted

(5.1) χ : Gm,X −→ A0 ⊂ G0.

Hence, the cocharacter χ acts by conjugation on G0 via the rule Gm,X ×X G0 → G0, (λ, g) 7→
χ(λ) · g · χ(λ)−1. Using the dynamic method promulgated in [CGP10], the functors (2.1) define
X-subgroup schemes of G0 given by the fixed points M0 = G0,χ

0 , and the attractor P+
0 = G+,χ

0

(resp. the repeller P−0 = G−,χ0 ). Note that M0 is by definition the schematic centralizer of χ in G0.

Lemma 5.1. i) The X-group schemes M0 and P±0 are smooth closed subgroup schemes of G0 with
geometrically connected fibers.

ii) The centralizer M0 is a parahoric X-group scheme for M0 in the sense of Theorem 4.13.

iii) There is a semidirect product decomposition as X-group schemes P±0 =M0 nN
±
0 where N±0 is

a smooth affine group scheme with geometrically connected fibers.

iv) The fixed isomorphism G0,K ' G0 induces isomorphisms of K[[z]]-groups M0,K[[z]] ' M0 ⊗K
K[[z]], and P±0,K[[z]] ' P

±
0 ⊗K K[[z]] compatible with the semidirect product decomposition in iii).

Proof. The method of [HaRi, Lem. 5.15] extends to give i), ii) and iii) of the lemma. Part iv) is
immediate from the construction of χ, and the proof of Proposition 4.15 i). �
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By (2.2), there are natural maps of X-group schemes

(5.2) M0 ← P±0 → G0.

The maps (5.2) induce, by functoriality of BD-Grassmannians, maps of OF -spaces

(5.3) GrM ← GrP± → GrG ,

where GrG := Gr(X,G
0
,D) (resp. GrM := Gr(X,M0,D); resp. GrP± := Gr(X,P±0 ,D)) by notational

convention. In light of [PZ13, Cor 11.7] and Corollary 3.11 i), the functors in (5.3) are representable
by separated OF -ind-schemes of ind-finite type. Note that by Theorem 4.16 i) and Lemma 5.1
ii), the OF -ind-schemes GrG and GrM are even ind-projective. The OF -ind-scheme GrP is never
ind-projective besides the trivial cases.

By functoriality of the loop group, we obtain via the composition

(5.4) Gm,OF ⊂ L+
DGm,X

L+
Dχ−→ L+

DA0 ⊂ L+
DG0

a Gm,OF -action on GrG → Spec(OF ).

Lemma 5.2. The Gm-action on GrG is Zariski locally linearizable.

Proof. By [PZ13, Cor 11.7] there exists an monomorphism of X-groups G0 ↪→ Gln,X such that the
fppf-quotient Gln,X /G0 is quasi-affine. Hence, the induced monomorphism ι : GrG ↪→ GrGln,X is
representable by a quasi-compact immersion (cf. Proposition 3.10) which is even a closed immersion
because GrG is ind-proper, cf. Theorem 4.16. The map ι is Gm-equivariant for the cocharacter

Gm,X
χ→ G0 → Gln,X , and we reduce to the case G0 = Gln,X . By [Co14, Prop. 6.2.11] (use

Pic(X) = 0), the cocharacter χ : Gm,X → Gln,X is conjugate to a cocharacter with values in the
standard diagonal torus, and hence defined over OF . The lemma follows from the proof of Lemma
3.16. �

In light of Theorem 4.16 and Theorem 2.1, we obtain maps of separated OF -ind-schemes

(5.5) (GrG)0 ← (GrG)± → GrG .

The following theorem compares (5.3) with (5.5).

Theorem 5.3. The maps induce a commutative diagram of OF -ind-schemes

(5.6)

GrM GrP± GrG

(GrG)0 (GrG)± GrG ,

ι0 ι± id

where the maps ι0 and ι± satisfy the following properties:

i) In the generic fiber, the diagram is isomorphic to (5.7) below, and the maps ι0F and ι±F are
isomorphisms.

ii) In the special fiber, the diagram is isomorphic to (5.8) below, and the maps ι0k and ι±k are closed
immersions which are open immersions on the underlying reduced loci.

iii) The maps ι0 and ι± are closed immersions which are open immersions on the underlying reduced
loci.

The diagram is constructed as follows. The fppf-quotient G0/M0 is quasi-affine by [Co14,
Thm. 2.4.1], which implies that the map GrM → GrG as in the proof of Lemma 5.2 is rep-
resentable by a closed immersion. Since the Gm-action on GrM is trivial, the map factors as
GrM → (GrG)0 → GrG , and we obtain the closed immersion ι0.

The map ι± is given via a Rees construction in terms of the moduli description (4.12), cf. §3.3.1.
Alternatively, if we choose a monomorphism of X-groups G0 ↪→ Gln,X such that Gln,X /G0 is quasi-
affine (cf. [PZ13, Cor 11.7]), then the same argument as in (3.22) applies, and we conclude that ι±

is representable by a quasi-compact immersion. We do not repeat the argument here, but instead
refer the reader to §3.3.1 for details. This constructs the commutative diagram (5.6).
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Proof of Theorem 5.3. Part i). In the generic fiber, (5.6) is by (4.14) and Lemma 5.1 iv), the
commutative diagram of F -ind-schemes

(5.7)

GrM GrP± GrG

(GrG)0 (GrG)± GrG,

ι0F ι±F id

where G = ResK/F (G0) (resp. M = ResK/F (M0); resp. P± = ResK/F (P±0 )). The Gm-action on

the diagram is induced by the L+
z -construction applied to the cocharacter

χ̃ : Gm,F ⊂ ResK/F (Gm,K)
ResK/F (χ)
−→ ResK/F (A0) ⊂ ResK/F (G0) = G,

combined with the inclusion Gm,F ⊂ L+
z Gm,F . We claim that the conjugation action of χ̃ on G

gives the group of fixed points M = G0,χ̃ and the attractor (resp. repeller) group P+ = G+,χ̃ (resp.
P− = G−,χ̃). Indeed, the canonical maps of F -subgroups of G,

ResK/F (M0) ↪→ G0,χ̃

ResK/F (P±0 ) ↪→ G±,χ̃

are isomorphisms. By descent, it is enough to prove this after passing to F̄ . But G ⊗F F̄ '∏
K↪→F̄ G0 ⊗K,ψ F̄ , where the Gm-action induced by χ̃ is the diagonal action on the product.

Lemma 2.2 implies the claim. Part i) follows from [HaRi, Prop. 3.4] applied to the pair (G, χ̃).

Part ii). In the special fiber, (5.6) is the commutative diagram of k-ind-schemes

(5.8)

F`M[ F`P[± F`G[

(F`G[)0 (F`G[)± F`G[ .
ι0k ι±k id

The Gm-action on the diagram is given as follows. Base changing (5.1) along OK0 [u]→ k0[[u]] and
taking restriction of scalars along k0[[u]]/k[[u]], we obtain the cocharacter

χ[ : Gm,k[[u]] ⊂ Resk0[[u]]/k[[u]](Gm,k0[[u]]) ⊂ G[,

which factors through A[ ⊂ G[, the natural k[[u]]-extension of the maximal k((u))-split torus A[ ⊂ G[
in (4.8). Then Gm,k acts on the diagram via χ[ after applying the L+-construction combined with the
inclusion Gm,k ⊂ L+Gm,k[[u]]. Since taking fixed points (resp. attractors; resp. repellers) commutes
with base change [Ri19, (1.3)] and is compatible with restriction of scalars along étale extensions,

we have M[ = (G[)0,χ[ and P[,± = (G[)±,χ[ . Part ii) follows from [HaRi, Prop. 4.7] applied to the
pair (G[, χ[).
Part iii). This follows as in [HaRi, Thm. 5.5, 5.17] using Proposition 5.5 below, and we sketch the
argument for convenience. With the notation of Proposition 5.5, the map ι0 (resp. ι±) factors as a
set-theoretically bijective quasi-compact immersion

ι0,c : GrM → (GrG)0,c (resp. ι±,c : GrP± → (GrG)±,c),

where (GrG)0,c (resp. (GrG)±,c) is an open and closed OF -sub-ind-scheme of (GrG)0 (resp. (GrG)±).
But any such map ι0,c (resp. ι±,c) is a closed immersion which is an isomorphism on the underlying
reduced loci, cf. [HaRi, Lem. 5.7]. �

We record the following properties.

Lemma 5.4. i) The map (GrG)± → GrG is schematic.

ii) The map (GrG)± → (GrG)0 is ind-affine with geometrically connected fibers, and induces an
isomorphism on the group of connected components π0((GrG)±) ' π0((GrG)0).

Proof. These are general properties of attractors in ind-schemes endowed with étale locally lineariz-
able Gm-actions, cf. Lemma 5.2, and Theorem 2.1 ii) or [HaRi, Thm. 2.1 ii)]. �
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The following proposition decomposes the image of the maps ι0 and ι± into connected compo-
nents, and will be important in what follows.

Proposition 5.5. Let either N = N+ or N = N−. There exists an open and closed OF -ind-
subscheme (GrG)0,c (resp. (GrG)±,c) of (GrG)0 (resp. (GrG)±) together with a disjoint decomposi-
tion, depending up to sign on the choice of N , as OF -ind-schemes

(GrG)0,c =
∐
m∈Z

(GrG)0
m

(
resp. (GrG)±,c =

∐
m∈Z

(GrG)±m
)
,

which has the following properties.

i) The map ι0 : GrM → (GrG)0 (resp. ι± : GrP± → (GrG)±) factors through (GrG)0,c (resp.
(GrG)±,c) inducing a closed immersion ι0,c : GrM → (GrG)0,c (resp. ι±,c : GrP± → (GrG)±,c) which
is an isomorphism on reduced loci.

ii) The complement (GrG)0\(GrG)0,c (resp. (GrG)±\(GrG)±,c ) has empty generic fiber, i.e., is
concentrated in the special fiber.

Proof. The proof follows closely [HaRi, Prop. 5.6, 5.19]. We recall some steps of the construction.

Let us denote O := OF , and Ŏ := OF̆ . Let π1(M) = X∗(T )/X∗(TMsc
) be the algebraic fundamental

group of M in the sense of [Bo98], and denote by π1(M)IF the coinvariants. By [PR08, Thm. 5.1],
the group of connected components is given by

π0(F`M[,k̄) = π1(M [)Ik((u))
= π1(M)IF ,

where the last equality follows from the proof of Lemma 4.11. Note that π1(M)IF = IndΓk
Γk0

π1(M0)IK ,

cf. (4.21). Since GrM,Ŏ → Spec(Ŏ) is ind-proper and Ŏ is Henselian, the natural map

π0(GrM,Ŏ)
'−→ π0(F`M[,k̄)

is an isomorphism by [SGA4 1
2 , Arcata; IV-2; Prop. 2.1]. This shows that there is a decomposition

into connected components

(5.9) GrM,Ŏ =
∐

ν̄∈π1(M)IF

(GrM,Ŏ)ν̄

such that (GrM,Ŏ)ν̄ ⊗ k̄ ' (F`M[,k̄)ν̄ . By Lemma 4.17, the generic fiber decomposes as (GrM,Ŏ)ν̄ ⊗
F̄ '

∐
ν 7→ν̄(GrM,F̄ )ν where ν ∈ π1(M) runs over the elements which map to ν̄ under the reduction

map π1(M)→ π1(M)IF .
By Theorem 5.3 i) and ii), it is easy to see that the closed immersion ι0 : GrM,Ŏ → (GrG,Ŏ)0

is open on the underlying topological spaces (e.g., its image is closed under generization), i.e., the
image identifies each connected component of GrM,Ŏ with a connected component of (GrG,Ŏ)0.

Using Lemma 5.4 ii), we get an inclusion

π1(M)IF = π0(GrM,Ŏ) ⊂ π0

(
(GrG,Ŏ)0

)
= π0

(
(GrG,Ŏ)±

)
.

For ν̄ ∈ π1(M)IF , we denote the corresponding connected component of (GrG,Ŏ)0 (resp. (GrG,Ŏ)±)

by (GrG)0
ν̄ (resp. (GrG)±ν̄ ).

Let ρ denote the half-sum of the roots in ResK/F (N)F̄ with respect to ResK/F (T )F̄ . For π1(M) 3
ν 7→ ν̄ ∈ π1(M)IF , and ν̇ ∈ X∗(ResK/F (T )) a lift of ν, we define the integer nν := 〈2ρ, ν̇〉 (resp.
nν̄ := 〈2ρ, ν̇〉) which is well-defined independent of the choice of ν̇, cf. [HaRi, (3.19)]. Note that we
have nν = nν̄ for all ν 7→ ν̄ by definition. For fixed m ∈ Z, we consider the disjoint union

(GrG)0
m

def
=
∐
ν̄

(GrG)0
ν̄ (resp. (GrG)±m

def
=
∐
ν̄

(GrG)±ν̄ ),

where the disjoint sum is indexed by all ν̄ ∈ π1(M)IF such that nν̄ = m. The Galois action
preserves the integers nν̄ , and hence the ind-scheme (GrG)0

m (resp. (GrG)±m) is defined over O. Note
that (GrG)±m is the preimage of (GrG)0

m along (GrG)± → (GrG)0. We obtain a decomposition as
O-ind-schemes

(GrG)0,c def
=

∐
m∈Z

(GrG)0
m (resp. (GrG)±,c

def
=

∐
m∈Z

(GrG)±m).
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Properties i) and ii) are immediate from the construction. �

5.2. Cohomology of Gm-actions on affine Grassmannians. The conventions are the same as
in [HaRi, §3.4]. We fix a prime ` 6= p, and an algebraic closure Q̄` of Q`. We fix once and for all
q1/2 ∈ Q̄`, and the square root of the cyclotomic character cycl : ΓF → Z×` which maps any lift

of the geometric Frobenius ΦF to q−1/2. The Tate twists are normalized such that the geometric
Frobenius ΦF acts on Q̄`(−1/2) by q1/2.

For a separated ind-scheme X = colimiXi of finite type over a field (e.g. F ) or a discrete valuation
ring (e.g. OF ), we denote the bounded derived category Db

c(X) = Db
c(X, Q̄`) of Q̄`-complexes with

constructible cohomologies by

Db
c(X)

def
= colimiD

b
c(Xi, Q̄`).

There is the full abelian subcategory Perv(X) ⊂ Db
c(X) of perverse sheaves, cf. e.g. [Zhu, A.1] in

the setting of ind-schemes. For a complex A ∈ Db
c(X), we denote for any n ∈ Z the shifted and

twisted complex by

A〈n〉 def
= A[n](n/2).

Let us briefly recall the nearby cycles functor. Let S = Spec(OF ) with open (resp. closed) point
η = Spec(F ) (resp. s = Spec(k)). Let η̄ := Spec(F̄ ) → η (resp. s̄ := Spec(k̄) → s) denote the
geometric point with Galois group Γ = Gal(η̄/η). Let S̄ denote the integral closure of S in η̄. This
gives rise to the seven tuple (S, η, s, S̄, η̄, s̄,Γ). Now if X is an OF -ind-scheme of ind-finite type,
there is by [SGA7, Exp. XIII] (cf. also [Il94, App]) the functor of nearby cycles

(5.10) ΨX : Db
c(Xη) −→ Db

c(Xs ×S η),

where Db
c(Xs ×S η) denotes the bounded derived category of Q̄`-sheaves on Xs̄ with constructible

cohomologies, and with a continuous action of Γ compatible with the action on Xs̄. The nearby
cycles preserve perversity and restrict to a functor ΨX : Perv(Xη) → Perv(Xs ×S η). We refer the
reader to [PZ13, §10] for the extension to ind-schemes.

For a map of OF -ind-schemes f : X → Y , the nearby cycles are functorial in the obvious way,
cf. [SGA7, Exp. XIII, 1.2.7-1.2.9]. Further if f is a nilpotent thickening, i.e., a closed immersion
defined by an nilpotent ideal sheaf, then f induces ΨX ' ΨY .

5.2.1. Geometric Satake for Weil-restrictions. Recall the geometric Satake equivalence from [Gi,
Lu81, BD, MV07, Ri14a, RZ15, Zhu]. We work under the same conventions as in [HaRi, §3.4], and
we refer the reader to this reference for more details.

Let G0 be a reductive group over K. We are interested in the geometric Satake isomorphism for
the group G = ResK/F (G0). For a conjugacy class {µ} of geometric cocharacters in G, denote the

inclusion of the open L+
z GF̄ -orbit by

j : Gr
{µ}
G ↪→ Gr

≤{µ}
G ,

cf. (4.24). The map j is defined over the reflex field E = E({µ}). We define the normalized
intersection complex by

(5.11) IC{µ}
def
= j!∗Q̄`〈dµ〉 ∈ P (GrG,E),

where dµ denotes the dimension of Gr
≤{µ}
G . The category PL+

z G
(GrG) of L+

z G-equivariant perverse

sheaves (cf. e.g. [Zhu, A.1] for equivariant perverse sheaves on ind-schemes) is generated by the
intersection complexes (5.11) and local systems concentrated on the base point e0 ∈ GrG(F ). More
precisely, every indecomposable object in PL+

z G
(GrG) is of the form

(5.12)
(
⊕γ∈ΓF /ΓE ICγ·{µ}

)
⊗ L,

where L is a Q̄`-local system on e0 = Spec(F ). The Satake category SatG is the full subcategory
of PL+

z G
(GrG) generated by objects (5.12) where the local system L is trivial over a finite field

extension F̃ /F .
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We view ΓF as a pro-algebraic group, and we let Repalg

Q̄`
(ΓF ) be the category of algebraic Q̄`-

representations of ΓF , i.e., finite dimensional representations which factor through a finite quotient
of ΓF . There is the Tate twisted global cohomology functor

(5.13)

ω : SatG −→ Repalg

Q̄`
(ΓF )

A 7−→
⊕
i∈Z

Hi(GrG,F̄ ,AF̄ )(i/2).

By the geometric Satake equivalence, the functor ω can be upgraded to an equivalence of abelian
tensor categories

(5.14) ω : SatG
'−→ RepQ̄`(

LG)

where LG = G∨ o ΓF denotes the L-group viewed as a pro-algebraic group over Q̄`. The tensor
structure on SatG is given by the convolution of perverse sheaves, cf. §5.5 below. The normalized
intersection complex IC{µ} is an object in the category SatGE , and its cohomology ω(IC{µ}) is under

the geometric Satake equivalence (5.14) the LGE := G∨oΓE-representation V{µ} of highest weight
{µ} defined in [Hai14, §6.1], cf. [HaRi, Cor 3.12].

Let us describe the dual group G∨ = ResK/F (G0)∨ and the representation V{µ} explicitly in
terms of G∨0 . Of course, G∨ is canonically isomorphic to the product

∏
K↪→F̄ G

∨
0 , but the Galois

action does not respect the factors in general.
Let HomQ̄`(ΓF , G

∨
0 ) be the sheaf of Q̄`-scheme morphisms where again ΓF is viewed as a pro-

algebraic group. Then HomQ̄`(ΓF , G
∨
0 ) is a group functor, and the pro-algebraic group ΓK acts on

HomQ̄`(ΓF , G
∨
0 ) via Q̄`-group automorphisms by the rule (γ ∗f)(g) = γ(f(γ−1g)). Following [Bo79,

I.5], we define the induced group as the ΓK-fixed point sheaf

(5.15) IΓF
ΓK

(G∨0 )
def
= HomΓK

Q̄`
(ΓF , G

∨
0 ),

which is a group functor. Note that choosing any finite extension K̃/K which is Galois over F and
splits G0, we get an isomorphism of Q̄`-groups

(5.16) Hom
ΓK̃/K
Q̄`

(ΓK̃/F , G
∨
0 )

'−→ IΓF
ΓK

(G∨0 ),

where ΓK̃/K = Gal(K̃/K) (resp. ΓK̃/F = Gal(K̃/F )). In particular, IΓF
ΓK

(G∨0 ) is an algebraic group,

and is the colimit indexed by the filtered direct system (5.16) indexed by the splitting fields K̃. In
this way, we get as in [Bo79, I.5] an ΓF -equivariant isomorphism of algebraic Q̄`-groups

(5.17) G∨ ' IΓF
ΓK

(G∨0 ).

Let us turn to the representation V{µ}. We write the conjugacy class as {µ} = ({µψ})ψ according

to GF̄ '
∏
ψ : K↪→F̄ G0 ⊗ψ,K F̄ . The reflex field E of {µ} is the intersection (inside F̄ ) of the reflex

fields Eψ of {µψ}. For each ψ, let V{µψ} the representation of G∨0 of highest weight {µψ} where we
view {µψ} as a Weyl orbit in the dual torus X∗(T∨). The following lemma is immediate from the
construction, and left to the reader.

Lemma 5.6. The
∏
ψ G
∨
0 -representation �ψV{µψ} uniquely extends to the LGE = G∨ o ΓE repre-

sentation V{µ} defined above.

2

5.2.2. Constant terms commute with nearby cycles. We proceed with the notation as in §5.1, and
view the cocharacter χ as in (5.1). Combining Theorem 5.3 and Proposition 5.5 from the previous
section, we have constructed a commutative diagram of OF -ind-schemes

(5.18)
GrM GrP± GrG

(GrG)0,c (GrG)±,c GrG ,

q± p±

ι0,c ι±,c id
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The generic fiber of (5.18) is (5.7), and the special fiber of (5.18) is (5.8). The maps ι0,c : GrM ↪→
(GrG)0,c and ι±,c : GrP± ↪→ (GrG)±,c are nilpotent thickenings by Proposition 5.5, and we may and
do identify their derived categories of `-adic complexes. Then there is a natural isomorphism of
functors Db

c(GrM )→ Db
c(F`M[ ×S η),

(5.19) ΨGrM ' Ψ(GrG)0,c .

We write ΨG = ΨGrG (resp. ΨM = ΨGrM) in what follows. Since ι0,c and ι±,c are nilpotent
thickenings, Proposition 5.5 gives us a decomposition

q± =
∐
m∈Z

q±m : GrP± =
∐
m∈Z

GrP±,m −→
∐
m∈Z

GrM,m = GrM,

according to the choice of the parabolic P±. We use the generic and the special fiber of diagram
(5.18) to define normalized geometric constant term functors as follows.

Definition 5.7. We define the functor CTM : Db
c(GrG) → Db

c(GrM ) (resp. CTM[ : Db
c(F`G[ ×S

η)→ Db
c(F`M[ ×S η)) as the shifted pull-push functor

CTM
def
=
⊕
m∈Z

(q+
m,η)!(p

+
η )∗〈m〉 (resp. CTM[

def
=
⊕
m∈Z

(q+
m,s)!(p

+
s )∗〈m〉).

As in [HaRi, Thm. 6.1, (6.11)], the functorialities of nearby cycles give a transformation of functors
Db
c(GrG)→ Db

c(F`M[ ×S η) as

(5.20) CTM[ ◦ΨG −→ ΨM ◦ CTM .

Theorem 5.8. The transformation (5.20) is an isomorphism of functors SatG → Db
c(F`M[ ×S η).

In particular, for every A ∈ SatG, the complex CTM[ ◦ΨG(A) is naturally an object in the category
PervL+M[(F`M[ ×S η).

Proof. Every object in SatG is Gm-equivariant. In view of Theorem 5.3 and (5.18), the extension
of the method used in [HaRi, Thm. 6.5] to this more general situation is obvious. We do not repeat
the arguments. �

5.3. Constant terms for tori. We aim to make Theorem 5.8 more explicit in the special case
where M = T is a torus, cf. Theorem 5.12 and Corollary 5.13. We keep the notation as in §5.2.

Let SatT [ ⊂ PervL+T [(F`T [ ×S η) denote the semi-simple full subcategory defined as in [Ri16a,
Def 5.10]. By [Ri16a, Thm. 5.11], the category SatT [ has a Tannakian structure with tensor struc-
ture given by the convolution product, and with fiber functor given by the global sections functor
ωT [ : SatT [ → RepQ̄`(ΓF ), A 7→ H0(F`T [,k̄,Ak̄). Note that F`T [ is ind-finite, and hence there is no
higher cohomology and the convolution product is given by the usual tensor product. Further, for
every A ∈ SatT [ the ΓF -action on ωT [(A) factors by definition through a finite quotient.

Lemma 5.9. The functor ωT [ can be upgraded to an equivalence of Tannakian categories

SatT [
'−→ RepQ̄`(

LTr),

where LTr = (T∨)IF o ΓF viewed as a pro-algebraic subgroup of LT . Here the subscript (-)r stands
for ‘ramified’.

Proof. By Lemma 4.17, there are Gal(k̄/k)-isomorphisms of abelian groups

F`T [(k̄)'X∗(T [)Ik((u))
'X∗(T )IF 'X∗

(
(T∨)IF

)
,

where the equivariance of the last isomorphism holds by construction of the dual torus. This induces
a Gal(k̄/k)-equivariant isomorphism of k̄-schemes

(5.21) (F`T [,k̄)red ' X∗
(
(T∨)IF

)
.

By definition, the objects in SatT [ are finite dimensional Q̄`-vector spaces on (5.21) (viewed as
complexes concentrated in cohomological degree 0) together with an action of ΓF which is equivariant
over the base, and which factors through a finite quotient. The lemma follows from this description.

�
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The following proposition is the analogue of [PZ13, Thm. 10.18, 10.23] in the special case of a
torus.

Proposition 5.10. There is a commutative diagram of Tannakian categories

SatT SatT [

RepQ̄`(
LT ) RepQ̄`(

LT r),

ΨT

res

ωT ' ωT [ '

where res denotes the restriction of representations along the inclusion LT r ⊂ LT .

Proof. This is a reformulation of Lemma 4.17 as follows. In view of (5.14) and Lemma 5.9 the
diagram is well defined, and it suffices to prove the commutativity. Let f : GrT → Spec(OF ) denote
the structure map. Since f is ind-proper, there is a ΓF -equivariant isomorphism

ΨOF ◦ fη̄,∗
'−→ fs̄,∗ ◦ΨT ,

and passing to the 0-th cohomology defines a ΓF -equivariant isomorphism α : res ◦ ωT ' ωT [ ◦ΨT .
We have to show that α is a map of LT r-representations. As we already know the ΓF -equivariance,
it is enough to check that α is a map of (T∨)IF -representations, i.e., respects the grading by
X∗((T∨)IF ) = X∗(T )IF on the underlying Q̄`-vector spaces. By (5.9), we have a decomposition
into connected components

GrT ⊗OF̆ =
∐

ν̄∈X∗(T )IF

(GrT ,OF̆ )ν̄ ,

where (GrT ,OF̆ )ν̄⊗ k̄ = {ν̄} and (GrT ,OF̆ )ν̄⊗ F̄ =
∐
ν 7→ν̄{ν} on the underlying reduced subschemes,

cf. also Lemma 4.17. The proposition follows from the fact that nearby cycles of a disjoint sum are
computed as the sum of the single components. �

Remark 5.11. It would be interesting to see whether the analogue of Proposition 5.10 for more
general very special parahoric group schemes as in [PZ13, Thm. 10.18, 10.23] holds true.

Combining Proposition 5.10 with Theorem 5.8, we arrive as in [HaRi, §6.2] at the following
theorem which is the analogue of [AB09, Thm. 4] in our situation.

Theorem 5.12. i) For every A ∈ SatG, one has CTT [ ◦ΨG(A) ∈ SatT [ .

ii) The functor CTT [ ◦ΨG : SatG → SatT [ admits a unique structure of a tensor functor together
with an isomorphism ωT [ ◦CTT [ ◦ΨG ' ωG. Under the geometric Satake equivalence, it corresponds
to the restriction of representations res : RepQ̄`(

LG)→ RepQ̄`(
LT r) along the inclusion LT r ⊂ LG.

2

We now apply Theorem 5.12 in a special case. For more details, we refer to [HaRi, §6.2.1] which

is analogous. Assume F = F̆ , and hence that K/F is totally ramified. Let χ : Gm,K → A0 ⊂ G0

be a regular cocharacter, i.e., its centralizer M0 = T0 is a maximal torus, and let the parahoric
OK-group scheme G0 be an Iwahori. Hence, G = ResOK/OF (G0) is an Iwahori OF -group scheme as
well, cf. Proposition 4.7. There is a decomposition into connected components

(F`G[)+ =
∐
w∈W

(F`G[)+
w ,

where W = W (G,A, F ) = W (G,A,K) is the Iwahori-Weyl group, cf. Lemma 4.3. Let ΛT =

T (F )/T (OF ) ⊂ W be the subset of “translation” elements. Let X∗(T )IF ' ΛT , λ̄ 7→ tλ̄ be the
isomorphism given by the Kottwitz map. Let 2ρ ∈ X∗(T ) be the sum of the positive roots contained
in the positive Borel B+ of GF̄ determined by χ. Then the integer 〈2ρ, λ̄〉 := 〈2ρ, λ〉 is well defined
independent of the choice of λ ∈ X∗(T ) with λ 7→ λ̄.
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Corollary 5.13. Let V ∈ RepQ̄`(G
∨), and denote by AV ∈ SatG,F̄ the object with ωG,F̄ (AV ) = V .

As Q̄`-vector spaces, the compactly supported cohomology groups are given by the equality

Hic((F`G[)+
w ,ΨG(AV )) =

{
V (λ̄) if w = tλ̄ and i = 〈2ρ, λ̄〉;
0 else,

where V (λ̄) is the λ̄-weight space in V |(T∨)IF .

2

5.4. Special fibers of local models. Levin proved in [Lev16, Thm. 2.3.5] the analogue of the
following theorem in the special case where p - |π1(Gder)|. As in [HaRi, §6.2, 6.3], Corollary 5.13
can be used to obtain this result on the special fibers of local models, with no hypothesis on p.
We do not need this result for the proof of our Main Theorem, but include it for completeness:
together with the corresponding result in [HaRi], we can conclude that the admissible sets Admf

{µ}
parametrize the strata in the special fiber of M{µ} for all known local models M{µ}.

The following is precisely the analogue of [HaRi, Thm. 6.12] in the current Weil restriction setting.
We will assume for simplicity here that K0 = F ; a similar result holds without this assumption.
Since K̆ = KF̆ , we may work over F = F̆ , so that K = K̆ and k = k̄. The special fiber M{µ},k and
the relevant Schubert varieties live in the affine flag variety attached to equal characteristic analogues
G[ = G[k((u)), A

[ = S[ defined in (4.8), and by Lemmas 4.3 and 4.11 there is an identification of

Iwahori-Weyl groups

W = W (G,A, F ) = W (G0, A0,K) = W (G[, A[, k((u))).

For w ∈W , we define the Schubert varietiy F l≤wG[ exactly as in [HaRi, §3.2].

Theorem 5.14. The smooth locus (M{µ})
sm is fiberwise dense in M{µ}, and on reduced subschemes

(M{µ},k)red =
⋃

w∈Admf
{µ}

F l≤wG[ .

In particular, the special fiber M{µ},k is generically reduced.

Proof. We may imitate the proof of [HaRi, Thm. 6.12]. First we follow the method of [Ri16b,

Lem. 3.12] to prove Admf
{µ} ⊆ Suppf

{µ} := Supp ΨGf (IC{µ}), using our Lemma 4.17 in place of

[Ri16b, Lem. 2.21].
Also as in [HaRi, Thm. 6.12], we reduce to the case where f = a. Then is it enough to show that

if w ∈ Suppa
{µ} is maximal, then w ∈ Adma

{µ}. Now we choose a regular cocharacter χ : Gm,K →
A0 ⊂ G0, and use Corollary 5.13 as follows. As Q̄`-vector spaces, we have

H∗c((F`G[)+
w ,ΨG(IC{µ})) 6= 0,

because F`≤wG[ ∩(F`G[)+
w ⊂ F`

w
G[ is non-empty by [HaRi, Lem. 6.10], and because up to shift and twist

ΨG(IC{µ})|F`w
G[

= Q̄d` for some d > 0 since w ∈ Suppa
{µ} is maximal. Thus, Corollary 5.13 applies

to show w = tλ̄ for some λ̄ ∈ X∗(T )IF which is a weight in V{µ}|(G∨)IF . As in [HaRi, Thm 6.12], we

can conclude that w = tλ̄ ∈ Adma
{µ} by citing [Hai18, Thm. 4.2 and (7.11-12)].

�

5.5. Central sheaves. We recall some facts on central sheaves which will be used in what follows.
We proceed with the notation as in §4.4. Let PervL+G[(F`G[ ×S η) be the category of L+G[-
equivariant perverse sheaves compatible with a continuous Galois action, cf. [PZ13, Def 10.3].

Recall that for objects in PervL+G[(F`G[×S η) there is the convolution product defined by Lusztig
[Lu81]. Consider the convolution diagram

F`G[ ×F`G[
q← LG[ ×F`G[

p→ LG[ ×L
+G[ F`G[ =: F`G[×̃F`G[

m→ F`G[ .
For A,B ∈ PervL+G[(F`G[ ×S η), let A×̃B be the (unique up to canonical isomorphism) complex on
F`G[×̃F`G[ such that q∗(A� B) ' p∗(A×̃B). By definition

(5.22) A ? B def
= m∗(A×̃B) ∈ Db

c(F`G[ ×S η, Q̄`).
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In the following, we consider PL+G[(F`G[) as a full subcategory of PL+G[(F`G[ ×S η).

Let W = W (G,A,K) = W (G[, A[, F [) be the associated Iwahori-Weyl group, cf. Lemma 4.11.

For each w ∈ W , the associated Schubert variety F`≤wG[ ⊂ F`G[ is defined over kF . Let j : F`wG[ ↪→
F`≤wG[ , and denote by ICw = j!∗(Q̄`[dim(F`wG[)]) the intersection complex. We have the functor of

nearby cycles

ΨG : PervL+
z G

(GrG) −→ PervL+G[(F`G[ ×S η).

The next theorem follows from [PZ13, Thm. 10.5] if K/F is tamely ramified, and from [Lev16,
Thm. 5.2.10] in general:

Theorem 5.15 (Gaitsgory, Zhu, Pappas-Zhu, Levin). For each A ∈ PervL+
z G

(GrG), and w ∈ W ,

both convolutions ΨG(A) ? ICw, ICw ?ΨG(A) are objects in PL+G[(F`G[ ×S η), and as such there is
a canonical isomorphism

ΨG(A) ? ICw ' ICw ?ΨG(A).

Proof. If A = IC{µ} where {µ} is a class which is defined over F , then the theorem is a special case
of [Lev16, Thm. 5.2.10] which follows the method of [PZ13, Thm. 10.5]. However, the proof given
there works for general objects A ∈ PL+

z G
(GrG), and only uses that the support Supp(A) is finite

dimensional and defined over F . We do not repeat the arguments here. �

6. Test functions for Weil restricted local models

6.1. Preliminaries. Recall we let G = ResK/F (G0) and LG = G∨oΓF . Recall that {µ} is defined
over a field E, a separable field extension of F which is a possibly nontrivial extension of the reflex
field, and that E0/F is the maximal unramified subextension of E/F . We have V{µ} ∈ Rep( LGE)

and I(V{µ}) ∈ Rep( LGE0
), where I(V ) := Ind

LGE0
LGE

(V ) for V ∈ Rep( LGE). Writing G := Gf and

G0 := Gf0 , the parahoric group scheme of G = ResK/F (G0) is given by G = ResOK/OF (G0) by
Corollary 4.8.

Because the representation I(V{µ}) is “defined over E0” (not F ), it is convenient to reformulate the
test function conjecture after base-changing all geometric objects from OF to OE0 . This ultimately
allows us to reduce to the case where E0 = F (see end of §6.1, and §6.3 below). The next few
lemmas are ingredients toward this reduction.

Lemma 6.1. The following statements hold.

i) We may write K0⊗FE =
∏
j Ej and K0⊗FE0 =

∏
j Ej,0, where Ej/K0 is a finite extension

of fields with maximal unramified subextension Ej,0/K0, and where j ranges over the finite
index set of ΓK0

-orbits of F -embeddings E0 → K̄0, i.e., over the set ΓE0
\ΓF /ΓK0

. Similarly
for rings of integers we have OK0

⊗OF OE0
=
∏
j OEj,0 . Furthermore, the inertia groups

satisfy IE = IEj ⊂ IE0
= IEj,0 .

ii) K ⊗F E0 =
∏
j KEj,0.

iii) The canonical map ΓE0
\ΓF /ΓK → ΓE0

\ΓF /ΓK0
is a bijection.

Proof. Write K0 ⊗F E0 =
∏
j Ej,0 and E = E0[X]/(Q) where Q is an Eisenstein polynomial over

OE0
. Each extension Ej,0/F is unramified, and so Q remains an Eisenstein polynomial in the over-

field Ej,0 of E0. As K0⊗F E =
∏
j Ej,0[X]/(Q) =:

∏
j Ej , it follows that Ej/Ej,0 is totally ramified

and that Ej = EEj,0, from which it follows that Ej/E is unramified and hence IE = IEj .
Since K/K0 is totally ramified, K ⊗K0

Ej,0 = KEj,0, which implies ii).
Abstractly K0 ⊗F E is a product of fields indexed by the set ΓE\ΓF /ΓK0 , and this set coincides

with ΓE0\ΓF /ΓK0 by the above argument. Interchanging the roles of E and K, we also get the
bijection in iii). �

Lemma 6.2. We have GE0
=
∏
j ResKEj,0/E0

G0,KEj,0 and GOE0
=
∏
j ResOKEj,0/OE0

G0,OKEj,0 .

Proof. This is a consequence of the compatibility of Weil restriction of scalars with base change
along the ring extension F → E0 (resp.OF → OE0

) and Lemma 6.1 i) and ii). �
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By [Bo79, I.5] (cf. (5.17)) there are natural identifications

G∨ = IFK(G∨0 )

LG = IFK(G∨0 ) o ΓF ,

where we abbreviate IFK := IΓF
ΓK

for the induction functor. Using Lemma 6.2 we obtain the following
lemma.

Lemma 6.3. We have an identification

LGE0 =
(∏

j

IE0

Ej,0
I
Ej,0
KEj,0

(G∨0,KEj,0)
)
o ΓE0 .

Let X = A1
OK0

= Spec(OK0
[u]) and D = {Q = 0}, viewed as a relative effective Cartier di-

visor on X which is finite and flat over Spec(OF ). The following lemma helps us to determine
Gr(X/OF ,G0

,D) ⊗OF OE0 ; it handles the special case where K/F is totally ramified.

Lemma 6.4. Assume K0 = F , and let K ′ = E0K, which is the maximal unramified subextension
of KE/K, and let OK′ = OK ⊗OF OE0

be its ring of integers. Since OK0
= OF , note G0 is defined

over OF [u]. Then we have identifications

i) G0 ⊗OF [u] OE0 [u] = GOK′ 0 =: G0,OE0
;

ii) (LDG0)⊗OF OE0
= LDOE0

G0,OE0
(and similarly for L+

D);

iii) Gr(X,G
0
,D) ⊗OF OE0

= Gr(XOE0
,G

0,OE0
, DOE0

).

Proof. Part i) follows because the formation of G0 and G0 as in [Lev, Prop. 3.1.2; Thm. 3.3.3] is
compatible with change of base OF [u±] → OE0

[u±] (resp.,OF [u] → OE0
[u]); see also Example

4.14. Part ii) follows formally from part i) and the identities R[[DOE0
]] = lim←−nR[u]/Qn = R[[D]]

(resp.,R((DOE0
)) = (lim←−nR[u]/Qn)[1/Q] = R((D))) for OE0 -algebras R. Part iii) follows from part

ii) and Lemma 3.4 ii). �

Proposition 6.5. In the notation above, there are canonical isomorphisms

Gr(X/OF ,G0
,D) ⊗OF OE0

=
∏
j

ResOEj,0/OE0

(
Gr(X/OK0

,G
0
,D) ⊗OK0

OEj,0
)

=
∏
j

ResOEj,0/OE0

(
Gr(XOEj,0

/OEj,0 , G0,OEj,0
, D⊗OK0

OEj,0 )

)
.

Proof. The first equality is proved using Lemma 3.7. The second equality follows by applying
Lemma 6.4 iii) to each factor indexed by j, replacing the data (F,K,E0) with (K0,K,Ej,0). �

Recall that G0 is defined using the following data: the totally ramified extension K/K0, the K0-
groupG0, the facet f0, and the choice of spreadingG0/OK0

[u±]; and the generic fiber of Gr(X/OF ,G,D)

is the affine Grassmannian for G = ResK/FG0, by Proposition 4.15. By contrast G0,OEj,0
is defined

from the data: the totally ramified extension KEj,0/Ej,0, the Ej,0-group G0,Ej,0 , the facet f0, and
the spreading G0,OEj,0 [u±]; and the generic fiber of Gr(XOEj,0

/OEj,0 , G0,OEj,0
, D⊗OK0

OEj,0 ) is the affine

Grassmannian for ResKEj,0/Ej,0G0,KEj,0 . So when restricting attention to the part inside the Weil re-
striction in the j-th factor, we are in the situation “F = E0” and “K0 = F”. Our next goal is to show
how we may effectively reduce our problem to the study of each Gr(XOEj,0

/OEj,0 , G0,OEj,0
, D⊗OK0

OEj,0 )

separately.

6.2. Statement of theorem. Given an irreducible algebraic representation V of LG, we define the
parity dV ∈ Z/2Z as in [HaRi, (7.11)]. Then we define the function τ ss

G,V on GrG(kF ) by the identity

(6.1) τ ss
G,V = (−1)dV trss(Φ |ΨGrG

(
Sat(V ))

)
.

We extend this definition to general representations V of LG (not necessarily irreducible) by linearity.
By Theorem 5.15, Lemma 4.12, and Corollary 4.9, we may view τ ss

G,V as an element in the Hecke alge-

bra Z(G(F ),G(OF )). Given any algebraic representation V , we also define zss
G,V ∈ Z(G(F ),G(OF ))
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to be the unique function such that, if π is an irreducible smooth representation of G(F ) on a Q̄`-
vector space such that πG(OF ) 6= 0, then zss

G,V acts on πG(OF ) by the scalar tr(s(π) |V 1oIF ), where

s(π) is the Satake parameter of π as defined in [Hai15].

Theorem 6.6. For (G,G, V ) as above, we have the equality τ ss
G,V = zss

G,V .

Recall that taking inertia invariants does not commute in general with forming tensor products of
representations. Because of the products and unramified Weil restrictions appearing in Lemma 6.3
and Proposition 6.5, it is problematic to reduce our Main Theorem to Theorem 6.6. Instead we need
a variant of Theorem 6.6 without semisimplifying the trace, for a fixed lift Φ of geometric Frobenius.
This is formulated as follows. For each fixed lift Φ, we define a function zΦ

G,V ∈ Z(G(F ),G(OF ));

similarly we define a function τΦ
G,V on GrG(kF ); see the Appendix §8. By the same arguments due

to Gaitsgory, Pappas-Zhu, and Levin cited above, this function can be viewed as an element of
Z(G(F ),G(OF )).

Theorem 6.7. For (G,G, V ) as above and for every fixed choice of lift Φ of geometric Frobenius,
we have the equality τΦ

G,V = zΦ
G,V .

In fact we will prove Theorem 6.7, and we deduce Theorem 6.6 immediately by Lemma 8.1.
However we will not require Theorem 6.6, but only Theorem 6.7, to prove our Main Theorem.

6.3. Reducing the Main Theorem to Theorem 6.7. Following the method of [HaRi, 7.3],
we show that the main theorem is a consequence of Theorem 6.7 as follows. Recall that V{µ} is

a representation of LGE = G∨ o ΓE , the L-group of ResK/F (G0) ⊗F E, and that I(V{µ}) is a

representation of LGE0
= G∨oΓE0

, the L-group of ResK/F (G0) ⊗F E0. Arguing as in [HaRi, §7.3],

up to the sign (−1)dµ the function τ ss
{µ} is identified with the function in Z(G(E0),G(OE0

))

(6.2) trss(ΦE |ΨGrG,OE
(IC{µ})) = trss(ΦE0

|ΨGrG,OE0
(Sat(I(V{µ}))).

Also, zss
{µ} acts on πG(OE0

) 6= 0 by

(6.3) tr
(
s(π) |V IE{µ}

)
= tr

(
s(π) | I(V{µ})

IE0

)
.

Therefore, to prove the Main Theorem, it suffices to prove τ ss
GOE0

,I(V{µ})
= zss

GOE0
,I(V{µ})

. All irre-

ducible constituents of I(V{µ}) have the same parity, so we may replace I(V{µ}) with an arbitrary

irreducible representation V of LGE0
. By Lemma 8.1, it suffices to prove

(6.4) τ
ΦE0

GOE0
,V = z

ΦE0

GOE0
,V

for every fixed lift ΦE0
of geometric Frobenius.

Now LGE0 =
(∏

j I
E0

Ej,0
(ResKEj,0/Ej,0G0,KEj,0)∨

)
o ΓE0 by Lemma 6.3. Because Ej,0/E0 is un-

ramified, cf. Lemma 6.1 i), any irreducible representation V is built up, as explained in the Appendix
§8, from irreducible representations of L(ResKEj,0/Ej,0G0,KEj,0). There is a parallel description of
the corresponding perverse sheaves on the generic fiber of GrG,OE0

, thanks to Proposition 6.5. Us-

ing Lemmas 8.2 and 8.3, we easily see that (6.4) will be proved, if we can prove Theorem 6.7 for
any irreducible representation of L(ResKEj,0/Ej,0G0,KEj,0) and corresponding nearby cycles along
Gr(XOEj,0

/OEj,0 , G0,OEj,0
, D⊗OK0

OEj,0 ).

Therefore, we may assume F = E0 henceforth, and we have seen that in order to prove the Main
Theorem it is enough to prove Theorem 6.7, and in fact we may even assume K0 = F , ie., K/F
is totally ramified, and that V is an irreducible representation of LG. By the argument of [HaRi,
Lem. 7.7], we may also assume that V |G∨oIF is irreducible, whenever convenient.

6.4. Proof of Theorem 6.7. As above, we will assume V |G∨oIF is irreducible. Following the proof
of [HaRi, Thm. 7.9], there are three main steps:

(1) Step 1: Reduction to minimal F -Levi subgroups of G.
(2) Step 2: Reduction from anisotropic mod center groups to quasi-split groups.
(3) Step 3: Proof for quasi-split groups.
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The proofs work exactly the same way as in [HaRi], with only a few additional remarks. For Step
1, we use Lemma 4.2 to ensure that a minimal F -Levi subgroup ofG is of the formM = ResK/F (M0),
for M0 a minimal K-Levi subgroup of G; in light of Theorem 5.15 and Theorem 5.8 the argument of
[HaRi] goes through to reduce us to proving the Theorem 6.7 for M , i.e., for Gr(X,M0,D). For Step 2,
we assume G is F -anisotropic mod center and we observe that if G∗0 is a K-quasi-split inner form of
G0, then G∗ = ResK/F (G∗0) is an F -quasi-split inner form of G. More to the point, Gr(X,G

0
,D) and

Gr(X,G∗
0
,D) become isomorphic over ŎF and hence we may think of them as the same geometrically,

with differing Galois actions Φ and Φ∗ of the geometric Frobenius element; applying the argument
of [HaRi], we reduce to proving Theorem 6.7 for G∗, i.e., for Gr(X,G∗

0
,D).

For Step 3, we apply Step 1 to G∗, and we are reduced to proving the theorem for a torus of the
form T ∗ = ResK/F (T ∗0 ), i.e., for Gr(X,T ∗0 ,D). The theorem for any torus T = ResK/F (T0) is easy.
Let us explain following the method of [HaRi, §7.6]). Let V be a representation of T∨ o ΓF such
that V |T∨oIF is irreducible. As in [HaRi, Def. 7.11], let ωV ∈ π1(T )Φ

IF
be the common image of

the T∨-weights in V |T∨ . Then ωV can be viewed as the unique k-rational point in the support of
Ψ(Sat(V |T∨oIF )), and also as the element indexing the unique coset in the support of zΦ

T ,V . Further,

by Proposition 5.10, we have an identification of LTr = (T∨)IF o ΓF -modules

H∗(ΨGrT (Sat(V ))) = H∗(GrT,F̄ ,Sat(V ))|LTr .
By the Grothendieck-Lefschetz fixed point theorem, it suffices to prove

zΦ
T ,V (ωV ) = tr(Φ |V ) = tr(Φ |H∗(GrT,F̄ ,Sat(V ))).

The second equality comes from the identifications H∗(GrT,F̄ ,Sat(V )) = H0(GrT,F̄ ,Sat(V )) = V as
LT -representations under the Satake correspondence. Therefore we need to prove the first equality.
Note that all the weights in V are IF -conjugate, and zΦ

T ,V acts on a weakly unramified character

χ : T (F )/T (F )1 → Q̄×` by the scalar

tr(sΦ(χ) |V ) = tr(χo Φ |V ) = χ(ωV ) tr(Φ |V ),

the second equality holding since sΦ(χ) ∈ (T∨)IF o Φ. Thus zΦ
T ,V = tr(Φ |V )1ωV , as desired. This

completes the proof of Step 3 and therefore of Theorem 6.7. �

6.5. Values of Test Functions. As in the Main Theorem of [HaRi], the function q
dµ/2
E0

zss
G,{µ} takes

values in Z and is independent of ` 6= p. The proof given in [HaRi, §7.7] uses only general facts about
the Bernstein functions and related combinatorics, and applies equally well to all groups, including
those which are Weil-restricted groups such as G.

7. Test functions for modified local models

The aim of this final section is to formulate and prove the test function conjecture for all reductive
groups and all primes p ≥ 5 using the modified local models introduced in [HPR, §2.6]. This is a
consequence of our main theorem and some geometric results in [HaRi2], cf. Corollary 7.4 below.

7.1. Modified local models. We denote by G a reductive group over a non-archimedean local
field F of mixed characteristic (0, p). We fix an isomorphism

(7.1) Gad '
∏
j∈J

ResKj/F (Gj),

where each Kj/F is a finite field extension, and each Gj is an absolutely simple, reductive Kj-group.
We assume that each Gj is tamely ramified. This is only a restriction for p = 2, 3: whenever p ≥ 5
this assumption is automatically satisfied by the classification, cf. [Ti77, §1.12; §4] (see also [PR08,
§7.a]).

We further fix a facet f ⊂ B(G,F ) which corresponds to facets fj ⊂ B(Gj ,Kj), j ∈ J under the
identifications

B(G,F ) = B(Gad, F ) =
∏
j∈J

B(Gj ,Kj)

deduced from Proposition 4.6 applied to each pair (Gj ,Kj/F ). We denote by G = Gf over OF , and
by Gj = Gfj over OKj the associated parahoric group schemes.
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We fix a uniformizer $j ∈ Kj and an OKj,0 [u±]-extension Gj,0 of Gj where Kj,0/F denotes the
maximal unramified subextension in Kj/F . Each geometric conjugacy class of cocharacters {µ} in
G induces a geometric conjugacy class {µad} in Gad and hence for each j ∈ J a geometric conjugacy
class {µj} in ResKj/F (Gj). We note that the reflex field E of {µ} is naturally an overfield of the
reflex field Ej of {µj}.

Definition 7.1. The modified local model MG(G, {µ}) = M
(
Kj/F,Gj,0, fj , {µj}, $j ; j ∈ J

)
is the

OE-product of the OE-schemes ∏
j∈J

Mnorm
{µj} ⊗OEj OE ,

where M{µj} = M
(
Kj/F,Gj,0, fj , {µj}, $j

)
is the local model over OEj as in §4.4.4 and Mnorm

{µj} →
M{µj} denotes its normalization.

For convenience we summarize the results on the modified local models obtained in [PZ13, Lev16,
HPR, HaRi2].

Theorem 7.2. i) If G splits over a tamely ramified extension of F , then MG(G, {µ}) is isomorphic
to the modified local model defined in [HPR, §2.6].

ii) A morphism of local model triples (G′, {µ′},G′) → (G, {µ},G) with G′ad ' Gad satisfying the
tameness assumption in (7.1) induces an isomorphism of OE′-schemes

MG′(G′, {µ′})
'−→MG(G, {µ})⊗OE OE′ .

iii) The modified local model MG(G, {µ}) is normal with geometrically reduced special fiber, and if
p > 2 it is Cohen-Macaulay as well.

Proof. As in [HPR, §2.6] we choose for each j ∈ J a suitable z-extension G̃j → Gj whose derived

group G̃j,der is simply connected. Then the geometric conjugacy class {µj} in ResKj/F (Gj) can be

lifted to {µ̃j} in ResKj/F (G̃j) with the same reflex field Ẽj = Ej , cf. loc. cit.. Denote by f̃j the facet

of G̃j corresponding to fj . This induces a morphism of OEj -schemes on Weil restricted local models

(7.2) M{µ̃j} := M
(
Kj/F, G̃j,0, f̃j , {µ̃j}, $j

)
→M

(
Kj/F,Gj,0, fj , {µj}, $j

)
=: M{µj},

where G̃j,0 → Gj,0 is an OKj,0 [u±]-extension of G̃j → Gj . Now for tamely ramified extensions
Kj/F the Weil restricted local models agree by [Lev16, Prop. 4.2.4] with the local models of [PZ13].
Further, the morphism (7.2) is a finite, birational, universal homeomorphism by [HaRi2, Cor. 2.3].
Since M{µ̃j} is normal by [PZ13, Thm. 9.1] (see also [Lev16, Thm. 4.2.7]), the map induces an
isomorphism M{µ̃j} ' Mnorm

{µ̃j} on normalizations, and the former are the modified local models of

[HPR, §2.6]. Extending scalars to OE and taking the product over j ∈ J implies part i). Part iii)
follows from [HaRi2, Cor. 2.5], see also the references cited there. For part ii) we remark that the
morphism is a finite, birational, universal homeomorphism by the same reasoning as in i), and that
the target is normal: its generic fiber is normal by definition and its special fiber is reduced by iii).
As the local model is flat and of finite type, the target is normal by Serre’s criterion, cf. [PZ13,
Prop. 9.2]. �

Remark 7.3. As in Remark 4.19 one can show that MG(G, {µ}) depends up to equivariant isomor-
phism only on the data (G, {µ},G) which justisfies the notation.

We also record the following property which is important for the proof of the test function
conjecture.

Corollary 7.4. The product of the normalization morphisms

MG(G, {µ}) =
∏
j∈J

Mnorm
{µj} ⊗OEj OE →

∏
j∈J

M{µj} ⊗OEj OE

is finite, birational and a universal homeomorphism. In particular, this morphism induces an equiv-
alence on the associated étale topoi of source and target [StaPro, 03SI].

Proof. This is immediate from the isomorphism M{µ̃j} 'Mnorm
{µ̃j} , j ∈ J in the proof of Theorem 7.2

i), together with [HaRi2, Cor. 2.3]. �
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7.2. Test functions. Let (G, {µ},G) be a triple as above where G/F satisfies the tameness as-
sumption in (7.1). Denote by M{µ} = MG(G, {µ}) the modified local model as Definition 7.1. For
a finite extension E/F over which {µ} is defined, we consider the associated semi-simple trace of
Frobenius function on the sheaf of nearby cycles

τ ss
{µ} : M{µ}(kE)→ Q̄`, x 7→ (−1)dµ trss

(
ΦE |ΨM{µ}(IC{µ})x̄

)
.

where IC{µ} denotes the normalized intersection complex of the generic fiber of M{µ}. As an
application of our main theorem we deduce the test function conjecture for modified local models:

Theorem 7.5. Let (G, {µ},G) be as above, and denote by E/F an extension which contains the
reflex field of {µ}. Let E0/F be the maximal unramified subextension. Then τ ss

{µ} naturally defines

an element in Z(G(E0),G(OE0
)), and one has

τ ss
{µ} = zss

{µ}

where zss
{µ} ∈ Z(G(E0),G(OE0)) is the unique function which acts on any G(OE0)-spherical smooth

irreducible Q̄`-representation π by the scalar

tr
(
s(π)

∣∣ Ind
LGE0
LGE

(V{µ})
1oIE0

)
,

where s(π) ∈ [(G∨)IE0 o ΦE0
]ss/(G

∨)IE0 is the Satake parameter for π [Hai15]. The function

q
dµ/2
E0

τ ss
{µ} takes values in Z and is independent of ` 6= p and q1/2 ∈ Q̄`.

Proof. First, we will show that τ ss
{µ} naturally defines an element of Z(G(E0),G(OE0

)) for which

we need to prove the analogue of (6.2). As in (7.1) we denote by (Hj , {µj},Hj), j ∈ J the local
model triple where Hj := ResKj/F (Gj) and Hj := ResOKj /OF (Gj). Note that Gad =

∏
j Hj and

Gad =
∏
j Hj . For the next statement, observe that IC{µ} = Sat(V{µad}) under the equivalence of

étale topoi of Corollary 7.4 for the generic fibers M{µ},E and
∏
jM{µj}⊗OEjE ⊂ GrGad,OE0

⊗OE0
E =

GrGad,E .

Lemma 7.6. We have

trss
(
ΦE |ΨM{µ}(IC{µ})

)
= trss

(
ΦE0 |Ψad(Sat(I(V{µad})))

)
where Ψad denotes the nearby cycles functor for GrGad,OE0

=
∏
j GrHj ,OE0

.

Proof. The argument follows the proof of (6.2) as in [HaRi, §7.3]. Consider the finite morphism

f : GrGad,OE0
⊗OE0

OE −→ GrGad,OE0
.

Abbreviate the nearby cycles for GrGad,OE0
⊗OE0

OE by Ψad,E . We have

trss
(
ΦE |Ψad,E(Sat(V{µad}))

)
= trss

(
ΦE0 | fs̄,∗Ψad,E(Sat(V{µad}))

)
= trss

(
ΦE0
|Ψad(fη,∗Sat(V{µad}))

)
= trss

(
ΦE0
|Ψad(Sat(I(V{µad})))

)
.

We used the analogue of [Hai18, Lem. 8.1] for the first equality, proper base change for the second
equality and [HaRi, Prop. 3.14] for the final equality. By the topological invariance of the étale site
in Corollary 7.4 we have

trss
(
ΦE |ΨM{µ}(IC{µ})

)
= trss

(
ΦE |Ψad,E(Sat(V{µad}))

)
,

which proves the lemma. �

By Lemma 7.6 (combined with Theorem 5.15), the test function

(7.3) τ ss
{µ} = (−1)dµtrss

(
ΦE0
|Ψad(Sat(I(V{µad})))

)
naturally defines an element of Z(Gad(E0),Gad(OE0

)). By §7.3 below, the natural projection p : G→
Gad induces a canonical morphism of algebras

p∗ : Z(G(E0),G(OE0))→ Z(Gad(E0),Gad(OE0)).
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There is a disjoint union

(7.4) G(E0) =
∐

ω∈π1(G)I

G(E0)ω

where G(E0)ω = κ−1
G,E0

(ω) is the fiber of the Kottwitz morphism κG,E0
: G(E0) → π1(G)I with

I = IE0 = IF (use E0/F unramified), and likewise for G replaced by Gad. The key observation is
proved in Lemma 7.7 below: If ω 7→ ωad under the map π1(G)I → π1(Gad)I , then p∗ restricts to an
isomorphism

(7.5) Z(G(E0),G(OE0))ω
'−→ Z(Gad(E0),Gad(OE0))ωad

on the functions whose support is contained in G(E0)ω, respectively in Gad(E0)ωad
. We apply this to

ω = ω{µ}, the image of {µ} inside π1(G)I . To explain, note that the representation I(V{µ}) of LGE0

need not be irreducible, but all its B∨-highest T∨ are IE0
-conjugate to µ. Similar remarks apply

to the restriction I(V{µad}) of I(V{µ}) to L(Gad)E0 ; note as well ω{µ} 7→ ω{µad}. Geometrically, this
means that the support of (7.3) is contained in the connected component of GrGad

⊗OF kE0
indexed

by ω{µad}, and hence it belongs to Z(Gad(E0),Gad(OE0
))ω{µad}

. Finally via (7.5) we see that τ ss
{µ}

identifies with an element of Z(G(E0),G(OE0
))ω{µ} ⊂ Z(G(E0),G(OE0

)).

Next we prove the equality of τ ss
{µ} = zss

{µ} as elements of Z(G(E0),G(OE0
)). Their values then

satisfy the required integrality properties independently of the choice of ` 6= p and q1/2 ∈ Q̄` by
§6.5. It is enough to show the equality τ ss

{µad} = zss
{µad}, that is, the equality of the two functions

when they are viewed as elements of Z(Gad(E0),Gad(OE0
)) via (7.5). Here τ ss

{µad} is just a relabeling

of (7.3) and we are using Lemma 7.7 below with V = I(V{µ}) and Vad = I(V{µad}) to justify that
zss
{µ} 7→ zss

{µad} under (7.5).

Fix a lift of geometric Frobenius Φ = ΦE0 . We will show that τΦ
{µad} = zΦ

{µad}, cf. §8. The result

will then follow from Lemma 8.1 by averaging over the different lifts Φ.
For each j ∈ J as in (7.1), we denote by τΦ

{µj} (resp. zΦ
{µj}) the central functions associated with

the local model triple (Hj , {µj},Hj) over the extension E/F . Parallel to (7.3) we have

τΦ
{µj} = (−1)dµj tr

(
Φ|Ψj(Sat(I(V{µj})))

)
,

where Ψj stands for the nearby cycles functor for GrHj ⊗OF OE . The tameness assumption in (7.1)
guarantees that Theorem 6.7, and in particular (6.4), is applicable, and we deduce the equality

τΦ
{µj} = zΦ

{µj}

as functions in Z(Hj(E0),Hj(OE0
)) for all j ∈ J . Recall that IC{µ} = Sat(V{µad}) can be expressed

as the external tensor product �jSat(V{µj}) = �jIC{µj} on the generic fiber GrGad,OE0
⊗OE0

E =∏
j GrHj ,E . Since the formation of the non-semisimplified functions commutes with direct products

of groups by Lemma 8.2, we get the equality

τΦ
{µad} =

∏
j

τΦ
{µj} =

∏
j∈J

zΦ
{µj} = zΦ

{µad}

inside Z(Gad(E0),Gad(OE0
)) =

∏
j Z(Hj(E0),Hj(OE0

)). We have also used the equality
∑
j dµj ≡

dµ mod 2. This completes the proof of the theorem. �

7.3. Passing to adjoint groups. In this section, we do not need any tameness assumptions – the
arguments hold for general groups. We work over the unramified extension E0/F . Let Z be the
center of G. Let A,S, T,M be as usual for the E0-group G, and denote by Aad, Sad, Tad,Mad their
images under the canonical map p : G → Gad = G/Z. Recall that Mad is not the adjoint group of
M , but is a minimal E0-Levi subgroup of Gad. Let G (resp.Ga) be the parahoric group OE0 -scheme
with generic fiber GE0 attached to a facet f (resp. an alcove a with f ⊂ ā). Let Gad (resp.Gad,a) be
their analogues for Gad. The morphism p : G(E0) → Gad(E0) sends G(OE0

) into Gad(OE0
), and so

by the étoffé property of G, p extends to an OE0
-morphism p : G → Gad (cf. [BT84, 1.7]). Similarly

we have p : Ga → Gad,a.
Let O stand for either OE0 or OĔ0

with K its fraction field. In general, the natural maps

p : G(O) → Gad(O) and G(K)/G(O) → Gad(K)/Gad(O)) are not surjective. Nevertheless, using
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[BT84, 5.2.4], if Mad (resp. Tad) denotes the unique parahoric group scheme for Mad (resp.Tad),
one can check that p(G(OE0

)) · Mad(OE0
) = Gad(OE0

) (resp. p(G(OĔ0
)) · Tad(OĔ0

) = Gad(OĔ0
)).

This implies that p takes any G(O)-orbit in G(K)/G(O) onto a Gad(O)-orbit in Gad(K)/Gad(O),

since Mad(OE0
) (resp. Tad(OĔ0

)) is normalized by the group NGad
(Aad)(E0) (resp.NGad

(Sad)(Ĕ0))

giving rise to representatives of those Gad(O)-orbits.

Write O = OE0
and Ŏ = OĔ0

. We make some abbreviations: Iwahori subgroups Ĭ = Ga(Ŏ)

and I = Ga(O); parahoric subgroups J̆ = G(Ŏ) and J = G(O). Similarly define their analogues

for Gad: Ĭad, Iad, J̆ad, and Jad. Let W0 denote the finite relative Weyl group for G/E0. There are
decompositions of the Iwahori-Weyl groups over E0

W (G) = W ∼= X∗(Z(M∨)IE0 )Φ oW0
∼= Wsc o Ωa(7.6)

W (Gad) = Wad
∼= X∗(Z((Mad)∨)IE0 )Φ oW0

∼= Wsc o Ωaad
.

and p : W → Wad is compatible with these decompositions. In general p maps Ωa to Ωaad
, but

neither surjectively nor injectively. However, for each fixed ω ∈ Ωa with image ωad ∈ Ωaad
, we

obtain an isomorphism

(7.7) p : Wsc o ω
∼→ Wsc o ωad.

Recall that H(G(E0), I) is generated by TGw = 1IẇI , where ẇ ∈ NG(T )(E0) is a lift of w ∈W (G)
along the Kottwitz homomorphism κG,E0

. The algebra H(G(E0), I) has an Iwahori-Matsumoto
presentation, i.e., it is isomorphic to an affine Hecke algebra over Z[v, v−1] with possibly unequal
parameters, after a specialization v 7→ √qE0 ∈ Q̄` (cf. [Hai14, 11.3.2] or [Ro15] for a proof in this

generality). The map TGw 7→ TGad

p(w) respects the braid and quadratic relations, hence gives an algebra

homomorphism

H(G(E0), I)→ H(Gad(E0), Iad).

Let eJ and eJad
be the idempotents corresponding to J and Jad; these both correspond to the same

set of reflections in Wsc (those which fix f). Therefore using the usual relations in the Iwahori-Hecke
to understand the products of such idempotents by the standard generators TGw , we see that the
map

eJT
G
w eJ 7→ eJad

TGad
wad

eJad
,

where wad = p(w), determines a homomorphism of algebras

p∗ : H(G(E0), J)→ H(Gad(E0), Jad).

The homomorphism above preserves centers; to see this one uses the Bernstein presentation of
H(G(E0), I) and H(Gad(E0), Iad) (we refer to [Ro15] for a proof of the Bernstein presentation in
this most general setting). Put ΛM = X∗(Z(M∨)IE0 )Φ. The Bernstein presentations reflect the
decomposition W = ΛM o W0 of (7.6) and for each W0-orbit λ̄ ⊂ ΛM , there is a basis element
zλ̄ ∈ Z(G(E0), I) (cf. [Hai14, 11.10.2]). The map sends zλ̄ to zλ̄ad

. To see this, we write out each

of zλ̄ and zλ̄ad
in terms of the standard basis elements TGw and TGad

p(w). (Use that the alcove walk

description of Bernstein functions depends only on the combinatorics of Wsc, cf. [HR12, §14.2]).
Hence the following diagram commutes

(7.8) Z(G(E0), J) //

o
��

Z(Gad(E0), Jad)

o
��

Q̄`[X∗(Z(M∨)IE0 )Φ]W0 // Q̄`[X∗(Z((Mad)∨))IE0 )Φ]W0 ,

where the vertical arrows are the Bernstein isomorphisms of [Hai14, 11.10.1].
Now, the top arrow is neither injective nor surjective in general. To remedy this, we establish

the analogue of (7.7) on the level of centers. Assume V ∈ Rep( LGE0
) has the following property:

(∗) all the B∨-highest T∨-weights in V |G∨ are IE0
-conjugate

e.g., V |G∨oIE0
is irreducible. Then the restriction Vad := V |L(Gad)E0

has the same property. Let

ωV ∈ π1(G)ΦE
IE0

be the common image of the λi ∈ X∗(T ) appearing as B∨-highest T∨-weights in
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V |G∨ , and define ωVad
similarly. Note that ωV 7→ ωVad

under π1(G)IE0
→ π1(Gad)IE0

, i.e. (ωV )ad =
ωVad

.
Let H(G(E0), J)ωV be the subspace generated by the elements eJT

G
w eJ , w ∈ Wsc o ωV . Define

Z(G(E0), J)ωV = H(G(E0), J)ωV ∩ Z(G(E0), J). As in (7.4) these are the functions supported on
G(E0)ωV ⊂ G(E0).

Lemma 7.7. Assume V satisfies property (∗), e.g. V = I(V{µ}). Then the map p∗ : Z(G(E0), J)→
Z(Gad(E0), Jad) induces a vector space isomorphism

(7.9) Z(G(E0), J)ωV
∼−→ Z(Gad(E0), Jad)ωVad

taking zΦ
G,V to zΦ

Gad,Vad
.

Proof. Since p(zλ̄) = zλ̄ad
for λ̄ (resp. λ̄ad) ranging over W0-orbits in ΛM ∩ (Wsc o ωV ) (resp. in

ΛMad
∩ (Wsc o ωVad

)), the first statement is clear. It remains to show that p∗(z
Φ
G,V ) = zΦ

Gad,Vad
.

Using the construction of Satake parameters ([Hai15, §9], [Hai17]), the map G→ Gad induces a

commutative diagram (here for notational convenience we write Ĝ in place of G∨):

(Z(M̂)IE0 )Φ/W0
// (T̂ ∗

IE0
)Φ∗/W

∗
0

// (T̂ ∗
IE

)Φ∗/W
∗
0,E [Ĝ∗

IE o Φ∗]ss/Ĝ∗
IE

(Z(M̂ad)IE0 )Φ/W0

OO

// (T̂ ∗ad

IE0
)Φ∗/W

∗
0

OO

// (T̂ ∗ad

IE
)Φ∗/W

∗
0,E

OO

[Ĝ∗ad

IE o Φ∗]ss/Ĝ∗ad

IE
.

OO

Fix V ∈ Rep( LGE). Starting with the regular function g∗ o Φ∗ 7→ tr(g∗ o Φ∗ |V ) on the variety
in the upper right corner, we pull-back along the diagram to get a regular function on the lower
left hand corner. Pulling-back in one way yields zΦ

Gad,Vad
, and pulling-back the other way, by (7.8),

yields p∗(z
Φ
G,V ). �

8. Appendix: non-semisimplified trace

8.1. Basic definitions. Let V ∈ Rep( LG), and let Φ ∈ Gal(F̄ /F ) denote a fixed lift of geometric
Frobenius. Let G/OF denote a parahoric group scheme. Define zΦ

G,V ∈ Z(G(F ),G(OF )) to be the

unique function such that, if π is an irreducible smooth representation of G(F ) on a Q̄`-vector space
such that πG(OF ) 6= 0, then zΦ

G,V acts on πG(OF ) by the scalar

tr(sΦ(π) |V ),

where sΦ(π) ∈ [(G∨)IF oΦ]ss/(G
∨)IF is the Satake parameter of π as defined in [Hai15], relative to

the fixed choice of Φ.
Similarly, if V is irreducible with parity dV ∈ Z/2Z as in [HaRi, (7.11)], we define the function

τΦ
G,V on GrG(kF ) by the identity

τΦ
G,V = (−1)dV tr

(
Φ |ΨGrG (Sat(V ))

)
.

We extend by linearity to define τΦ
G,V for all V . By the same arguments which proved Theo-

rem 5.15, Lemma 4.12, and Corollary 4.9, we may view τΦ
G,V as an element in the Hecke algebra

Z(G(F ),G(OF )).

8.2. Averaging over inertia. Choose any normal finite-index subgoup I1 ⊆ IF having the prop-
erty that 1 o I1 acts trivially on V and I1 acts purely unipotently on all cohomology stalks of
ΨGrG (Sat(V )).

Lemma 8.1. Let γ̇ ∈ IF range over a set of lifts of the elements γ ∈ IF /I1. Then

τ ss
G,V =

1

|IF /I1|
∑
γ̇

τΦγ̇
G,V(8.1)

zss
G,V =

1

|IF /I1|
∑
γ̇

zΦγ̇
G,V .(8.2)

Consequently, τ ss
G,V = zss

G,V , if τΦ
G,V = zΦ

G,V for all lifts Φ of Frobenius.
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Proof. Let H be a finite group acting on a finite dimensional Q̄`-vector space V. Let Φ denote an
arbitrary linear operator on V. Then we have the identity

(8.3) tr(Φ | VH) =
1

|H|
∑
h∈H

tr(Φ ◦ h | V).

Now in a cohomology stalk of ΨGrG (Sat(V )), choose a Gal(F̄ /F )-stable filtration on which IF acts
through a finite quotient on the associated graded, denoted V. Then (8.3) yields (8.1). Similarly,
using that 1 o IF already acts through a finite quotient on V , we obtain (8.2). �

8.3. Products and unramified Weil restrictions.

8.3.1. Products. Let Gj , j = 1, . . . , n, connected reductive groups with corresponding parahoric
groups Gj . Write G =

∏
j Gj and G =

∏
j Gj .

Suppose Vj are representations of LGj . We form the dual group L(
∏
j Gj) =

(∏
j G
∨)o Γ, with

Γ = Gal(F̄ /F ) acting diagonally on the factors.

Lemma 8.2. Let V = �jVj, the representation of L(
∏
j Gj) with Γ acting diagonally in the obvious

manner. Then we have equalities of functions in Z(G(F ),G(OF )) =
∏
j Z(Gj(F ),G(OF ))

τΦ
G,V =

∏
j

τΦ
Gj ,Vj

zΦ
G,V =

∏
j

zΦ
Gj ,Vj .

8.3.2. Unramified Weil restrictions. Let Fn/F be a finite unramified extension of degree n, and
let G0 be a connected reductive Fn-group; let G = ResFn/FG0. Then LG identifies with the

induced group LG = (IFFnG
∨
0 ) o ΓF , where ΓF acts on the Q̄`-group IFFnG

∨
0
∼=
∏n−1
j=0 G

∨
0 in the

obvious way. Explicitly, as a Γn-group IFFnG
∨
0 =

∏n−1
j=0

Φ−jG∨0 , where Φ0

G∨0 is G∨0 endowed with

the given action of Γn, and Φ−jG∨0 is the same group but with Γn acting through the given action
precomposed with the automorphism γn 7→ ΦjγnΦ−j . The action of Φ on IFFnG

∨
0 is given by

(g0, g1, . . . , gn−1) 7→ (g1, g2, . . . , gn−1,Φ
n(g0)).

An irreducible algebraic representation of LG is of the form V = �n−1
j=0

Φ−jV0, where V0 is an

irreducible representation of LG0 = G∨0 o Γn, and Γn acts on Φ−jV0 by precomposing the given
action on V0 with the automorphism γn 7→ ΦjγnΦ−j . Then as before ΓF = 〈Φ〉ΓFn operates as
follows: ΓFn acts “diagonally” on vectors of the form v0 �v1 � · · ·�vn−1, and Φ sends such a vector
to the vector v1 � v2 � · · ·� vn−1 � Φn(v0).

Lemma 8.3. We have the identity

tr(Φ |V ) = tr(Φn |V0),

and this implies the identities in Z(G(F ),G(OF )) = Z(G0(Fn),G0(OFn))

τΦ
G,V = τΦn

G0,V0

zΦ
G,V = zΦn

G0,V0
.

Proof. The first identity is a special case of a result of Saito-Shintani, cf. [Feng, Lem. 6.12]. The
other assertions follow from this one. �
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